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We consider the problem of building cost-effective networks that dvestoto
dynamic changes in demand patterns. We compare several arcleiteagsing
demand-oblivious routing strategies. Traditional approaches incindéeshop
architectures based on a (static or dynamic) circuit-switched core tinfcasre
and multihop (packet-switched) architectures based on point-to-podufitsiin
the core. To address demand uncertainty, we seek minimum cost kstthat
can carry the class of hose demand matrices. Apart from shortésteaing,
Valiant’s randomized load balancing (RLB), and virtual private netw®RN)
tree routing, we propose a third, highly attractive approaelective randomized
load balancing(SRLB). This is a blend of dual-hop hub routing and randomized
load balancing that combines the advantages of both architectures indérms
network cost, delay, and delay jitter. In particular, we give empiricalyaesa
for the cost (in terms of transport and switching equipment) for the déssmli
architectures, based on three representative carrier networks.e€d three
networks, SRLB maintains the resilience properties of RLB while achieving
significant cost reduction over all other architectures, including RLB an
multihop Internet protocol/multiprotocol label switching (IP/MPLS) netwgork
using VPN-tree routing. © 2006 Optical Society of America

OCIS codes060.4250, 000.5490.

1. Introduction

Emerging data communication services create an incredsigigge of uncertainty and dy-
namism in the traffic distribution across carrier netwotksamples are virtual private net-
works (VPNs) as well as remote storage and computing apigica[l, 3]. For network
design purposes, such services are best captured bpseemodd]7, 10], which treats the
node ingress or egress capacities as known constants aindbspecify point-to-point
demands. For example, the service level agreement (SLA) Y?N customer who wants
to interconnect several business sites using a carrietvgonke could just specify the peak
rates at each ingress node but leave open the distributivaf6it to be sent between each
node—node pair. It is then up to the carrier to efficientlyteahe traffic over the network.
Contemporary carrier networks are often built on circwitshed core technologies,
Internet protocol over synchronous optical network (IRe8ONET), which offer high re-
liability and fast protection schemes. However, when tafémands change over time, tra-
ditional circuit-switched network architectures lack dadth efficiency, which can lead
to a severainderutilizationof network resources. Moderate degrees of traffic dynamics,
such as diurnal demand variations, can potentially be leanioly advanced control plane
concepts (e.g., the automatically switched optical netw8SON, based on generalized
multiprotocol label switching, GMPLS2R)]), but rapidly changing demand patterns can-
not. In contrast, packet-switched backbone architectimésrnet protocol over wavelength
division multiplexing (IP-over-WDM), provide the benefit sfatistical multiplexing, and
thus allow for a better utilization of network resourceshwiit the need for a dynamic con-
trol plane. However, there are significant drawbacks agisiom purely packet-switched
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architectures. First, packet-switched networks examirteraute the traffic at each node
along a source—destination path. As we see below, this catreesonsiderableost since
packet router ports are substantially more expensive theeduivalent ports on a circuit-
switched cross connec24]. This fact continues to hold for multiprotocol label switc
ing (MPLS) networks based on IP/MPLS routers, since MPL&Il&okup is inherently
more involved than SONET cross connecting. In addition,ldoger networks, the need
for routers to establish connectivity in the core can becamedescalability problem due
to the difficulties in scaling packet routersy. Second, packet-based networks, by their
very nature, uséufferingat each node, which introduces packet loss and delay et
makes quality-of-service (QoS) guarantees difficult taeah Third, packet-switched core
networks do not meet the reliability and restoration caists granted by circuit-switched
networking infrastructure.

In an effort to combine the advantages of circuit-switchad packet-switched net-
work architectures for rapidly changing demand patterrefs R16, 20, 21, 27, 28] ap-
ply Valiant's scheme of randomized load balancing (RLB%|[over a circuit-switched
network. This previous work has focused on a variety of netwaerformance measures
including throughput, link congestion, and switch fan-dtie basic idea of RLB (see Sub-
section4.B) is to route demands from network edge nodes in two phaséise Ifirst (load
balancing) phase, all nodes randomly distribute theificcaimong all other nodes. In the
second (routing) phase, each node processes the packatsiited in phase 1 and sends
them to their final destination. Since each packet is onlggseednceon its path from
source to destination, the need for multihop packet rouisigg core routers is greatly re-
duced. In each of the two phases, traffic is carried on cdsttafe circuit-switched (layer
1) core technology, without having to experience layer 2 @r@&cessing at each node.
The resulting RLB network offers SONET-grade reliabiligyyd in many cases promises
lower deployment cost than conventional architectureggded for dynamic traffic varia-
tions. Furthermore, delay jitter and QoS guarantees aedylto be met more easily than
in packet-switched architectures, since all packets épee only a single stage of routing
(and therefore only a single stage of buffering).

In this paper, we first address some inherent drawbacks iassbavith RLB. Most
notably, we explore the inefficiency in distributing all ffra across theentire network.
Based on these observations, we propssiective randomized load balancit§RLB)
[27], where RLB is performed across a limited number of cargfahosen hubs in the
network. We point out the advantages of SRLB over the ottaditctures discussed in this
paper. After computing an optimal set of hubs, we are ablévi® gmpirical evidence that
SRLB is an attractive architecture combining the distirtbtamtages of RLB (resilience)
and VPN-tree routing (network cost).

This paper is organized as follows. In Sectibwe give an overview of the considered
network architectures, including some important defingioln Section3 we give some
background on models for uncertain demands, robust ogtiniz, and oblivious routing.
In Section4 we discuss two important examples of oblivious flow tem@ashortest-path
(SP) routing and VPN-tree routing. We show how previous watk/PNs can be applied
to avoid excessive processing costs at the nodes. We olikat\RLB can use significantly
more link bandwidth than an optimal VPN-tree network, whicbtivates the introduction
of SRLB in Subsectiont.C, forming theconceptual coreof this paper. Sectiob is the
main empirical section and provides detailed results based on the coseé afetwork ele-
ments needed to build the different architectures studdeishow by means of empirical
examples how SRLB lowers network cost and improves deltgr.jitn Sectiorb we then
discuss resource utilization for different network arebitires and flow templates, and we
show to what extent (depending on the flow templates) resoumderutilization can be-
come an advantage for IP/MPLS networks through statisticadiplexing in the presence
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of best-effort traffic. In this context, we also introduce tiotion of thaobustness premium
to quantify the amount of overprovisioning that is neededdcommodate dynamic traffic
demands. Finally, we conclude in Section

2. Network Architectures
2.A. Circuits

A circuit is defined by two end nodes and some provisioned, dedicapeatitain a phys-
ical network. This capacity can be viewed as a point-to4ppipe that carries traffic un-
affected between the specified end nodes of the circuit, matpacket processing, header
lookup, or label lookup required along the way. In practaeijrcuit may be implemented
within the SONET hierarchy, or it may be a full wavelengthwhel in an optical network
using optical add/drop multiplexers (OADMSs). Note that aRIM “circuit” is hota circuit
within this definition, since MPLS requires packet procegsn the form of label lookup at
each node from source to destination. The role of MPLS isudised in detail in Subsection
6.D.

2.B. Packet (Hop) Routing and Circuit Provisioning

All network traffic reaches its destination by following agsence of circuits ohops the
particular choice of a sequence of hops is referred to abdapeouting If traffic follows
several hops, the intervening nodes, cattmating nodesmust support the functionality to
route traffic onto the next hop toward its destination. Thaypfor instance, be achieved
by examining each Ethernet frame, IP packet header, or MBbE in between two hops
using Ethernet switches or IP/MPLS routers (interconribyeSONET or WDM circuits).

Circuit provisioning constraintspecify howindividual hopsare implemented in the
physical network. Most standard is that a circuit is ideadifivith a single, capacitated
path between its end points, but one may also consider tsreaplemented akactional
flows this is also callednultipath routingand is implemented, e.g., using virtual concate-
nation (VCAT). In addition, the circuits used by hop pathsyrba provisionedstatically
or dynamically in the latter case, the physical layer needs a control gleatedynamically
adapts to changing traffic patterns (e.g., ASON and GMPLS).

2.C. Network Architectures

A network architectureefers to a collection of constraints on how traffic is routéedhe
packet layer. The architectures we consider are the fatligvgingle-hop routing, hub rout-
ing (dual-hop routing via one nodeYyaliant's randomized load balancingnd selective
randomized load balancinfdual-hop routing via all terminal nodes (RLB) or a seleatio
of a subset of any nodes (SRLB)), amdiltihop routing(no bound on the hop length).

Given an architecture, there exist several physical implgations of the network de-
pending, for instance, on the choice of switching (hode)mgant.

2.D. Examples

We discuss several concrete examples of the abstractestthits considered. Figuiéa)
depicts asingle-hopnetwork architecture, where packets are routed at the $sgrehere
they are placed onto predefined circuits, and traverse aieswitched core network to
their destinations. I$tatic circuit provisionings employed, each node—node p@irj) has
to be connected by a circuit of capacity equal to the maximossible demand between
i, j. Since every circuit can handle the entire demand origigadk a node without recon-
figuration, no control plane is needed, but the architecesalts in a vast overprovisioning
of network resources if traffic patterns are allowed to vagyigicantly. This can be mit-
igated by using dynamic provisioning of circuits by meansaafynamic control plane
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setting up and tearing down circuits as needed, and thusiafiaraffic to share core net-
work resources. This approach is severely limited, howdwethe speed and complexity
of available control plane technologies.
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(a) Single-hop routing (b) Multi-hop routing (c) Double-hop routing (d) Double-hop routing
(e.g., 'IP-over-SONET") (e.g., 'IP-over-WDM') (Hub routing) (Load balancing)

Fig. 1. Network architectures considered in this work. (Square netelerkents: circuit-
switched cross connects. Round network elements: packet routers.)

Figure 1(b) depicts amultihop architecture. Here, each core node examines the traf-
fic entering it on a circuit and places it on a different citdeilowing a locally imple-
mented routing strategy. The best-known example for thukitacture is an IP/MPLS net-
work, where nodes are IP/MPLS routers and circuits are gonpoint line systems (e.g.,
WDM links) between them. From a capacity analysis viewpdirg,multihop architecture
is equivalent to a single-hop architecture with a suffidiefdast control plane to support
traffic dynamism. The role of thglobally acting control plane is taken over by statistical
multiplexing througHocal packet routing.

Figuresl(c) and1(d) depict the two extreme casesdrfuble-hoparchitectures. Here,
traffic is first sent to one (c) or more (d) intermediate rogitiodes using preset circuits,
irrespective of the traffic’s final destination. The intedizte nodes perform local routing
decisions, and again use the circuit-switched core to eletiaffic to its final destination.
The case of aingleintermediate routing node [Fid(c)] is called ahub routingarchitec-
ture. Although using a single hub often leads to lowest dvastwork cost, it is not the
most desirable architecture in practice, since the hulefijesents a single point of failure
and (ii) has to route the entire network traffic, which cancglyi become a network scal-
ability problem. The case where incoming traffic is disttémlacrossll nodes [Fig.1(d)]
is inspired byValiant’s randomized load balancingntroduced in the context of parallel
computing R5] and discussed further in Subsecti®iB.

3. Terminology and Background

We consider network design where we are given a physicalorktepresented by a graph
G = (V,E). The seW represents node locations, afds the edge set, representing which
nodes pairs are joined by a physical link. Our assumptiohas each edge has an abun-
dance of channels (for instance, fibers) and that networkisosainly associated with (i)
activating these channels (for instance, installing lereninal equipment or optical ampli-
fiers along the line) and (ii) populating the nodes with therapriate switching equipment
(such as packet routers and SONET cross connects). Thuarfpugposes, we view each
edgee € E as having an unbounded supply of bidirectional (undirédiells, each with an
associated cost for activating. The full cost model is dised at length in Sectidn

We also have a specified setadge nodegsometimes calleterminalg, where traffic
is injected into the network. Normally, we take the set ofeedgdes to be the whole set
V, but the algorithms work for any proper subset. Even thoughealges are undirected
(bidirectional), we maintain the convention that demandsy foeoriented that is, there
may be distinct unidirectional demands from nade nodej, and from nodg to nodei.
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In our numerical implementations, we normally think of taeéemands as being paired and
then routed on bidirectional paths. Traffic is then specified demand matrig; . We refer

to the valuey ;dij (or 3 ;d;i) as theingress(or egres$ traffic ati. We assume throughout
that there is a bound denoted By (also called thenarginal) on both the ingress and egress
traffic ati.

3.A. Uncertain Demands and Robustness

Network designers have traditionally adopted the view éimeiccurate estimatéor point-
to-point traffic is given prior to laying out circuits. Thedreasing importance of flexible
data services has led to situations where traffic pattemeithver not well knowra priori

or are changing rapidly. In these settings the network shbeldimensioned to support not
just one traffic matrix but a large class of matrices deteeahiny the application.

This scenario leads torabust optimizatiorproblem B, 4]: given auniverse Uof so-
calledvalid demand matrices, normally specified as a convex region,dhkigto design
the network so that every demand matrixdrcan be supported at the lowest possible cost.
The simplest form of this problem, recently shown to be néeheinistic polynomial time
hard (NP-hard)§], is to allocate fractional link capacities that are suéfidito support a
multicommodity fractional routing for each demand matrixtihe universéJ, where the
fractional routing used may change dynamically if the detnaatrix does.

Motivated by the application of supporting uncertain or ridiag demands, the fo-
cus of our study is on the universe lobse matricesln the hose model, there is a sub-
set of nodes that inject traffic into the network. For eachhefse nodes, we have a
boundD; that is an upper bound on the total demand that this node nfay (@igress
capacity) or receive (egress capacity). Note that in géntrase bounds could be in-
dependent of each other The classhoke matricegor the marginal values Pis then
U = {dj >0:y;dj <Dj,y;dj <Dj,Vi}. Recall that we do not in general have to as-
sume symmetric demands, nor do we have to assume anything @dmand from to |
using the same path as that frgro i (though in fact we could if we wish, without changing
the results).

It is obvious that in general one must pay more to be able tp@i@ whole class
of demand patterns rather than just a single traffic matrig.ré¥er to this factor increase
in cost as thaobustness premiuyrand we report on its value from our experiments in
Subsectiors.E

3.B. Oblivious Routing and Flow Templates

The capacity required to support a class of traffic matridegdomsly depends on the de-
gree to which network elements can use current informatimutathe network topology
and utilization of network resources, for determining atedfective routing of the exist-
ing demands. Real-time reprovisioning of circuits in phgsicore networks to adapt to
changing demands is not generally available. In contrastket switches (IP routers or
Ethernet switches) have some ability to adapt traffic routeeal time, but this leads to
a network management overhead since complex traffic engngesay be needed. For
these reasons, in our study, we restrict ourselvebltivious(sometimes called statid])
routing strategies, which argnosticof network utilization parameters or current traffic
distributions.

Formally, an oblivious routing is determined byflaw template A flow template for
a specific node paifi, j) specifies how to send one unit of flow fronto j. Hence it can
be modeled as an assignmér{P) to eachi — j path so thaf pcp, f (P) = 1. We useR;
to denote the set of paths (usually simple) betweand j. If our network is currently
handling a traffic matrixl, then the interpretation is that it treats ihe j traffic as follows:
for eachi — j pathP, it sendsf (P)d;; flow along pathP. Naturally, flow templates can
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be fractional (multipath routing) or single path (unsplite flow), or they may obey some
other restrictions, for instance, bounds on path length.o# template, usually denoted
by f, then consists of a template for each pair of nodg¢ghat are injecting traffic into
the network. We have defined our templates in terms of a pathble; compact arc/edge
formulations could have also been used as is done in R&fg] for related problems. To
avoid confusion, we note at this point that an oblivious irggstrategy does not actually
define a hop routing since it does not specify at which nodekgtaouting is actually
performed. Rather, flow templates specify the flow of traffitha physical layer.

Optimization of demand-oblivious routings (for any netlwperformance measure in-
cluding cost) can be challenging since flow templates segdetformresource sharing
between different demand matrices. Work on finding efficigrhand-oblivious routings
for robust networks has focused on choosing the univgrsebe the matrices arising from
thehosemodel [/-12, 14, 22]. We are especially interested in the work of Guetal. [11]
on the uncapacitated, undirected version of the hose maitlelegual bounds on ingress
and egress capacities. A different setting is consider&&i[23], where an efficient obliv-
ious routing (with respect to link congestion as opposedetwark cost) is described for
the universe of demand matrices that are routable in thémxisetwork (cf. also Refd]).

We mention that the worst-case concept of robustness isao@yway to approach un-
certainty in optimization data. Others include chancest@ined optimization and stochas-
tic programming. We refer the reader to Rdfg][for an application of the latter approach
to network design and subsequent augmentation.

4. Examples of Flow Templates and Selective Randomized Load Balancing

We consider several flow templates for oblivious routiSg routing, tree routing, hub
routing, andrandomized load balancingVe see that in uncapacitated networks, RLB can
be viewed as a “convex combination” of hub routing templaiéss leads us to propose an
intermediaryselective randomized load balanciagheme.

4.A. Virtual Private Network Trees and Hub Routing

In this subsection, we discuss tree networks as highlyditteatopologies to support hose
traffic. As is obvious in Subsectiofh.C, these discussions are crucial to transition from
RLB to the newly proposed SRLB architecture.

Given any fixed tred that contains all edge nodes, the capacities required toosup
all traffic under the (undirected or bidirectional) hose mlogle readily computed as fol-
lows. For each edge € T, consider the two subtrees obtained after deletinget B be
the smaller of the total marginal capacities (i.e., the stinhe node ingress and egress
capacities) in each of the two subtrees. One easily seeshiiva is a valid hose matrix
that simultaneously sendsdemand from the smaller subtree to the larger subtree ard vic
versa. Thus, if all hose matrices ought to be routedlpe must support a bidirectional
capacity of at leasB. We refer to thdink-capacitated tregesulting from repeating this
calculation for each edgeas theVPN treeassociated witf and denote it byPN(T); the
name is inspired from the application to virtual privatevnatks considered in Refl1fl].
The link capacities on any VPN tree are sufficient to routeeliese traffic demand if we
use the following oblivious flow template: demand betweenrasde pairi, j routes along
the unique shortest path betweieand j in T. We call this oblivious flow template the
tree templatessociated witfl . An elegant method for computing tieptimal VPN tree is
derived in Ref. 11].

We also consider a second (non-shortest-path) flow temptateees, called thaub
routing template. For any tre& and nodev, consider the flow template where every in-
coming demand first sends traffic to the hub nedand thenv forwards the demand to
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its final destination. Using this template, the link capasitequired to support every hose
matrix are easily computed. Namely, consider the load oh edge when the edge nodes
simultaneously senD; bidirectional traffic to the hub node We denote the resulting link-
capacitated tree asuB(T,V). It is easy to check that any edgeHwBs(T,v) is assigned at
least as much capacity as it is\ieN(T).

In their study of the VPN problemlfl], Guptaet al. show a connection between the
two types of capacitated tree#®N(T), HUB(T,v). Namely, they show that there is an op-
timal capacitated tree (in terms of link capacity), dendiece byTopt, with the following
simple structure. There is a nodsuch that this tree is a shortest path ffeeooted atr.

If only some of the nodes are terminals, the tree is obtailyewbting each edge node to

r along a shortest path to obtain a “cheapest flow tree” thatagmhall edge nodes. One
consequence is that one may arrive at an optimal VPN tredyiogsolving for a shortest
path treeT, from each node and taking the cheapest of all resulting trees. A more im-
portant consequence is that in the optimal tree, their psbofvs that vp(T,) is precisely
the same as hu@d;,r). Thusthere is enough capacity on the tree to use either the tree flow
template as is done in RefL]] or the hub routing flow templatéT his is significant for us
since we can implement a hub routing template via highly-effstient statically provi-
sioned circuits between each node and the hub. In contrésftd11], where the focus is
on link costs, this becomes significant for us since it elat@s the need to perform packet
routing operations at nodes between source and destinasomould be required for tree
routing. The difference between the two strategies is Vi@ in Fig.2. In the remainder

of the paper we uséPN treeandVPN hubto denote using the tree and hub flow templates,
respectively, on an optimally designed tree ‘th) defined above.

We close by mentioning that in RefL{] it is shown that the cost of vp{Top) is within
a factor of 2 of the optimum possible by any fractionally czifzed network. It remains
an open problem to determine whether it is in fact optimdl! [(£3]).

AN AN

(a) Tree routing (b) Hub routing

Fig. 2. Tree routing (a) and hub routing (b) make use of differentiggdrepresented by
lines), yet sometimes require identical edge capacities.

4.B. Randomized Load Balancing

Randomized load balancing is a two-step (double-hop)mgcheme based on a statically
provisioned circuit-switched core. In a first (load balai phase, traffic originating at
any node of amN-node network is uniformly distributed among Blinodes. For example,
in the case of equal node ingress or egress capacities, edehdistributes ANth of its
traffic to each other node (and keepS\th to itself). The traffic distribution in phase 1 is
random in the sense that it is totally agnostic of the demaaitixand does not require any
routing decisions at the ingress. In phase 2, each noderperiocal routing decisions on
the traffic received in phase 1 and statistically multiptestee traffic onto circuits leading
to its final destination. Due to the random and uniform disttion of traffic in phase 1,
the traffic distribution in phase 2 will also be uniform on eage, with fluctuations being
accommodated by buffering within the routing nodes.

We discuss some of the concrete advantages, issues, atidrsbhssociated with im-
plementing RLB in practice.
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Hardware BenefitsThelink capacitiesrequired to perform the two phases of RLB are
readily obtained as followslp, 11, 16]. For traffic marginald; at the nodes, the amount
of traffic distributed in each phase is tpeoduct multicommodity floWl7] induced by
theDj, i.e., the traffic between nodésind j is DiD;/3,D. Note that the uniform nature
of traffic in phases 1 and 2, regardless of the actual demadxn@ be routed, permits
preallocation oftaticnetwork circuits, which dramatically simplifies networksitgn.

Since each nodg receives a total of;D;D;j/y D) = Dj from all N nodes (including
itself), the nodeouting capacityrequired for phase 2 equals the total node ingress capacity.
This corresponds to the minimum possible routing capadtyeguired for source-routed
(single-hop) network architectures. However, full supeddynamically changing demand
patterns is maintained through local routing, and no globatrol plane is needed.

Resequencing, Delay, and Jitt&ince RLB performs strict double-hop routing, all traf-
fic is buffered only oncéat the beginning of phase 2). This reduces random buffel@hays
when compared to a multihop network architecture, whicldogftraffic at each node. One
obvious disadvantage of RLB (as with any other architecamploying multipath flow
templates) is the routing of traffic over paths with significime-of-flight differences.
The resulting delay spread potentially asks for packeterimg. Note, however, that these
time-of-flight differences dmot contribute torandomdelay jitter, but ardully predictable
based on knowledge of the hop routing and flow template, andhuzs be counteracted
by deterministic delays at the ingress, intermediate, cesgnodes. Alternatively, traffic
splitting at the ingress node can be performed on a per-fl@ispas explained below. The
maximum propagation delay in RLB is abdutice the time-of-flight delay of the longest
path in the flow template, which restricts the geographicettigions of such networks.

Resilience and Securitpue to the distribution of traffic among all routing nodes in
phase 1 of RLB, the architecture is inherently vulnerableotcting node failures. How-
ever, RLB uses anultitudeof routing nodes, as opposed to the hub architecture, intwhic
the routing hub represents a single point of failure. TreeefRLB can be made robust to
routing node failure either by means of error-correctinding or by means of backpres-
sure protocols that throttle the ingress traffic bANIshould a routing node fail. Another
interesting aspect of distributing the traffic across thevoek is the resulting resilience
to eavesdropping attacks. In order to successfully inricdormation, an adversary has
to tap intoalmost allrouting nodes. In conventional network architecturespitaginto a
single routing node or into a single link can be sufficientulyfintercept information.

In closing, we want to mention that RLB can either be perfairoa layer 2 (Ether-
net) or layer 3 (IP). Within each implementation of RLB, thare several traffic splitting
strategies. For example, by properly controlling the teagfilitting at the ingress node, one
can either make sure that flows are kept together and arelthagsarouted along the same
paths, or that flows are always split up on a per-destinatsisb\While the first option en-
tirely eliminates the resequencing problem, it may redbedraffic uniformity established
in the load balancing phase in the presence of exceedingjg fiows. The second option
ensures uniformity, but it requires a smart ingress capltiilat adds an expense to edge
router equipment.

4.C. Selective Randomized Load Balancing

From a network capacity point of view, the optimum VPN—trm/mrkva(Topt) (using
either the tree flow template or the hub routing templateMss as good as (and usually
better than) using RLB. To see this, notice that phase 1drgff well as phase 2 traffic)
in RLB can be written as a/N convex combination oN capacitated trees arising from
routing D; flow from eachi to the root of a shortest path trég for each nodes € V (or
each edge node in general). Thus, the total capacity rehbyeRLB is a /N convex
combination of the capacitated treiesB(Ty,Vv). The cost of RLB is then at least the cost
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of VPN(Topt) by the following argument. We have seen in Subsectioh that the total
capacity cost oHUB(T, V) (for any T,v and hence also foF,, V) is at least as large as that
of VPN(T). Moreover, the total capacity cost ePN(T) for any treeT (and in particular
for any Ty) is at least as large as the capacity cost of an optimal VP&Tyg. Thus the
RLB capacity is a convex combination of trees, each of whagacity cost is at least as
large as that ofqp. Figure3 visualizes this important observation.

Randomized load balancing =

U=

Fig. 3. RLB is a convex combination of hub routing templates. For eadmiamtev, edges
that are part ofly are shown in black.

As a consequence, we introduce SRLB dseandof the two dual-hop architectures by
performing RLB over thos& < N hubs that are associated with tklebest shortest path
trees (computed over all nodes as hubs). The cost critesiaomputing thes® best trees
may be based on, e.g., network cost or on minimizing diffeaédelay. For example, if
the objective lies in minimizing network cost, one first edétes the cost of al shortest
path trees (one for each node), and simply picksMHewest-cost trees. One then performs
SRLB using the hubs from the selected trees.

With respect to reducing propagation delay and delay spreadcote that the hubs
associated with th# lowest-cost trees are typically clustered together nemacéhnterof
the network; the “center” is characterized by the notiort the aggregate traffic on all
edges connected to the center is best possibly balancesttirdl directly the construction
of the VPN tree 11]. Since lowest-cost nodes tend to be clustered togetherdiffer-
ence between the transport distances for any demand usirg ttodes as a routing hub
is minimized. This mitigates one severe drawback of randethioad balancing: the dif-
ferent delays of packets distributed to different interratinodesdelay spreayland the
potential resulting need for packet resequencing.

Another drawback revealed in our empirical studies in $adiis that when switching
equipment costs are included, network cost based on RLB roally exceed that of
multihop IP designs. In contrast, SRLB across a limited nemndd hubs yields designs
cheaper than either RLB or multihop architectures. A quatiie comparison of SRLB to
RLB and to conventional network architectures in terms daftcdelay, and delay jitter is
given in Sectiorb.

5. Cost Comparison and Resource Requirements

In this section, we compare the capacity requirements frtichitectures and flow tem-
plates introduced in Sectior’s 3, using the three example networks depicted in Big.
the UK research network JANET, the US research backboneeAdiland the European
research network GEANT.

We assumeymmetricdemandgd;; = dji) andequalnodal ingress and egress traffic
(Fidij = D/N for eachj). Demand patterns are allowed to vary under the hose camstra
and all architectures are capacitated to accommodatel@aldemand matrices.
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(a) JANET topology (b) ABILENE topology (c) GEANT topology

Fig. 4. Three example networks considered in this paper (http://wwwtja.ne
http://www.abilene.iu.edu, and http://www.geant.net).

As described in Appendii, we use linear programming (LP) formulations to calculate
the capacity requirements needed to support all hose dematrites. Given a fixed flow
template, one computes for each link or node the worst caseeity requirement needed to
support every hose matrix. Each of these subproblems (oreaét link or node) amounts
to a so-called fractiondd-matching problemZ, 9].

The results are displayed in Tabl&s2, 3. The first columns specify the network ar-
chitectures, and the second columns indicate the flow tampised. The tables list the
total required circuit-switching capacity (e.g., by SON&®ss connects), the total packet-
switching capacity (e.g., by IP/MPLS routers), and thegpamt capacities (e.g., by WDM
line systems) for different network architectures and w@stipath (SP) as well as VPN-tree
templates. The rightmost columns give theerall network costnormalized to the hub ar-
chitecture using an optimum VPN tree. In order to arrive atdkerall network cost, we
assume the following cost model for commercially availat#evorking hardware?[1, 24,

CiP—port : CSONET-port : Cwpm/km = 370:130:1 (1)

wherecip_port is the cost of an IP/MPLS router podsoneT—port is the cost of a SONET

cross connect port, angypm km IS the cost of WDM transport per kilometer of link dis-
tance, all for the same data rate. Note that our cost modekbi@own cost directly to ports
on routers or cross connects. In practice, this is a juskfialmplification, since the cost
of line cards typically dominates the cost of main frameac8iwe are giving all capacity
numbers as well as cost numbers, it is possible for the istiedereader to plug any other
suitable cost ratio into our results.

For the RLB architecture, we assume that those line cardse08®NET cross connects
handling the nodal ingress and egress traffic are equippédméans of packet (or flow)
splitting and, if requiredresequencingWe allocate an additional cost bélf the cost of a
standard circuit-switched line card to this functionalityus, the per-port cost of an ingress
and egress line card in the load-balanced architecture ati$ 1t 15CsoneT-port-

For the circuit-switched network with dynamic control ptanve donot allocate any
additional cost, since highly dynamic control planes do yedtexist, and a meaningful
quantification of their cost cannot be given.

As is evident from the overview tables, the static single-bochitecture with its need
for high overprovisioning leads to overly expensive netaoost. Neglecting the dynamic
control plane architecture for its lack of availability,ettmost important contenders for
dynamic networking are the multihop (architecture 3), theBRarchitecture 4), and the
hub (architecture 5). Of these three architectures, theaheHitecture (using the optimum
network node as a routing hub) proves cheapest of all nesyankagreement with the
VPN-tree strategyl[1, 22]. However, all traffic is processed irsinglerouting node that has
to be able to handle the entire network trafficTherefore, this architecture incorporates a
single point of failure and is thus often considered unkdéia
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Table 1. JANET—Overview

Architecture Flow Circuit-switching  Packet-switching Transport Cost ratio
Template capacity capacity capacity km  (to hub)
1. Single-hop SP 120 16 11,104 32
2. Single-hop SP 42 16 3,437 U2
(dynamic) VPN-tree 32 16 2,302 18
3. Multi-hop SP - 42 3,437 181
VPN-tree - 32 2,302 1.35
4. Load-balanced SP 44 8 2,776 1.14
5. Hub routing VPN-hub 40 8 2,302 100
Table 2. Abilene—Overview
Architecture Flow Circuit-switching  Packet-switching Transport Cost ratio
Template capacity capacity capacity km  (to hub)
1. Single-hop SP 287 22 165,478 87
2. Single-hop SP 71 22 37,019 57
(dynamic) VPN-tree 51 22 22,621 08
3. Multi-hop SP - 71 37,019 B2
VPN-tree - 51 22,621 1.19
4. Load-balanced SP 72 11 30,087 127
5. Hub routing VPN-hub 62 11 22,621 00
Table 3. GEANT—Overview
Architecture Flow Circuit-switching  Packet-switching Transport Cost ratio
Template capacity capacity capacity km  (to hub)
1. Single-hop SP 2,157 54 760,210 187
2. Single-hop SP 223 54 69,142 x7
(dynamic) VPN-tree 127 54 36,823 10
3. Multi-hop SP - 223 69,142 27
VPN-tree - 127 36,823 1.25
4. Load-balanced SP 212 27 56,312 1.43
5. Hub routing VPN-hub 154 27 36,823 DO

Depending on the network size, we identRy.B across all network nodés be lowest
cost on networks of smaller geographic size (JANET), whildtimop VPN-tree routing

performs better on larger networks (Abilene and GEANT) sTisiexpected from our pre-
vious discussions, since RLB in general uses up more transapacity than VPN-tree-
based architectures, and can therefore only be prif\tbe cost of routing dominates the
cost of transportin fact, if we scale the Abilene topology from its averageldistance
of 1,317 km down to 831 km, and the GEANT topology from an averagje diistance of
797 km down to 319 km, randomized load balancing exhisipsal costo multihop rout-
ing on a VPN tree. For comparison, JANET has an average listaice of 184 km, and
randomized load balancing outperforms multihop IP routipdo an average link distance
of 1,030 km on this topology. Note that conventional multihoptitogion shortest paths is
always more expensive than RLB on the studied networks.

5.A. Selective Randomized Load Balancing

We now examine SRLB across an optimally chosebsetof M hubs. The process for
choosing the hubs is as follows (see also SubseétiBji We evaluate the cost of each of
the N possible single-hub architectures using shortest padis;ttbe cheapest of thebe
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hub architectures, routing on an optimal VPN tré&, 2], is listed under architecture 5 in
Tablesl, 2, 3. The most expensive hub architecture exceeds the cost cheegpest hub
by 22%, 57%, and 90% for JANET, Abilene, and GEANT, respetyiwVe then sort our
N possible hub architectures in ascending cost and pickitf@vest-cost hubs to perform
SRLB.

Figure5 quantifies the benefit of SRLB by showing the cost of a SRLB n&tywnor-
malized to hub routing, as a function of tMelowest-cost intermediate nodes, taking into
account the cost of the traffic-splitting and resequenceghivare. Comparing the curves
with the cost numbers for multihop VPN-tree routing from [eahl, 2, 3, indicated by
horizontal arrows to the right of Figh, we see that SRLB on the Abilene network per-
forms better than multihop VPN-tree routinghf < 8 intermediate nodes are chosen. On
the GEANT networkM < 13 intermediate nodes need to be chosen in order to compete
against multihop VPN-tree routing. On the JANET network,BRperforms better than
VPN-tree routing to start with, and SRLB is able to furthetuee network cost.

~[JANET

= GEANT
= ABILENE

Cost ratio (referenced to hub)

Intermediate routing nodes (M)

Fig. 5. Cost of selective randomized load balancing compared to €agitionum hub
routing as a function of number of intermediate nodes.

As explained in SubsectiofhC, SRLB mitigates the delay spread associated with the
RLB architecture, since the lowest-cost hubs are locatedral the center of the network.
To quantify this statement, we calculated the delay spreaRItB and SRLB on our three
example networks. To this end, we evaluated, for every ssulestination node pairj,
the time-of-flight differences incurred by routing via atigsible intermediate routing hubs.
Our analyses show that the worst-case delay spread on theE DARtwork iscut in half
by SRLB with 5 intermediate nodes instead of load balanctrgss the entire network.
On the Abilene network, the same reduction is obtained wisémgus routing nodes, and
on the GEANT network when using 16 nodes.

6. Resource Utilization, Classes of Service, and Robust Design

In order to arrive at more detailed results for network cé#paequirements, classes of ser-
vice, and network resource utilization, we followed twoépéndent avenues. First, we per-
formed extensivéMonte Carlo simulationsising ensembles of randomly chosen demand
matrices satisfying the hose constraint. Second, we sahesthherent.P formulationsfor

the problems. This allows for fast prediction of upper cétydoounds for each link and
node. We combined the two approaches to measure resodizatiath and the advantages
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of IP/MPLS due to statistical multiplexing.

6.A. Statistics through Monte Carlo Simulations

We performed Monte Carlo simulations using ensembles ofD@randomly chosen
symmetric demand matrices satisfying the hose constraént,di; = dji, di = 0, and
Yidij = ¥ ;dij = DVi,j. All dij were allowed to vary between 0 arl as long as the
above constraints were met. The method of generating trdonammatrices is described
in AppendixA. We routed each matrix individually across the networkngs fixed flow
template (SP). We studied both minimum-hop and minimurntadie routing, with little
guantitative difference for our three example networks fiésults presented under “short-
est path” in this paper refer to minimudistancerouting. For each matrix, we recorded the
capacity needed on each link as well as at each node, leadergembles of 100,000 ran-
dom link and node capacities, on which we performed stesistinalyses. Figuré shows
some selected results for the JANET network [Fi¢a)] using shortest path routing; (a)
and (b) show histograms of the traffic flowing over two seléditeks (Glasgow—Edinburgh
and Leeds—London), while (c) and (d) show histograms ofdte traffic (add or drop plus
through) to be handled by two selected nodes (WarringtonLaedls). The solid curves
correspond to théght hose mode(y;di; = D), while the dotted curves apply to thesak
hose mode(0 < 5;d;; < D), where the total node demands were allowed to vary randomly
between 0 and with uniform probability. The latter case models burstmest only in
the traffic distribution but also in the total node traffic dem. Note that the histograms
may differ significantly from Gaussians, which are sometirassumed in the context of
evaluating packet loss or blocking probabilities.
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Fig. 6. Statistical analysis of the JANET network (100,000 realizations bbse-

constrained, random demand matrix). (a) and (b) Histograms of tffe toa the links

Glasgow—Edinburgh and Leeds—London. (c) and (d) Histograms eftakal traffic

(add/drop and through) handled by nodes Warrington and Leeds.&@mlids: Tight hose
model(¥;dij = D). Dotted curves: Weak hose mod@ < y;d;j < D) with uniformly dis-

tributed node traffic. Dashed lines: Worst-case link capacities in (a) @ndvorst-case
node I/O capacities in (¢) and (d). Dash-dotted line in (d): Worst-cade switching ca-
pacity.

6.B. Upper Bounds through Linear Programming Formulations

The dashed curves in Fig&(a) and6(b) show the maximum (worst-case) capacities that
have to be expected over the two links, obtained by solviegctitresponding LP formu-
lations described in AppendB. These lines represent cutoffs in the displayed histograms
A close analysis of the histograms showed that the upperdsfound by the LP for-
mulations are indeed approached in our ensemble of 100g20i@ations, indicating good
coverage of the demand distribution space by our randomagorithm.
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Theinput—output (1/0) port capacitgt a node is equal to the sum of the maximum ca-
pacities on links incident to that node. These maximum nfdeapacities are represented
by the dashed curves in Figd(c) and6(d). Note that the histograms in Fi§(d) arenot
tightly bounded by the maximum I/O capacity. This is becatsemaximum traffic being
switched at a node can generallydmallerthan the maximum I/O capacity. In other words,
there is no specific reason why there should be some valid mdmatrix thatsimultane-
ouslymaximizes the load oeachlink into some node. This is exhibited by the dash-dotted
curve in Fig.6(d), which shows the required nodeitchingcapacity, computed by means
of a node-centered LP problem discussed in AppeBdi&lthough one may hope to seek
a cost advantage when the node switching capacity requiteisiéess than the node 1/0
capacity requirement, routers and cross connects aretipitesigned so that their switch-
ing capacityequalstheir I/O capacity; thus, it is the worst-cal$® capacityrather than the
worst-case node switching capacity that drives node desigtie rest of this paper, we
therefore always use I/O capacities when speaking abow cayplacity requirements.

6.C. Resource Utilization

Figure 7 shows histograms obtained for the capacities on two linkar{Mgton—Leeds
and Warrington—Reading) of the JANET network, assuming tiget hose constraint
(3;dij =D). The solid curves apply to SP routing, and the dashed cup@esent tree
routing on the optimum VPN tre&p: (VPN tree), which in this case is rooted at Warring-
ton. As in Figs.6(a) 6(b), the dashed vertical lines represent the upper caphoityds
obtained by the associated LP formulations; for the twodidisplayed, the upper bounds
happen to be the same for both flow templates. However, tffteo$lthe histograms toward
higher capacity values for VPN-tree routing indicates dreteésource utilization through
dynamic traffic aggregatiori[l, 22].
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Fig. 7. Histograms for two links on the JANET network using SP routing (sald VPN-
tree routing (dashed). Dashed vertical lines indicate upper capacitydbdaund by LP
formulations.

Table4 summarizes the average network resource utilization fothliree example net-
works of Fig.4 using SP as well as VPN-tree routing. The first row lists thenber of
links used by the two flow templates. The numbfrsu, } represent the network-averaged
utilization of link capacitiegu;) and node capaciti€aln), defined as the percentage frac-
tion of the mean capacities flowing over a link or through aentwdthe capacities that have
to be provisioned to satisfy full traffic dynamism under tlwsé constraint. The numbers
clearly reflect the better network utilization achieved byNttree routing as compared to
SP routing. In addition, the number of links used by the ViPd¢template is smaller then
used by the SP template.
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Table 4. Average Capacity Utilization

JANET ABILENE GEANT
SP VPN-tree SP VPN-tree SP VPN-tree
links 10 7 14 10 40 26

average capacity
utilization [%0] {50,59} {63,92} {39,61} {63,98} {38,54} {64,92}

6.D. Multiprotocol Label Switching and Classes of Service

So far, we have considered only a single class of traffic and damanded that the stud-
ied network architectures together with their associated femplates should be able to
accommodate the hose constraint for all ingress traffic. YMeextend our analyses to the
case of two traffic classes. We investigate the benefits ti§stal multiplexing in IP/MPLS
networks and study how this benefit relates to RLB and SRLBitactures.

One of the main advantages of MPLS, and packet routing inrgéris its ability to
take advantage of statistical multiplexing to accommodeist-effort traffic. Thus, label-
switched paths in MPLS represent “soft circuits” in the seth@t capacity currently unused
for high priority (class A) traffic may be used for lower piityr(class B) traffic. This way,
the drawback of resource underutilization, discussed ims&ction6.C, is turned into an
advantageous feature. To quantify the benefits of classesreice in IP/MPLS networks,
we design an IP/MPLS network that guarantees a certain atnobalass A traffic under the
hose constraint. We then calculate the average amountss Bl&raffic that can be carried
on top of this class A traffic by filling idle resources. Thessuits are contrasted with the
RLB network design, which by its very nature always utiliaisietwork resources to their
full extent and always provideguaranteedclass A) connectivity for the entire traffic.

Assuming the tight hose constrai(;di; = D) for all three networks of Fig4, we
partition the hose traffiD into class A hose traffiD, = aD and class B hose traffiog =
(1—a)D. For each value adfi, we dimension the network to guarantee all possible class A
demand matrices using the LP formulations described in AgieB. We then randomly
generate ensembles of 1,000 class A matrices and route thewrmetworks. We record
the link and node capacities used to route all class A dem&odgach of the 1,000 class A
matrices, we then generate 100 random class B matrices ardilyrroute as many class
B demands as possible in random order, given the availalplacttées that are not used
for the particular realization of class A traffic. We thus geate an ensemble of 100,000
random realizations of class B traffic that is permitted keyriletwork and take the average
as our figure of merit. Figur@ shows the average class B traffic supported by the network
as a function of the amount of class A trafficboth expressed as a percentage of the total
hose trafficD. Solid curves apply to SP routing, while dashed curves sgmieVPN-tree
routing. As expected from our discussions on resourcezatitin, SP routing allows for
more class B traffic than VPN-tree routing, since it utilizetwork resources to a smaller
extent. Using VPN-tree routing, at most a few percent of theehtraffic can be routed as
class B traffic, which demonstrates that the benefit of “soifttuits in combination with
statistical multiplexindargely disappear$or VPN-tree routing. For SP routing, the studied
IP/IMPLS networks support up to 18% of the hose traffic as diagsffic, but they also
reject a significant amount of class B traffic. For examplsjgteéng the JANET network
using SP routing to support 50% of the node ingress traffidass A traffic, the network
allows for an additional 14% of the ingress traffic being sentlass B traffic, while 36%
of the best-effort ingress traffic has to be dropped.

To design an RLB network that supports gseme average traffias the IP/MPLS net-
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Fig. 8. Average class B traffic supported by the network as a functictae$ A traffica,
both expressed as a percentage of the total hose ttafolid curves apply to SP routing,
dashed curves represent VPN-tree routing. The underlying nesvaoekshown in Figd.

work, we take the amount of class A traffic plus the averageusmof class B traffic
carried by the IP/MPLS network as the total ingress traffithte RLB network. In the
above numeric example for JANET, the resulting RLB netwdwdréfore needs to support
50%+ 14% = 64% of the hose traffic. This implies that in order to be coshpetitive,
64% of the cost of an RLB network needs to be lower than 50%ettst of a multihop
IP/MPLS network using SP routing. Recalling the resultsifraur cost analysis in Tables
1, 2, 3, this indeed holds true for JANET: 64% of the cost of RLB on ENs still 20%
less expensive than multihop IP/MPLS using SP routing.

6.E. Robustness Premium

In this subsection we examine the following question: Howchnmore capacity is needed
to supportall hose-constrained matrices (or any fixed universe of dematda®s) com-
pared to just supporting a singkeenchmarkdemand matrix among them? We refer to
the ratio of these link capacity costs as thbustness premiunThe robustness premium
obviously depends on the universe of demand matrices asaseadn the choice of the
benchmark matrix. Given that we are working with the clasbage matrices, it is nat-
ural to use as our benchmark matrix theduct multicommodity flownatrix u, where
uj = DiD;j/DVi, j andD = 3, Dy. (If all marginals are equal, this simplifies to the uniform
multicommodity flow.)

The robustness premium naturally depends on the choice ofvatémplate since it
determines how hops are transported in the physical layarefal robust network design
problems actually treat the flow template as a variable inofstémization problem. Our
study, however, focuses on a limited number of network &echires, which we can eval-
uate individually. In this subsection we present resultth@robustness premium in terms
of link costs only. Thus we effectively consider only threenplates. The first is where
every node pair routes their demand along a sisplartest pathThe second is where we
are given the optimal VPNtee, and node pairs send flow on a simple path in the tree. We
actually have two possible flow templates for trees (as dsedi in Subsectioa.A; see
Fig. 2) but they are equivalent in terms of link cost. The last teateptonsidered is RLB.

Table 5 gives our empirical results for the robustness premium enthinee specific
networks. We used the link capacity information develope8iectiorb and listed in Tables
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1, 2, 3. We have thus assumed that all ingress capacities are agdalp we use thaeniform
demand matrix as our benchmark. Since we are dealing withpauitated networks, the
cost of using RLB is simply twice that of satisfying this wmifn demand. Note that the
premium for usingSProuting is substantially more on all networks. Routing oroptimal
VPN treeTop significantly reduces the required resources, consistiehtRefs. [L1, 22].
Moreover, the premium for using VPN trees decreases as nesize increases.

Note that the robustness premium in Tabis based on link costs only. Accounting for
node costs (according to Tablgs2, 3) reveals that RLB, and in particular SRLB, is more
advantageous than multihop routing using the VPN tree.

Table 5. Robustness Premium
Flow Template JANET Abilene GEANT

1.SP 2.48 2.46 2.46
2. VPN-Tree 1.66 1.50 131
3.RLB 2 2 2

7. Conclusions

We have seen that optimal VPN trees for hose matrices in @eitaped networks can be
used to support hub routing instead of direct routing. Sireselomized load balancing
(RLB) can be viewed as a convex combination of hub routingfdifferent hubs, we pro-
pose selective randomized load balancing (SRLB) to achiests similar to optimal VPN
trees, yet maintaining the benefits of RLB. We benchmarkeldBS&® well as RLB against
other single-hop, dual-hop, and multihop circuit-switttaad packet-switched network ar-
chitectures using SP and VPN-tree routing. Using threeessmtative carrier networks as
examples, we investigated the cost of these architectaragaport dynamically changing
demand patterns. Our analyses take into account the catibredhip between switching,
routing, and transport equipment. Further work shouldripocate more restrictions on the
universe of valid matrices, such as in Refs.4, 20]. Work on the benefits of hierarchical
(geographical) hubbing is also needed, as is a more thortsagtment of issues related
to network resilience and restoration. Finally, it will regresting to understand better the
algorithmic issues irtapacitatednetworks; this has already been addressed in RéF. [
with respect to throughput.

A. Appendix A

In this appendix, we describe how we generated a set of ralyddrosen demand matrices
satisfying the hose constraint.

We sample the sé of all possible symmetritl x N demand matricefl;j| associated
with given capacities of the network nodes> 0,i=1,...,N, N > 4, more or less uni-
formly using a standard M(arkov)C(hain)M(onte)C(arloyaithm. Recall thad € D is
characterized by the conditions

n
d'=d>0, dj=0, S dj=Di, i=1..N. (A1)
=1

Our MCMC algorithm starts with an arbitrary seed fr@and applies the following tran-
sition rule over and over: Ifl € D(c) is the current demand matrix, then we first choose
randomly an index quadrupledi < j < k< <N, and we determine the maximal interval
t € [to,t1] such that

d(t) :=d+t(Ej—Ejx+Eq—Ei) €D. (A2)
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Here the matrice;; (i # j) have exactly two nonzero elements (at positignand ji),
and their union forms a basis in the set of all symmetric roerivith zero diagonal. Since
Eij — Ejx +Ex — Eji has always zero row sums, all updates given by Eg) automatically
satisfy the capacity constraints, agd; can easily be found from the remaining constraint
d(t) >0:

to=— min(dij ,01),t1 = min (djk,d“) .

Then, choosingrandomly from the intervdty, t;], we taked (t) as the next demand matrix.
Note that the transition rule requires a constant amounbwipzitations, including calls to
a standard random number generator.

It can be shown that, for any initial sedge D the ensemble&dy, ds, . .., d,} obtained
by successively applying the transition rule converge taifotm distribution onD, as
n — co. Since experimentally good mixing was achieved for the erde sizes used in
the simulations, we did not investigate the mixing time @aifly, asN grows largern
is required to achieve close to uniform sampling). Initieéds can easily be determined
for any set of feasible capacities by inductionNh(the feasibility condition says that
2maxD; < 5 Dj). ForN = 2,3 and feasible capacities, or fdr> 4 and 2 maD; = 3 Dy,
the seD consists of one element.

B. Appendix B

We briefly outline the linear programs used to compute thie dind nodal capacities re-
quired to support all demands under the hose model if we lawe $ixed single-path flow
templatef. For link capacities this is just the undirected version Bslgiven in Refs J, 9],
and so we focus on the LP for computing the maximum node sinigotapacity required.
The following must be solved for each nodén the network. LetR, denote those paths
P containingv as aninternal node, and lef (P) = 1. Note that even if is a SP routing,
there may still be shortest paths containinigut that are not contained Ry. We create an
auxiliary directed grapl®’ = (V, E’) as follows. The node set & is the set of edge nodes
(we have nominally been taking this to be all nodes) in thgioal physical network. If
there is somé® € R, from nodei to j, then we add an edge, j) to E’. The capacity of
the switching fabric at required to support all hose demand matrices is equivabdirid-
ing a maximumd-matching inG’, whered = (D1,Da,...,Dy). In other words, we seek
a solution to the following LP. Maximizg ; j)cg/Xij subject tox > 0 and for each node
i #Vv, ¥Xj < Dj, andy jx; < D;. Note that edgéi, j) is distinct from(j,i) only because
we chose to adopt the practice of treating traffic froin j separately from traffic from
j toi. Though in implementation we have always computed equabapdsitely directed
demands between any pair (that in addition use the sameipaipposite directions). Sim-
ilarly, for link capacities we form the same LP, but instetad based on using., the set of
pathsP containinge and with f (P) = 1.
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