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Abstract 

 

Most video applications fail to capture in an efficient 

knowledge representation model interactions between 

subjects themselves and interactions between subjects and 

contextual objects of the observed scene. In this paper we 

propose a knowledge modelling format which allows efficient 

knowledge representation. Furthermore, we show how 

advanced algorithms of knowledge discovery can be applied 

following the proposed format. 

 

1 Introduction 

 

A challenging problem in the management of large video 

collections is the ability to automatically extract, model and 

store structured knowledge from the video streams in a 

meaningful way. Vast energies have been expended in the last 

years in the development of video analysis and video 

databases; however, the utility to end-users is still limited 

because such systems mostly index video using low-level 

features which limit the potential information to the end-user. 

Few systems track moving objects in the scene and index the 

observed objects together with their position over time [1, 5, 

6, 9, 15, 17]. This gives indeed a spatiotemporal represent-

tation of the video content. However some information is lost 

because the interaction between moving objects and their 

environment has been only partially studied and is rarely used 

as a feature to describe video content. Li et al. [11], for 

instance, studied the interaction between mobile objects 

modelling the history of an object but no further analysis is 

done on the contextual objects of the scene. Lin et al. [12] 

give an interesting knowledge representation of the video by 

describing separately the video scene and the moving objects 

but again the interaction is not studied. Liu et al. [13] also 

proposes a structured representation of a moving object as a 

tuple with six features. Behaviour discovery can be achieved 

but not about the interaction between moving objects or with 

contextual objects. If both kinds of interaction are modelled 

and represented in a proper way, a higher level of semantic 

content in the video can be presented to the end-user. 

 

In this paper we propose a knowledge modelling format 

which allows efficient knowledge representation. In our 

approach, a first layer of knowledge can be extracted directly 

on-line from the raw data streams. A second layer of higher 

semantic knowledge is defined from longer off-line analysis 

and set in the proposed format. Namely, we divide all 

information into three tables: Mobile objects, Contextual 

objects and Events. This makes indeed a major difference 

with previous video interpretation systems such as 

PRISMATICA [18], VISOR-BASE [16] and our own 

previous system  ADVISOR [7]. In such systems, the efforts 

were concentrated on efficient on-line detection of a series of 

events such as overcrowding/congestion; unusual or 

forbidden directions of motion; stationarity of people; 

fighting between persons; vandalism,... but monitoring the 

interaction between people and contextual objects of the 

scene and the evolution of use of these contextual objects was 

not addressed, which we achieve off-line thanks to the 

proposed representation format. Furthermore, we show how 

advanced algorithms of knowledge discovery can be applied 

following the proposed format to find out complex events 

difficult to see at first sight from the low-level features. 

 

This research has been done in the framework of the 

CARETAKER project, which is an European initiative to 

provide an efficient tool for the management of large 

multimedia collections.  Such system could be used in 

applications such as surveillance and safety issues, in 

urban/environment planning, resource optimization, 

disabled/elderly person monitoring. Currently it is being 

tested on large underground video recordings (GTT metro, 

Torino, Italy and ATAC metro, Roma, Italy). 

 

The rest of the paper is structured in the following way. 

In section 2 we present the overall architecture of the 

proposed approach. While the on-line analysis is explained in 

section 3, the off-line counterpart is detailed in section 4. 

Results on annotated and real data are presented in section 5. 

The proposed method is discussed in section 6 and our final 

conclusions are also given. 

 

2 General structure of the proposed approach 

 

There are three main components which define our approach: 

The data acquisition; the on-line analysis of video streams; 

the long-term off-line analysis. The graphical schema is 

shown in Figure 1. Video streams are directly fed into our on-

line analysis system for real time detection of objects and 

events in the scene. This procedure goes on a frame-by-frame 



basis and the results are stored into a specific on-line 

database. At this level, detected events already contain 

semantic information describing the interaction between 

objects and the contextual information of the scene. This is 

the first layer of semantic information in our system. The 

long-term analysis of detected objects and events retrieved 

from the on-line database will deliver new information 

difficult to see directly on the video streams. This constitutes 

a second layer of semantic information. Statistical measures 

such as most frequent events, time spent by users to interact 

with contextual objects of the scene are measured. Also the 

trajectories undertaken by the users are characterised. All this 

information is set up in a suitable knowledge representation 

model from which complex relationships can be discovered 

using relational analysis. 

 

 
Figure 1: Architecture of the proposed approach. 

 

3 Real-time Object/Event detection 

 

3.1 Multiple objects tracking 

Tracking several mobile objects evolving in a scene is a 

difficult task to perform. Motion detectors often fails in 

detecting accurately moving objects referred to as ‘mobiles’ 

which induces mistracks of the mobiles. Such errors can be 

caused by shadows or more importantly by static (when a 

mobile object is hidden by a background object) or by 

dynamic (when several mobiles projections onto the image 

plane overlap) occlusion [8].  

 

The tracking algorithm builds a temporal graph of connected 

objects over time to cope with the problems encountered 

during tracking. The detected objects are connected between 

each pair of successive frames by a frame to frame (F2F) 

tracker [2]. The links between objects are associated with a 

weight (i.e. a matching likelihood) computed from three 

criteria: the similitude between their semantic classes, 2D 

dimension differences and 3D distance difference on the 

ground plane. 

The graph of linked objects is analysed by the tracking 

algorithm also referred to as the Long Term Tracker which 

builds paths of each mobiles according to the links 

established by the F2F tracker. The best path is then taken out 

as the trajectory of the related mobiles. Figure 2 shows a 

tracked person labelled 1 and a tracked crowd of people 

labelled 534. Figure 2 shows also a tracked person, labelled 

24 with two new objects: a group of persons labelled 58 and 

an unclassified tracked object labelled 68. Due to the poor 

contrasted lower part of the group of persons, this group has 

been segmented into two tracked objects (instead of one 

labelled 24 and 68). 

 

3.2 Event detection 

In this application, 10 ‘gates’ (i.e. the access to the platform), 

2 ticket vending machines and one platform (or central hall) 

compose the scene. The platform delimits the ground floor 

where all mobiles are allowed to evolve. The detected events 

are the following: 

 

- ‘inside_zone(o, z)’: when an object ‘o’ is in the zone ‘z’. 

-‘stays_inside_zone(o,z,T1)’: when the event ‘inside_ 

zone(o,z)’ is being detected successively for at least T1 

seconds 

- ‘close_to(o, eq, D)’: when the 3D distance of an object 

location on the ground plane is less than the maximum 

distance allowed, D, from an equipment object ‘eq’ 

- ‘stays_at’: when the event ‘close(o, eq, Dmax, T2)’ is being 

consecutively detected for at least T2 seconds. 

- ‘crowding_in_zone’: when the event ‘stays_inside_zone 

(crowd, z, T3)’ is detected for at least T3 seconds. 

 

Where, 

 

* object o={p, g, c, l, t, u} with p=person, g=group, c=crowd 

l=luggage, t=train, and u=unknown. 

* zone z={platform, validating_zone, vending_zone} 

* equipment eq={g1, …, g10, vm1, vm2 } where ‘gi’ is the 

ith gate and vmi is the ith vending machine. 

T1=60 s, D=1m50, T2=5 s, T3=120 s 

 

 
Figure 2: A person and a crowd are tracked. The event 

‘person’ stays at gates has been detected. 



 
Figure 3: The event ‘group stays at vending machine’ has 

been detected. 

 

 

Figure 2 shows the tracked person labelled 1 which remained 

long enough in front of the validating ticket machines labelled 

‘Gates’ so that the event ‘stays_at(p, gates, 5 seconds)’ is 

detected. The tracked group of persons labelled 24 in Figure 3 

is interacting with the vending machine number 2 long 

enough for the event ‘stays_at(g, vm2, 5 seconds)’ to be 

detected. In both these figures, the primitive event 

‘inside_zone’ was not shown but was also detected for the 

remaining objects present in the hall. 

 

4 Knowledge discovery 

The second layer of analysis in our approach is related to the 

knowledge discovery of higher semantic events from off-line 

analysis of activity recorded over periods of time that can 

span for instance from some minutes to a whole day. The 

knowledge representation format we propose, partially 

answers this question by giving a statistical overview of the 

activities in the scene. For the analysis of more complex 

relationships between the objects observed in the scene we 

employ the relational analysis clustering technique. 

 

4.1 Knowledge representation format 

There are two main types of concepts to be represented from 

the video: physical objects of the observed scene and video 

events occurring in the scene. The former category can still be 

further subdivided into two types of physical objects of 

interest: mobile and contextual objects. Mobile objects of 

interest are the source of action occurring in the scene. 

Contextual objects are parts of the empty scene model 

corresponding to the static environment of the scene. Thus, 

for the off-line analysis of both types of concepts, with the 

aim of setting the data in a suitable format to achieve 

Knowledge Discovery, we separate the information 

corresponding to the activities occurring over a period of time 

on three different semantic tables, namely mobile objects, 

contextual objects and video events. 

 

4.1.1 Mobile objects 

A mobile object can be represented as an eight-tuple(m_id, 

m_type, m_start, m_end, m_shape, m_involved_events_id, 

m_significant_event, m_trajectory) 

 where 

m_id. The identifier label for the object. 

m_type. The class the object belongs to: Person, Group, 

Crowd or Luggage. 

m_start. Time the object is first seen. 

m_end. Time the object is last seen. 

m_shape. The label describing the object’s shape depending 

on the object’s ratio height/width. 

m_involved_events_id. All occurring Events related to the 

identified object. 

m_significant_event. The most significant event among all 

events. This is calculated as the most frequent event related to 

the mobile object. 

m_trajectory_type. The trajectory pattern characterising the 

object. For this purpose we have applied a hierarchical 

clustering algorithm to find different patterns of trajectories 

and thus have a comprehensive, compact, and flexible 

representation suitable also for further analysis as opposed to 

many video systems which actually store the sequence of 

object locations for each frame of the video, which is a 

cumbersome representation with no semantic information. 

If the dataset is made up of m objects, the trajectory for object 

i in this dataset is defined as the set of points [xi(t),yi(t)]; x 

and y are time series vectors whose length is not equal for all 

objects as the time they spend on the scene is very variable. 

Two key points defining these time series are its beginning 

and its end, [xi(1),yi(1)] and [xi(end),yi(end)] as they define 

where the object is coming from and where it is going to. We 

formed a feature vector from this set of points and fed to a 

hierarchical clustering algorithm. For a data set made of m 

objects there are m*(m-1)/2 pairs in the dataset. We employed 

the Euclidean distance as a measure of similarity to calculate 

the distance between all object trajectories. Object trajectories 

with the minimum distance are clustered together. When two 

or more trajectories are set together its centroid is taken into 

account for further clustering. The successive merging of 

clusters is listed by the dendrogram. The evaluation of the 

dendrogram is typically subjective by adjudging which 

distance threshold appears to create the most natural grouping 

of the data. For this reason we have created an interface that 

allows the user to explore the dendrogram. The final number 

of clusters is set manually and typical values are between 12 

to 25 for a data set of 1000 to 1500 mobile objects. To be 

noticed that as the aqcuisition performs in a multi-camera 

environment the clusters obtained can be generalised to 

different camera views thanks to a 3D calibration matrix 

applied during the on-line analysis system. 

4.1.2 Contextual objects 

A contextual object can be represented as a 12-tuple(c_id, 

c_type, c_start, c_end, c_involved_events_id, c_significant 

_event, c_rare_event, c_event_histogram, c_involved_ 



mobile_objects_id, c_histogram_mobile_objects, c_use_ 

duration, c_mean_time_of_use)  

where 

c_id; c_type; c_involved_events_id; c_significant_event are 

defined in the same way as for the mobile objects but 

referring to contextual objects. 

 The remaining fields indicate  

c_start and c_end refer to the first and last instant the mobile 

object  interacts with the contextual object 

c_rare_event. This is the rarest event. 

c_event_histogram. Gives the frequency of occurrence of all 

involved events. 

c_involved_mobile_objects_id. All detected mobile objects 

interacting with  the contextual object of interest. 

c_histogram_mobile_objects. Gives the frequency of 

appearance for all involved mobile objects. 

c_use_duration. Percentage of occupancy (or use of a 

contextual object). For instance, the Ticket Machine has a 

10% of use over the observation time. 

c_mean_time_of_use. Average time of interactions between 

the mobile object and the contextual object. 

 

The contextual objects to be monitored are manually defined. 

This is a quick process and we also avoid computationally 

expensive algorithms. For the video sequences analysed in 

this work, the contextual objects are: ‘Platform hall’, ‘Gates’, 

‘VendingMachine1’, and ‘VendingMachine2’. 

4.1.3 Video events 

A video event can be represented as a 6-tuple(e_id, e_type, 

e_start, e_end, e_involved_mobile_object_id, e_involved 

_contextual_object_id) 

where 

e_id. The identifier label for the detected Event. 

e_type. The class where the Event belongs to (‘close_to’, 

‘stays_at’, …) 

e_start. First moment on which the Event is detected. 

e_end. Last moment on which the Event is seen. 

e_involved_mobile_object_id. The identifier label of the 

object involved in that event. 

e_involved_contextual_object_id. The name of the 

contextual object involved in that event. 

4.2 Discovery of complex relationships 

Once all statistical measures of the activities in the scene have 

been computed and the corresponding information is put into 

the proposed model format, we aim at discovering complex 

relationships that may exist between mobile objects 

themselves, and between mobile objects and contextual 

objects in the scene. For this task, the clustering methodology 

we decided to use is RARES (Relational Analysis And 

Regularized Similarity). This methodology gathers two 

different technologies: relational analysis theory and 

regularized similarity [3,4]. Relational analysis has been 

initiated and developed at the European Centre of Applied 

Mathematics (ECAM) at IBM France By F. Marcotorchino 

and P. Michaud in 1981 [14]. The principle of relational 

analysis consists in transforming the data usually represented 

as a MN ×  rectangular matrix where N  is the number of 

objects and M  is the number of variables measured on these 

objects to a NN ×  matrix representing a similarity measure 

for each pair of objects. 

Each variable kV  ( )Mk ,,2,1 K=  is then transformed to a 

NN ×  matrix kS  where the term k
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Regularized similarity developed by H. Benhadda and F. 

Marcotorchino [3,4] is concerned with the weights of 

variables when one tries to perform a clustering task. Indeed, 

variables have intrinsic weights that are induced by their 

internal structures. For example if a categorical variable has 

20 categories like the districts of Paris and another one has 

only two categories like the sexual gender, then it is more 

likely to meet randomly in Paris two persons of the same 

gender than two persons living in the same district. Thus a 

particular attention must be granted to these weights to not let 

some variables take more importance than what would be 

expected.    

5 Results 

5.1 On annotated data 

We first tested the validity of our clustering algorithms 

(Hierarchical and Relational clustering) on labelled video 



data. Caviar is an EC founded project that has made available 

a dataset of video clips with hand-labelled ground truth 

(http://homepages.inf.ed.ac.uk/rbf/CAVIAR/). We focused 

our attention on the first part of the dataset, which contains 

people observed at the lobby entrance of a building. The 

annotated data include for each person its bounding box (id, 

centre coordinates, width, height, main axis orientation) with 

a description of his/her movement type (inactive, active, 

walking, running) for a given situation (moving, inactive, 

browsing) and with a given scenario context (browsing, 

immobile, left object, walking, drop down). 

 

We applied first the hierarchical clustering algorithm to a 

dataset containing 104 persons or objects. We extracted their 

trajectories as the centre coordinates of the bounding box over 

time. We manually tuned the algorithm with the user interface 

to obtain 21 meaningful clusters. Figure 4 shows in the upper-

left panel all trajectories from this dataset. The remaining 

plots in the figure are the three most common paths 

undertaken. As it can be observed clear trajectory patterns can 

be extracted from the clusters. In this case these three paths 

are characterised as cluster 8: ‘entering right and up / exiting 

left’, cluster 11: ‘entering right bottom / exiting left’, and 

cluster 15: ‘entering right-middle / exiting right-bottom’. 

We then applied relational analysis in order to obtain higher 

relations between objects. For this purpose we employed the 

object representation format described in 4.1.1 and because 

the annotated data is already available with a situation and 

context description, we generated the events such that each 

involved event is the concatenation of three pieces of 

information (movement’s type, context and situation). This 

information is summarized in the table below: 

 

 
Table 1: Semantic event information in CAVIAR. 

 

 

For example, an Involved_Event having the value “awm” is 

related to an Active object in a Walking context and in a 

Moving situation. In the data we analysed, an object is 

involved in up to 12 such events during the observation time. 

A portion of the input data matrix is shown below in Table 2. 

 

 
Table 2: Input matrix used for the relational analysis 

clustering method. Remark that only some objects from the 

total detected set are represented in the table. 

 

 
Figure 4. Original set of CAVIAR trajectories (upper-left 

panel) and three clusters showing most common undertaken 

paths. 

 



 

 
Figure 5: Resulting partition of the CAVIAR data after 

running the relational analysis algorithm. Properties of cluster 

5 are given. 

 

One of the clusters that RARES has discovered is presented in 

Figure 5. We can see that this cluster is made up of 4 items. 

All items are objects that were involved in only one Event 

and all of them were inactive, in an inactive situation and in 

an immobile context. This classification actually corresponds 

to the objects ‘bag’ that were annotated in the CAVIAR 

database. 

 

 

 

 
Figure 6: Properties for cluster 4 in the CAVIAR data 

partition. 

 

Two more clusters are shown below. In the first case, see 

Figure 6, all items are people that are involved in at least two 

events, first walking then running, in a browsing situation and 

within a walking context, 40 % of the people are involved in a 

third event of type walking with same situation and context. 

80% of the total subjects had a trajectory with label number 8 

‘entering right and up-exiting left’ shown in Figure 4.  

 

In the second case, see Figure 7, at least 66% of the cluster 

members are involved in three events whose pattern type 

follows walking-inactive-walking and the same percentage of 

individuals are characterised by a trajectory with number 

label 15, ‘entering right  middle / exiting right  bottom’, also 

shown in Figure 4. We have thus gained the information that 

most persons with this trajectory type have a movement 

pattern walking-inactive-walking. 

 

 

 
Figure 7: Properties for cluster 3 in the CAVIAR data 

partition. 

 

5.2 On large video recordings 

In total we processed 73000 frames of video from the Torino 

underground (GTT, Italy), with an acquisition rate of 25 

frames/s equals to about fifty minutes of video. We have 

analysed this period of time off-line. We applied our 

hierarchical clustering algorithm on the trajectories of mobile 

objects to obtain common behavioural paths undertaken by 

the people on the platform. Figure 8 presents the whole 

dataset of trajectories that we analysed. Using our interactive 

user interface we applied our hierarchical clustering selecting 

22 clusters. The most common paths that people take are 

shown in Figure 9. 

The clusters give clear semantic information on the 

behaviours undertaken by the metro users. For instance, 

Cluster 6 shown in upper panel of Figure 9 indicates that most 

users that buy a ticket, enter the station by the north doors. 

Cluster 3 indicates that after buying a ticket, users go straight 

to the gates to take the metro. Cluster 8 indicates that users 



entering the station by the south doors go rather straight to the 

gates. Cluster 12 indicates that most users exiting the gates 

and leaving the station go through the south gates. 

 

We further performed the statistical analysis of the interaction 

between users and the contextual objects. As mentioned in 

section 3.2 there are four contextual objects of interest in the 

scene, namely the Platform hall, the Gates, VendingMachine1 

and VendingMachine2. Over the whole observation time a 

user was practically constantly present on the platform as we 

obtained a percentage of use of the platform of 91% of the 

observed time. The gates had a percentage of use of 36% 

indicating that the flow of people trough the gates was not 

constant over the observation time. The vending machines 

had a percentage of use of only 8% and 7% respectively 

indicating that most people did not stop long-time or did not 

stop at all to buy a ticket while in the station. This is further 

confirmed by the fact that most users buying tickets were 

detected as single subjects and came more rarely to the 

machines as groups. No crowd was directly detected at the 

vending machines however to a lower degree crowding was 

detected in the platform. No crowd was either detected at the 

gates. 

 

 

 
Figure 8: Original trajectories detected in one station of the 

Torino underground (1126 trajectories). Initial points of the 

trajectories are indicated by a point. 

 

We did set up all knowledge in the format presented in 

section 4.1. A portion of the semantic tables obtained are 

presented next (Tables 3 to 5). 

 

 

 

 
Table 3: Contextual Objects semantic table. 

 

 

 

 
Figure 9: Clusters showing the most common paths obtained 

from the dataset shown in figure 8. Initial trajectory points are 

indicated by coloured points. Final trajectory points are 

indicated by white points. 

 

 

 



 
Table 4: Events semantic table. 

 

 
Table 5: Mobile Objects semantic table. 

 

In the last step towards knowledge discovery we applied the 

relational analysis explained in section 4.2. The input matrix 

was the mobile objects semantic table presented above and 

containing in total 1126 detected objects. Some of the clusters 

returned are shown next (Tables 6 to 9). 

 

 
Table 6: The biggest cluster found (cluster 1) for the 

underground data that we input contains 287 persons. They 

were detected inside the platform and were associated to a 

trajectory cluster (shown in Figure 10) that indicated a user 

presence near the gates, which indicates the most frequent 

behaviour as most of the people detected in the station goes 

through the gates at some instant.  

 

 
Figure 10: Trajectory type 2 ‘activity near the gates’ 

associated to the biggest cluster found by the relational 

analysis algorithm. 

 
 

Table 7: Cluster 11 from the Torino data partition includes 

only 28 persons but they all have in common a trajectory of 

type 12 ’exiting through south doors’ (shown in Figure 9) and 

all persons were detected inside the platform. 

 

 
Table 8: Clusters 9 represents people in platform hall but 

associated with trajectories of type 6 ‘entering north doors – 

going to the vending (shown before in Figure 9). 

 

 
Table 9: Cluster 8 represent people in platform hall but 

associated with trajectories of type 8 ‘entering south doors – 

going to the gates’ (shown before in Figure 9). 

 

 

Thus, this way the relational analysis can help us to group 

together people having similar behaviour. This is of particular 

interest to the end-user because significant events showing 

interactions with contextual objects are taken into account. 

 

6 Conclusion 

 

In this paper we have presented how knowledge discovery 

can be achieved on large recordings of video using an 

efficient knowledge representation format. The richness in the 

representation comes from the fact that both, moving objects 

and the contextual objects from the scene are studied together 

with their interaction. Yet, the proposed representation is 

clear as all activity knowledge is dissolved into three different 

semantic tables, namely mobile objects, contextual objects 

and video events. The proposed representation supports a rich 

set of spatial topological and temporal relations and captures 

not only quantitative properties but also higher semantic 



concepts. Furthermore, a first layer of meaningful knowledge 

is directly extracted from the video streams and it already 

detects the interaction between moving objects and between 

contextual objects. A second layer of semantic knowledge is 

extracted by the off-line long term analysis of these 

interactions. First statistical information is obtained from the 

mobile objects and the contextual objects as well as their 

interactions. This is a major information source for the end-

user. For instance, on large metro video recordings that we 

show, there is spatial and temporal information on the use of 

contextual objects. Mobile objects are also characterised by 

the trajectory they undertake which gives pertinent 

information about people behaviour and space occupancy. 

One hour of video takes approximately one minute to be 

treated by the hierarchical clustering algorithm in order to 

achieve the partition of the trajectory dataset. This is a 

reasonable processing time. We are currently analysing 

sequentially chunks of video of about one or two hours and 

then will further categorize the clusters in a temporal way for 

durations such as one day or one week. On a second step, the 

semantic knowledge gained from trajectory characterisation 

and statistical analysis can be used for the discovery of 

complex relationships. The relational analysis proposed in 

this paper shows to unlock hidden relations between people, 

their trajectories (behavioural information) and their 

significant associated interaction, between themselves or with 

contextual objects. Thus it can give a richer knowledge of the 

scene activity. A limitation of our system is due to the fact 

that the location of users is sometimes limited to a large 

portion of the scene like the platform. We will be looking to 

improve this point by finding a meaningful way to better 

partition those zones. We will also try to further characterise 

the user’s trajectories in a similar way as Le et al. [10] in 

order to gain more information when applying the relational 

analysis algorithm. We also are planning to learn the different 

numerical values in our real time detection (T1, T2, …). 
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