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Abstract

In this paper we consider an admission-controlled
traffic scenario, in which non-adaptive connections
are offered to the network. We show the superior-
ity of Measurement Based Admission Control (MBAC)
algorithms over Parameter Based Admission Control
(PBAC) algorithms, in particular when Long Range
Dependence (LRD) or asymptotic second order self-
similarity arises in the offered traffic. We show that
a pure MBAC approach is capable of significantly
reduce the Long Range Dependence of the accepted
traffic aggregate, thus yielding a considerable per-
formance improvement, in terms of Quality of Ser-
vice (QoS) experienced by each flow sharing the me-
dia. Moreover the MBAC approach results in a pow-
erful tool, robust to traffic correlations properties and
burstiness, and able to overcome the horizon of PBAC
scheme, despite of the traditional meaning of MBAC
role, commonly intended as an even coarse approxi-
mation for PBAC.

1 Introduction

As observed in wide area Internet traffic ([1], [2]),
self-similarity is shown by the traffic aggregate, both
considering TCP or UDPflows. In particular this paper
focuses on traffic generated by non-reactive sources,
i.e. sources that do not react when congestion arises.
Even if this kind of flows is not numerically predomi-
nant, it relates to a class of marcket strategically rel-
evant applications, as real-time multimedia streams,
that is speedily growing, and agreat effort has been re-
cently expressed in order to offer to these applications
asuitable QoSlevel.

Since it has been shown that Long Range Depen-
dence, also known as asymptotic second order self-
similarity, arises when flows has heavy-tailed periods
of activity/inactivity (see [3]), we assume, for con-
venience, a traffic aggregate scenario resulting from
the superposition of homogeneous heavy-tailed flows.
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Since a widespread evidence that humans as well as
computer sourcestend to behave as heavy-tailed on/off
sources ([2], [4], [5]), the result should be considered
aphysical explanation of the traffic self-similarity, in-
dependently of network or protocol traits, rather than
amere way to generate self-similar traces.

Moreover, self-similarity has a negative impact on
network performance ([5], [6], [7], [8], [9]). In fact,
for agivenlink capacity, abuffer size, and afixed num-
ber V of superposed offered flows, the QoS (e.g. loss
ratio, delays, etc) experienced by heavy-tailed flows
results much worse than that experienced by flows
whose activity/inactivity periods are drawn from ex-
ponential distributions. The PBAC scheme consistsin
checking that the number of flows admitted to the con-
sidered link never exceeds a threshold N, computed
as the maximum number of calls that can be admitted
while still satisfying predetermined QoS requirements.
The " parameter-based” staysinthefact that the thresh-
old N; depends on the flow statistic parameters. As
a consequence of self-similarity, the maximum num-
ber V; of heavy-tailed flows that can be admitted to a
link may be much lower than in the case of markovian
(MRK) flows.

When a PBAC rule is replaced by a Measurement
Based Admission Control (MBAC) scheme ([10],
[11], [212], [13]), @ number of quite unexpected ben-
eficial effects can be experienced. Firstly, MBAC
schemes provide superior performance than PBACs
when LRD flows are considered. Secondly, the traf-
fic aggregate resulting from the accepted flows shows
very little Long Range Dependence - in other words,
unlike PBACs, MBAC appears capable of smoothing
the self-similarity of the accepted traffic aggregate. Fi-
nally, we argue that MBAC approaches are not mere
“approximations’ of ideal CAC schemes, useful in sit-
uationswherethe statistical traffic source characteriza-
tionisnot fully known. On the contrary, they appear to
beapromising, powerful and practical way to compen-
sate the high variability of LRD traffic, and therefore
improve the network efficiency.

The paper is organized as follows. In section 2



we describe the MBAC principles and we discuss and
intuitively justify the important role of MBAC in the
presence of self-similar traffic. Section 3 describesthe
specific MBAC agorithm that we have adopted, and
the methods to evaluate self-similarity. Simulation re-
sultsare given and discussed in section 4. Finally, con-
cluding remarks are reported in section 5.

2 MBAC vs PBAC implementations

While PBAC methods rely on the a-priori knowl-
edge of the statistical characterization of the offered
traffic, MBAC algorithms base the decision whether
to accept or reject an incoming call on run-time mea-
surements on the traffic aggregate process. A large
number of Measurement Based Admission Control al-
gorithms have been proposed in literature (see for ex-
ample [10], [11], [12]), but it appears that the mea-
surement process, and in particular the length of the
averaging periods and the way in which new flows
are taken into account, are much more important than
the specific admission criteria (either heuristic or theo-
retically founded) in determining the MBAC perfor-
mance, in terms of throughput and packet loss (see
[13]).

Moreover, it isfrequently considered “obvious’ that
the ultimate goal of any MBAC scheme is to reach
the “ideal” performance of a PBAC scheme. In fact,
MBAC schemes are traditionally meant to approxi-
mate the operation of a parameter-based CAC (i.e esti-
mate the status of the system, in terms of number n(¢)
of admitted flows at time ¢). On the opposite, in this
section we want to highlight that MBAC algorithms
should have a broader theoretical target.

Thewell known problem of MBAC schemesrelates
to the fact that they cannot rely on the detailed a-priori
knowledge of the statistical traffic characteristics, as
this information is not easy supplied in an appropri-
ate and useful form by the network customer. There-
fore, their admission control decisions are based on
an estimate of the network load obtained via a mea-
surement process that runs on the accepted traffic ag-
gregate. However, a closer look at the basic princi-
plesunderlying MBAC suggeststhat, in particular traf-
fic conditions, these schemes might outperform tradi-
tional PBAC approaches. In particular we support the
thesis that MBAC schemes are not just “approxima-
tions’ of PBAC, but they are in principle superior to
traditional CAC schemes when self-similarity comes
into play.

This superiority can beintuitively justified by com-
paring the simulation traces presented in figures 1 and
2, in which two typica traffic behaviors, respectively
related to a PBAC scenario and to an MBAC one,
are depicted. The figures report both the normalized
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Fig. 2. Measurement-Based Admission Control operation

number of accommodated calls, and the smoothed link
load, as measured by the autoregressive filter adopted
in the MBAC, whose time constant is of the order of
10 seconds (see section 3).

Figure 1 reportsresultsfor anideal PBAC. Accord-
ing to this scheme, a new flow is accepted only if the
number of already admitted flowsislower than a max-
imum threshold N;. In the simulation run a very high
offered load (~ 600%) was adopted, so that the num-
ber of flows admitted to the link sticks, in practice, to
the upper limit (i.e. 129 flows, in the example, corre-
sponding to about 88% in link utilization).

The leftmost 200 simulation seconds, represented
in Figure 1, show that, owing to Long Range Depen-
dence of the accepted traffic, the load offered by the
admitted sources is consistently well above the nomi-
nal average load. Traffic bursts even greater than the
link capacity are very frequent. On the other hand, as
shown by the rightmost 200 seconds, there are long
periods of time in which the system remains under-
utilized. Thecriticality of self-similarity liesin thefact
that the described situation occurs at time scaleswhich
dramatically affect the loss/delay performance.



Aggregate traffic behaves very differently when an
MBAC scheme is odopted. Figure 2 reports results for
the simple MBAC scheme described in section 3.2. In
this case, new calls are blocked as long as the offered-
load measurement is higher than a given threshold
L, Specificaly, we see from both leftmost and right-
most plots that the offered-load measurement fluctu-
ates slightly around the threshold. However, long term
traffic bursts are dynamically compensated by a sig-
nificant decrease in the number of admitted calls (left-
most plot). Instead, if admitted calls continually emit
below their nominal averagerate, the number of admit-
ted calls significantly increases. This “compensation”
capability of MBAC schemesleads us to conclude that
MBAC is very suited to operatein LRD traffic condi-
tions: the quantitative analysis carried out in section 4,
in fact, confirmsthisinsight.

3 Thesimulation scenario

To obtain simulation results, we have developed a
C++ event-driven simulator, based on a batch smula-
tion approach. The simulation time was divided into
101 intervals, each lasting 300 simulated minutes, and
results collected in the first “warm-up” time interval
were discarded.

As in many other admission control works ([12],
[13]), the network model consisted of a single bottle-
neck link. In fact, the basic performance aspects of
MBAC are most easily revealed in this simple network
configuration rather than in a multi-link scenario. Un-
less otherwise specified, thelink capacity was set equal
to 2 Mbps, and an infinite buffer size was considered.
Thus, QoS is characterized by the delay experienced
by data packets rather than packet loss asin [11]. The
rationale for using delay instead of loss is twofold.
Firstly, loss performance depends on the buffer size
adopted in the simulation, while delay performancedo
not require a choice of buffer size. Secondly, the loss
performance magnitude may be easily inferred, for a
given buffer size, from the analysis of the distribution
of the delay. Furthermore, in a very large buffer sce-
nario, the system is forced to keep memory of non-
smoothed traffic bursts and therefore performance are
strongly degraded in the presence of high traffic vari-
ability. However, a comparison with results dealing
with afinite buffer scenario is also presented.

As performance figures, we evaluated link utiliza-
tion and delay distribution, summarized by the 99th
delay percentile. The 95% confidence intervals were
evaluated. In all cases, throughput results show a

Lin correspondance with the choise of N; = 129 in PBAC, we
select 89% in MBAC, since these selected value results in the same
average throughputs in both PBAC and MBAC scenarios

confidence interval consistently lower than 0.3%. In-
stead, despite the very long simulation time, higher
confidenceintervals occur for 99th delay percentilere-
sults: less than 5% for MBAC results, and as much as
25% for PBAC results (thisis an obvious consequence
of the self-similarity of the PBAC traffic aggregate).
Nonetheless, even accounting for such uncertainty in
the results, the PBAC and MBAC delay performance
are clearly very different (seefigure 4).

3.1 Traffic sources

For ssimplicity, we have considered a scenario com-
posed of homogeneous ON/OFF flows. While in the
ON state, a source transmits 1000 bit fixed size pack-
ets at a Peak Constant Rate (PCR) of 32 Kbps 2. Con-
versely, while in the OFF state, it remains idle. The
mean value of the ON and OFF periods have been set,
respectively, equal to 1 s and 1.35 s (Brady model for
voice traffic [14]). This results in an average source
rate r = 0.4255 - E[PCR] ~ 13.6 Kbps. ON and
OFF periods were drawn from two Pareto distributions
with the same shaping parameter ¢ = 1.5 (infinite vari-
ance), which exhibit heavy tails®, hence the traffic ag-
gregateis self-similar ([4]).

Simulation experimentswere obtained in adynamic
scenario consisting of randomly arriving flows. Each
flow requests service from the network, and the deci-
sion whether to admit or reject the flow is taken by
the specific smulated CAC. A rejected flow departs
from the network without sending any data, and does
not retry its service request again. The duration of
an accepted flow is taken from a lognormal distribu-
tion [15] with mean 300 s and standard deviation 676
s (we adopted unitary variance for the corresponding
normal distribution as reported in [15]), but call du-
ration is extended to the end of the last ON or OFF
period. Because of this, the real call-lifetime exhibits
longer mean (320 s) and infinite variance. If the last
burst were cut off, the process variance would become
finite.

The flow arrival process is Poisson with arrival rate
A calls per second. For convenience, we refer to the
normalized offered load p:

" Thotd
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2more precisely, the PCR israndomly generated in the small inter-
val 31 to 33 Kbps, in order to avoid source synchronization effects
at the packet level.

3 A random variable is said to be “ Heavy-Tailed” when its cumula-
tive distribution function convergesto F'(t) ~ 1 — at ¢, ast — oo
with 1 < ¢ < 2, being a a constant. The cumulative distribution

function of aPareto Random Variable s F7(t) = 1 — (££2) ™ for
t > 0, where s is ascale parameter.



being r the mean sourcerate, T';,,;4 the averagecall du-
ration and C};,;, the link capacity. Depending on the
simulation experiment, the arrival rate ranges from un-
derload conditions (less than 50% of the link capacity)
to severe overload conditions (up to 650%).

3.2 Adopted MBAC algorithm

We have adopted and tested avery basic MBAC ap-
proach. In fact, The results in [13] show that differ-
ent MBAC schemes present similar performance, and,
more importantly, our goa is to show that the intro-
duction of measurement in the admission control de-
cision is the key to obtaining performance advantages
in comparison to the PBAC approach, rather than the
careful design of the MBAC algorithm. In this per-
spective the simpler the MBAC scheme is, the more
general the conclusions are. Our MBAC implementa-
tion can be described as follows: a discrete time scale
is adopted, with sampletime 7" = 100 ms. Let X (k)
be the load, entering the link buffer during the time
dot k, and B(k) its smoothed version, the bandwidth
estimate, obtained by using afirst order autoregressive
filter:

B(k) = aB(k —1) + (1 — &) X (k)

We chose o = 0.99, corresponding to about 10 stime
constant in the filter memory.

If acall requests admission during the slot k& + 1,
the call is admitted only if the estimated bandwidth
B(k) is less than a predetermined percentage of the
link bandwidth. By tuning this percentage, perfor-
mance figures can be obtained for various accepted
load conditions.

Moreover, when anew flow isadmitted, a step input
is offered to the system, and a transient phase occurs,
inwhich the load is underestimated, thus not reflecting
the presence of a new flow ([11], [16]). A solution to
prevent this performance-impairing situation is to ar-
tificially increase the load estimate to account for the
new flow. Specifically, in our implementation, the ac-
tual bandwidth estimate B(k) is updated by adding the
average rate of the flow:

3.3 Statistical analysis of self-similarity

The Hurst parameter H is able to quantify the self-
similarity of the accepted traffic aggregate. For awide
range of stochastic processes H = 0.5 correspondsto
uncorrelated observations, H > 0.5 to LRD processes
and H < 0.5 to Short Range Dependence processes.

In order to evaluate H, we used three different
methods. All methods receive in input a realization

X (@) of the discrete-time stochastic process represent-
ing the load offered, during a 100 ms time window, to
the link buffer by the accepted traffic aggregate.

Aggregate Variance. The original series X (i) is
dividedinto blocks of size m and the aggregated series
X (M) (k) is calculated as:

1 km

XMk ==Y X(i)

i=(k—1)m+1

k=1,2,...

The sample variance of X (™) (k) is an estimator of
Var (X(™)); asymptotically:

m Var(X)
Var (X™) ~ S

R/S. For a time series X (i), with partia sum
Y(n) = >, X(i), and sample variance S?(n), the
R/S statistics or the rescaled adjusted range, is given
by:

Asymptotically:
E {g(n)} ~ Cnf

Wavelet Estimator. The spectrum of a LRD pro-
cess X (t) exhibits power-law divergenceat the origin:

Wx (f) ~ cp|f)* 2

The method, proposed in [17], recovers the power-law
exponent 1 — 2H and the coefficient ¢ ¢ turning to ac-
count the following relation

E{d%(,)} =270=2M ;0

where dx (j,1) =< X, ; > are the coefficients of
the discrete wavelet transform of the signal X (), i.e.
its projections on the basis functions +/;, j, constructed
by the mother wavelet through scaling and translation
(27 and [ are respectively the scaling and the transla-
tion factor). A MatLab implementation is freely dis-
tributed ([18]).

The three methods described allow to compute the
Hurst parameter through a simple linear regression in
alog-log diagram.

A comprehensive overview of LRD statistical-
parameters estimation, including thefirst two methods,
can be found in [19]. The first two methods have the
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advantage of being simple and practical to implement,
but often exhibit poor statistical properties ([20]). The
wavel et-based joint estimator, according to [17], dis-
plays reliable and robust statistical performance. Be-
sides, if the process X (4) is gaussian, this estimator is
able to provide confidence intervals for the Hurst pa-
rameter.

A common problem is to determine over which
scales LRD property exists, or equivalently the align-
ment region in the logscale diagrams. Using the fit test
of the matlab tool [18] we determined for our traces
the range from 2000 s -11th octave- to 250000 s -18th
octave- (the two last octaves were discarded because
thereweretoo few values). All the three methods were
applied over this scale.

4 Performance evaluation

Every CAC scheme has some adjustable parame-
ters that allow the network operator to set a suitable
utilization target and a consegquent QoS provisioning.
In the present case, both for ideal PBAC and MBAC
algorithms, a higher setting of the threshold value re-
sultsin an increased system throughput, at the expense

of delay performance. By adjusting this parameter, the
proposed CAC rules can be designed to be more ag-
gressive or conservative with regard to the number of
flows admitted.

Results presented in figure 3 were obtained by set-
ting the PBAC and MBAC tuning parameters so that a
target 90% link-utilization performanceis achieved in
offered traffic overload conditions. The figure com-
pares the throughput/delay performance (99th delay
percentiles, measured in ms, are numerically reported)
of MBAC and PBAC, versus the normalized offered
load. Minor differences can be noted in the capability
of the considered schemes to achieve the performance
target. A much more interesting result is the signifi-
cantly lower MBAC delay versus the PBAC one.

Rather than varying the offered load, figure 4 com-
pares MBAC and PBAC by plotting their QoS per-
formance versus the link utilization (following [13],
the QoS versus utilization curve is caled Perfor-
mance Frontier). Specifically, the figure reports the
delay/utilization performance frontiers of PBAC and
MBAC in terms of 99th delay percentiles. The fig-
ure depicts results obtained for both LRD and Marko-
vian flows, when CAC thresholds range from low to
full utilization, while the offered load is very high (~
600%). It is shown that better performance are ob-
tained using a Markovian traffic model, but it is also
emphasized the remarkabl e performanceimprovement
provided by MBAC with respect to PBAC in LRD as-
sumptions, especially for large link utilization. Under
Markovian assumptions PBAC acts dlightly better than
MBAC, in fact no memory arisesin offered traffic pro-
cess, thus the best bandwidth control simply consists
in monitoring the number of admitted connections. In-
stead, with LRD flows, MBAC performance frontiers
assume intermediate values, better than PBAC-LRD
performance frontiers but worst than the curves ob-
tained under Markovian assumptions. Thus, MBAC
appearsto be more robust than PBAC to the traffic sta-
tistical properties.

We arguethat the impressive performance enhance-
ment of MBAC over PBAC is due to the beneficial ef-
fect of MBAC in reducing the self-similarity of the ac-
cepted traffic aggregate.

Further results obtained by considering a finite
buffer scenario are depicted in figure 5 and 6, where
buffers having respectively 100 and 2000 packets
length, are considered. Note that in the former case,
in which a short buffer of 100 packets is considered,
PBAC performance is comparable to the MBAC one
only in extreme underload condition or conversely in
a harsh over-utilized scenario. In the latter case, with
a 2000 packets buffer, MBAC performance does not
saturate at all, while in the PBAC scenario a greater
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buffer length should be needed in order to avoid losses
occourring when the buffer is entirely filled. These
figures show, in the same conditions as before, i.ein
very high offerd load conditions, that the performance
gain resulting from MBAC scheme adoptionis not im-
paired by a finite buffer application. Moreover figure
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7 shows how MBAC approach allows a significantly
improvement in packet loss ratio, which is controlled
well under 1% even in a high offered load and a high
link utilization scenario.

To quantify the time behavior of the two PBAC and
MBAC traffic aggregate time series, figure 8 plots the
estimated squared wavelet coefficients d2 (j,1) versus
the basis-function time scale. 95% confidence inter-
val under gaussian assumption are depicted. Whilethe
two curves exhibit similar behavior for small values
of the aggregation scale, the asymptotic slope of the
PBAC plot is very different from the MBAC one. For
reference purposes, the lines corresponding to H =
0.50,and H = 0.80 are also plotted in thefigure. Note
that the figure 8 appears to suggest that the MBAC-
controlled traffic is not self-similar (Hurst parameter
closeto 0.5). Aninteresting considerationisthat in fig-
ure 8 the MBAC curve departs from the PBAC curve
at atime scale of the order of about 100 seconds. Al-
though a complete understanding of the emergence of
such a specific time scale is outside the scope of the
present paper, we suggest that it might have a close
relationship with the concept of “critical time scale”
outlinedin [12].

The Hurst-parameter estimates are reported in ta-
bles| and I1, with the corresponding CAC settings (the
maximum call number for PBAC and the maximum
link utilization for MBAC), and the achieved link uti-
lization. For the wavelet estimates 95% confidencein-
terval are also indicated (see section 3.3). The three
methods described in section 3.3, provide congruent
estimates. Results are impressive, and show that the
Hurst parameter decreases from about 0.75, in the case
of PBAC, to about 0.5 for MBAC. It is interesting to
note that 0.75 is the Hurst-parameter value theoreti-
cally calculated in [3], [4] and [21] under different as-



PBAC
Thresh | Thrput Hurst Hurst Hurst

(calls) % Variance RIS Wavelet
105 718 0.73 0.79 | 0.78[0.74,0.82]
115 783 0.74 0.78 | 0.80[0.76,0.84]
125 84.5 0.71 0.79 | 0.75[0.71,0.79]

135 91.7 0.72 0.72 | 0.77[0.74,0.81]
140 94.7 0.78 0.80 | 0.74[0.70,0.78]

[
[
130 88.7 0.78 0.76 | 0.75[0.71,0.79]
[
[

TABLEI
HURST-PARAMETER ESTIMATE FOR PBAC CONTROLLED
TRAFFIC (INFINITE BUFFER SIZE)

MBAC

Thresh | Thrput Hurst Hurst Hurst

(util%) % variance R/S Wavelet
70 69.1 0.55 0.48 | 0.55[0.51,0.58]
78 76.9 0.58 054 | 0.58[0.54,0.62]
86 84.6 0.55 0.51 | 0.60[0.56,0.64]
90 88.5 0.60 052 | 0.57[0.53,0.60]
9 924 0.51 0.46 | 0.56[0.52,0.60]
96 94.3 0.58 0.52 | 0.58[0.54,0.62]

TABLEII

HURST-PARAMETER ESTIMATE FOR MBAC CONTROLLED
TRAFFIC (INFINITE BUFFER SIZE)

Thresh Hurst Hurst
(util%o) PBAC MBAC
70 0.75[0.72,0.80] | 0.51[0.47,0.55]
80 0.74[0.70,0.78] | 0.60[0.56,0.63]
85 0.75[0.71,0.79] | 0.51[0.48,0.55]
90 0.75[0.71,0.79] | 0.51[0.48,0.55]
94 0.79[0.75,0.82] | 0.51[0.48,0.55]
TABLE I

HURST-PARAMETER WAVELET ESTIMATE FOR PBAC AND
MBAC, USING A 100 PACKETS BUFFER

sumptions, when aflow has heavy-tailed periods of ac-
tivity/inactivity with a shaping parameter ¢ = 1.5 (the
formulais H = (3 — ¢)/2). We note that, as expected,
the Hurst parameter does not depend on the link uti-
lization. Finally, table 11 reports the Hurst parameter
estimate obtained via the Wavelet method, when a fi-
nite and short buffer is employed. Even if these re-
sults relate to a short buffer scenario (100 packets in-
stead of infinite), the values reported in table 111 for
H are very similar to those of tables | and Il, where
an infinite buffer size was adopted. In conclusion ta-
bles Il and 11l quantitatively supports our thesis that
self-similarity is a marginal phenomenon for MBAC
controlled traffic (the achieved Hurst parameter is very
close to 0.5, which represents Short Range Dependent
traffic).
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Most of the previous results were obtained under
constant overload conditions. The aim of the figure 9
is to show the behavior of the two CAC schemes in
a wide range of offered load conditions, with a fixed
target link-utilization (the threshol ds chosen, 110 con-
nection for PBAC and 77% for MBAC, give very sim-
ilar throughput performance under the same offered
load). The vertical dashed line correspondsto this tar-
get. Hurst-parameter was estimated by the wavelet es-
timator. When the offered load is below the target, the
Hurst-parameter estimates* are quite similar because
MBAC and PBAC do not enforce any rejection. By the
way, in this situation, no need of access control arises
and delay/loss performance copes with high QoS re-
quirements. Instead, the effect of CAC rules becomes
evident when the offered load exceeds the target uti-
lization: the PBAC curve approachesto H = 0.75,
while the MBAC one decays and approaches to non
LRD vaues. Moreover, the uncertainty of statistical
results is shown by plotting several points for each
simulated scenario, obtained with different seeds for
the random generator.

5 Conclusions

Unlike traditional PBAC, the degree of self-
similarity in the MBAC controlled traffic, result-
ing from the superposition of heavy-tailed Measured
Based Admission Controlled flows seems to be very
marginal. For this reason MBAC alows to minimize
the performance impaiments due to the bursty nature
of self-similar flows, thus making the system robust
to statistical traffic properties. A greater QoS can be
achieved using MBAC than PBAC schemesin order to
control LRD flows. Moreover, even if traffic statistics

41n accordance with the fit test of the matlab tool [18] the LRD
hypothesis on the range from 2000 s to 250000 s (see section 3.3)
should not be rejected.



are almost Markovian, no significative differences can
be noted using MBAC or PBAC.

We feel that there are two important practical im-
plications of our study. Firstly, our study support the
thesis that MBAC is not just an approximation of tra-
ditional CAC schemes, useful when the statistical pat-
tern of the offered traffic is uncertain. On the contrary,
we view MBAC as a value-added traffic engineering
tool that allows a significant increase in network per-
formance when offered traffic shows long range de-
pendence. Secondly, provided that the network is ul-
timately expected to offer an admission control func-
tion, which we recommend should beimplemented via
MBAC, our results seem to question the practical sig-
nificance of Long Range Dependence, the widespread
usage of self-similar modelsin traffic engineering, and
the consequent network oversizing.
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