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Abstract: Ubiquitous environments may become a reality in a foreseeable future and research is aimed on making them
more and more adapted and comfortable for users. Our work consists on applying reinforcement learning
techniques in order to adapt services provided by a ubiquitous assistant to the user. The learning produces
a context model, associating actions to perceived situations of the user. Associations are based on feedback
given by the user as a reaction to the behavior of the assistant. Our method brings a solution to some of the
problems encountered when applying reinforcement learning to systems where the user is in the loop. For
instance, the behavior of the system is completely incoherent at the beginning and needs time to converge.
The user does not accept to wait that long to train the system.The user’s habits may change over time and
the assistant needs to integrate these changes quickly. We study methods to accelerate the reinforced learning
process.

1 INTRODUCTION

New technologies bring a multiplicity of new possi-
bilities for users to work with computers. Not only are
spaces more and more equipped with stationary com-
puters or notebooks, but more and more users carry
mobile devices with them (smart phones, PDAs, etc.).
Ubiquitous computing takes advantage of this obser-
vation. Its aim is to create smart environments where
devices are dynamically linked in order to provide
new services to users and new human-machine inter-
action possibilities.The most profound technologies
are those that disappear. They weave themselves into
the fabric of everyday life until they are indistinguish-
able from it (Weiser, 1991). This network of devices
must perceive the context in order to understand and
anticipate the user’s needs. Devices should be able to
execute actions that help the user to fulfill his goal
or that simply accommodate him. Actions depend
on the user’s context and, in particular, on the situ-
ation within the context. Indeed, the context is repre-
sented by a graph of situations (Crowley et al., 2002).
This graph and the associated actions reflect the user’s

work habits. Therefore it should be specified by the
user him-self. However, this is a complex and fastidi-
ous task.

The objective of this work is to construct auto-
matically a context model by applying reinforcement
learning techniques. Rewards are given by the user
when expressing his degree of satifaction towards
actions proposed by the system. A default context
model is used from the beginning in order to have a
consistent initial behavior. This model is then adapted
to each particular user in a way that maximises the
user’s satifaction towards the system’s actions.

In the remainder of this paper, we present our re-
search problem and our objectives before evaluating
the state of the art. Afterwards, we outline the meth-
ods used in our work. At this point we are able to
enter the heart of the matter and to explain the work
that has been done and that is to be done. Finally, we
conclude with the expected outcome of our work.



2 RESEARCH PROBLEM

A major difficulty when applying reinforcement
learning techniques to real world problems is their
slow convergence. We need to accelerate the learn-
ing process and to obtain satifactory results with as
few examples as possible. Indeed, since the user is
involved in the learning process, we can not afford to
expect him to give patiently rewards while the system
is exploring the state and action space. In addition,
as it is discussed section6.3.1, we need to adapt the
system to the fact that rewards are given by the user
and may be inconsistent or not be given all the time.

Furthermore, as it is explained in detail section
6.3.5, we are dealing with a very large state space and
it is necessary to reduce it. For this purpose we need
to generalize our states at first, then apply techniques
to split states when it is relevant.

Lastly, we deal with difficulties introduced by the
fact that we work in a ubiquitous environment. It is
not obvious to detect the next state after executing an
action because another event may occur in the mean
time. We deal with a non-stationary environment be-
cause we include the user in it.

3 OUTLINE OF OBJECTIVES

Our goal is to create a ubiquitous personal assistant.
First of all, we place ourselves in a ubiquitous envi-
ronment equipped with a number of devices. We use
these devices to retrieve information about the user
and his context. Mobile devices that users bring into
the environment contribute to that knowledge. We
use that knowledge to propose relevant services to
the user. One service is for instance task migration:
doing a task instead of the user. The assistant can
also provide additional services, for instance forward-
ing a reminder to the user if he receives it while be-
ing away from his computer. Thus our assistant is
personal in the sense that it isuser-centered. It is
ubiquitous because it uses information provided by
all available devices in the environment to observe
the user and estimate his current situation or activ-
ity. It calls upon these devices to provide services
as well. Thereby, the services provided arecontext-
aware. At last, our assistant is a learning assis-
tant in the sense that these services areuser-adapted.
In fact, most of current work on pervasive com-
puting (Vallée et al., 2005; Ricquebourg et al., 2006)
pre-defines a number of services and fires them in the
correct situation. Our assistant starts with this pre-
defined set of actions and adapts it progressively to
its particular user. The default behavior allows the

system to be ready-to-use and the learning is a life-
long process, integrated into the normal functioning
of the assistant. Thus, the assistant will, at first, be
only acceptable to the user, and will, as time passes,
give more and more satisfying results.

To sum up, the assistant observes the user and
gathers clues on his context and his activity. For that
he needs perceptive modules – sensors – able to pro-
vide this kind of information. For providing services
to the user, it needs proactive modules – effectors.

Our ubiquitous system is composed of several
modules and the personal assistant. Sensor modules
can fire events, received by the assistant, or the assis-
tant can explicitly interrogate a sensor. This input al-
lows the assistant to estimate the user’s situation (sec-
tion 5.1). The default behavior, possibly modified by
acquired experience, indicates to the assistant how to
act in a certain situation. When the appropriate action
is chosen, the assistant contacts an effector to execute
it (e.g. to provide the chosen service).

4 STATE OF THE ART

Our work relates to research in the following primary
areas:

Context-aware applications, which use context to
provide relevant information and services to users.

Reinforcement learning, where an agent learns to
behave by receiving feedback on its actions.

Context is recognized as being a key concept
for ubiquitous applications (Dey and Abowd, 2000;
Bardram, 2005). Dey defines context to beany in-
formation that can be used to characterize the sit-
uation of an entity, where an entity can be a per-
son, place, or physical or computational object. An
example of ambient systems is the Gaia Operating
System (Roman et al., 2002) which manages the re-
sources and services of an active space. Gaia has been
implemented for an active meeting room equipped
with computers, plasma displays, projectors, touch-
screen displays, badge detectors etc. A user can en-
ter the environment carrying his own session which
will then be mapped to the available resources. The
user’s mobile devices are added as resources of the
space. The user can access his files and use seam-
lessly all available interfaces. In this system, a context
is represented by a first-order predicate composed of
its type, subject, relater and object. Rules are writ-
ten using first-order logic on these predicates. Con-
texts are determined by context-providers, based on
sensor information. This system provides a com-
plete and functional ubiquitous environment but does



not provide automatic services to users and does not
include any learning components. But, as stated
by (Christensen et al., 2006), it not yet easy to build
context-aware systems becausethe gap between what
technology can “understand” as context and how
people understand context is significant. Christensen
believes that it might be an error to build completely
autonomous systems and to remove humans from the
loop. Our system intends to respect this observation
because the learning depends on human rewards. In
addition the user can specify his initial preferences,
he gets feedback from the system with explanations
of automatic actions and we keep the possibility to
ask the user questions when necessary.

Research has been done on learn-
ing personal agents, in particular by
(Schiaffino and Amandi, 2006) where a virtual
agent provides context-specific assistance while try-
ing to optimize interruption. In this work, Schiaffino
builds user interaction profiles using association rules
learned from the user’s interaction with the agent.
These rules are incrementally updated when enough
new experience has been gathered. Our goal is to
provide an assistant that is working right away and
that does not need to gather an initial amount of
experience to start acting. Additionally, we want to
be able to behave correctly even in a situation that
we never observed, whereas rules are built only from
observed experience.

The idea of applying reinforcement learning to in-
terface agents is not new and has been implemented
for instance by (Kozierok and Maes, 1993), similar to
(Maes, 1994), where reinforcement learning is com-
pleted by memory-based learning. The agent re-
sulting from this research assists individual users in
scheduling group meetings and sorting email. A sim-
ilar project has been undertaken by (Dent et al., 1992)
but they use different machine learning techniques
such as neural networks. We, however, have a con-
straint on the model we use because we wish to keep
it understandable. We believe it is fundamental to be
able to explain the functioning of the assistant to the
user for him to trust the system. Neural networks are
not adapted for this constraint. Additionally, our work
distinguishes itself from them because our assistant is
ubiquitous. Our context and actions are not limited
to software but to the whole office environment. This
introduces additional difficulties discussed section2.
Furthermore we took a greater interest in accelerat-
ing the learning process since it is naturally rather
slow and we wish to satisfy the user more quickly.
We were inspired by indirect reinforcement learning
techniques first introduced by (Sutton, 1990) and im-
plemented for instance by (Degris et al., 2006).

5 METHODOLOGY

5.1 The Context Model

As recently noted, context is key
(Crowley et al., 2002) for interaction without
distraction. A context is represented by a network of
situations. A situation refers to a particular state of
the environment and is defined by a configuration of
entities, roles and relations. An entity is a physical
object or a person, associated with a set of properties.
It can play a role if it passes a role acceptance test
on its properties. A relation is a semantic predicate
function on several entities. The roles and relations
are chosen for their relevance to the task. Likewise,
only entities that can possibly play roles and that may
be relevant for the task are considered. A situation
represents a particular assignment of entities to roles
completed by a set of relations between entities.
Situation may be seen as the “state” of the user
with respect to his task. If the relations between
entities change, or if the binding of entities to roles
changes, then the situation within the context has
changed. To detect situation changes, a federation
of observational processes is required. In order to
provide services, one can define rules that attach
actions to situations. These actions are triggered
when the situation the system finds itself in, changes.
Corresponding services are then provided to the
entities (users) playing the required roles. Figure1
shows an example of a context model.

Figure 1: An example of a context model.

5.2 Reinforcement Learning

5.2.1 Foundations

Reinforcement learning is a computational approach
to learning whereby an agent tries to maximize



the total amount of reward it receives when in-
teracting with a complex, uncertain environment
(Sutton and Barto, 1998). A learning agent is mod-
eled as a Markov decision process (MDP) defined by
〈S ,A ,R ,P 〉, whereS andA are finite sets of states
and actions;R : S ×A → R is the immediate reward
function denotedR (s, a) andP : S ×A × S → [0, 1]
is the stochastic Markovian transition function desig-
nated asP (s′|s, a). The agent is charged with con-
structing an optimal Markovian policyπ : S → A that
maximizes the expected sum of future discounted re-
wards over an infinite horizon:V∗(s) = Eπ[∑∞

t=0 γt ·
rt |S0 = s], where 06 γ < 1 is the discount factor,rt
the reward obtained at timet andS0 the initial state.
This policy, and its value,V∗(s) at eachs∈ S , can be
computed using standard algorithms such as policy or
value iteration, in the case whereR andP are known.

Similarly, we define the value of taking action
a in states under a policyπ, denotedQπ(s, a), as
the expected return starting froms, taking the ac-
tion a, and thereafter following policyπ: Qπ(s, a) =
Eπ[∑∞

t=0 γt · rt |S0 = s, A0 = a]. We callQπ theaction-
value functionfor policy π. The Q-learning algorithm
allows to compute an approximation ofQ∗, indepen-
dently of the policy being followed.

5.2.2 Indirect Reinforcement Learning

In our case, the transition (P ) and reward (R ) func-
tions are unknown. Indirect Reinforcement Learning
techniques allow to learn these functions by trial-and-
error and to compute a policy by applying planning
methods. This approach, described in (Sutton, 1990),
is implemented by the DYNA architecture. The
DYNA-Q algorithm, given in figure2, is an instantia-
tion of DYNA using Q-Learning to approximateV∗.

In steps 2a to 2c, the agent interacts with
the world by following an ε-greedy exploration
(Sutton and Barto, 1998) based on its current knowl-
edge. Step2e is the supervised learning step ofP
andR . Step2f is the planning phase in which the
models ofP andR are exploited to update the Q-
table that is used for interaction with the real world.
This algorithm accelerates the convergence of the Q-
values because it repeats real examples virtually. This
way, examples are better and quicker integrated into
the Q-values and the behavior of the system becomes
satifactory faster.

Input: /0, Output:π
1. InitializeQ(s, a) andP arbitrarily.

2. At each step:

(a) s← current state (non terminal).
(b) a← ε-greedy(s, Q)).
(c) Send the actiona to the world and observe the resul-

tant next states′ and rewardr.
(d) Apply a reinforcement learning method to the expe-

rience〈s, s′, a, r〉:
Q(s,a)←Q(s,a)+α(r +γmaxa′ Q(s′,a′)−Q(s,a))

(e) Update the world modelP andR based on the ex-
perience〈s, s′, a, r〉.

(f) Repeat the following stepsk times:
i. s← a hypothetical state that has already been ob-

served.
ii. a← a hypothetical action that has already been

taken in states.
iii. Sendsanda to the world model and obtain predic-

tions of next states′ and rewardr:
s′←maxs′∈S P (s

′|s, a), r ← R (s, a)
iv. Apply a reinforcement learning method to the

hypothetical experience〈s, s′, a, r〉:
Q(s,a) ← Q(s,a) + α(r + γmaxa′ Q(s′,a′) −
Q(s,a))

Figure 2: The DYNA-Q algorithm.

6 STAGE OF THE RESEARCH

6.1 Global Mechanism of the Assistant

As presented section3, the personal assistant detects
the user’s context and provides appropriate services
depending on that context.

Since we are in a ubiquitous environment, we dis-
pose of various devices, wired or wireless, mobile or
stationary, personal or shared. Ubiquitous computing
takes advantage of these various and spread out de-
vices by making them cooperate in order to achieve a
common goal. The ubiquitous system used by the as-
sistant to provide services to the user is distributed on
all available devices. It is composed of modules that
are spread out on devices, are interconnected and can
communicate. We can distinguish perceptual mod-
ules and proactive modules. Perceptual modules are
sensors, they perceive particular events in the envi-
ronment, for instance a video tracker detects a per-
son entering a room; An event listener installed on a
computer detects events like a reminder fired by the
agenda of the user or the activity of the X server (key-
board and mouse events). Proactive modules areef-
fectors, they are able to provide a service, execute
an action in the environment. For instance they are



able to present a piece of information to the user by
displaying a message window on the user’s computer
or PDA if he is not currently in front of a computer
screen. In some cases it can be convenient to inform
the user by speaking the message through a voice syn-
thesizer.

Figure 3 summarizes the global mechanism of
the assistant. To detect the user’s context, the as-
sistant receives events from sensor modules (step
➀). These events constitute the input of the con-
text model (section5.1). Certain events correspond
to certain role changes (step➁) which can lead to
situation changes. These changes are directly re-
flected to the reinforcement learning agent as state
changes (step➂). This launches the next step of
the learning algorithm (section6.3.4). The policy
allows to choose an action which is sent back to
the personal assistant to be executed in the environ-
ment (step➃). The assistant calls upon effector mod-
ules to execute the action (step➄). The database
shared by all components of the system is described
section 6.2. The context model is implemented
using the Jess rule engine (www.jessrules.com).
The modules are implemented using a frame-
work well adapted for ubiquitous systems, based
on a combination of the middleware OMiSCID
(Emonet et al., 2006) and OSGi (www.osgi.org), de-
scribed in (Zaidenberg et al., 2007).

Figure 3: The global mechanism of the system.

6.2 The Ubiquitous Database

All modules of the system share a database divided
into four parts (user, service, history and infrastruc-
ture) and partly presented Figure4. Each part is im-
plemented as an SQL schema.

The parthistorystores the modules lifecycles (the
dynamic start and stop of bundles in the OSGi plat-
form), all occurred events and all actions taken by the
system. This part is useful for explaining to the user
(if required) why an action was or was not taken. We

Figure 4: Simplified scheme of the database.

believe that these explanations bring a better trust of
the user for the intelligent system. It is also used for
indirect reinforcement learning (section6.3).

The partinfrastructurecontains known, static in-
formation about the environment: the rooms of the
building and their equipment (in- and output devices
and the hardware units that control them). This
knowledge can be used to determine which device is
the most appropriate for the needs of a service. The
partuserdescribes registered users (it associates users
with their bluetooth devices and allows to identify
users; it stores user logins allowing to identify them
on the local network, etc.). As a future evolution, this
user data will be brought in by the user on his PDA
as a profile. When the user enters the ubiquitous en-
vironment, his profile is loaded into the system. This
discharges the PDA of any heavy treatment that could
be necessary to exploit this personal data (learning al-
gorithms etc.). The computation is taken over by an-
other device: a central server, the personal computer
of the user, etc. and the PDA, whose resources are
very limited, stays available for its primary purpose.
When the user leaves the environment, it is conceiv-
able to migrate the new profile back on the PDA. In
this way, the user has the updated data with him if
he needs it elsewhere (in another ubiquitous environ-
ment, for instance at home or in his car or maybe in a
public place).

The partserviceis a free ground for plug-in ser-
vices that are not necessary for the core system to
function. For instance if we dispose of bluetooth USB
adapters, we can use them to detect users’ presence by
detecting their bluetooth cell phones and PDAs. This
information may be used to determine the identity of
a video tracker’s target.

In order to easily communicate with the database,
we use Hibernate (www.hibernate.org). We enclose
it into a bundle that other modules use to query the
database. We implement all the needed queries in this
bundle and other modules just call functions to exe-
cute them. This makes modules more independent of
the database. If the database is modified, only the one

http://www.jessrules.com
http://www.osgi.org
http://www.hibernate.org


specific bundle has to be updated.
The database is the knowledge and the memory

of the assistant. It tells it where to send a command
to provide a service. It can also be used to explain
actions of the assistant to the user. If the preferred
modality was not chosen, we can explain using the
database that it was not available in the given loca-
tion. As the database keeps a history of all events and
actions, and of the lifecycles of all modules, it can
explain, for instance, in case of a failure, that it hap-
pened because a certain module was not running at
the time.

Figure5 shows additional tables in the database
concerning the reinforcement learning agent, which
is detailed section6.3.

Figure 5: Tables used by the reinforcement learning agent.

6.3 Application of Reinforcement
Learning

Given the DYNA-Q algorithm figure2, how do we
apply it to our real world problem? In this section
we discuss how the reinforcement learning agent is
implemented. We detail all the components of a re-
inforcement learning system and our learning algo-
rithms.

6.3.1 The Components of the Reinforcement
Learning Agent

The State Space. Our assistant must be able to pro-
vide explanations to the end user. State representation
must not be a black box. Therefore, we use predi-
cates. Each predicate represents a part of the environ-
ment that is relevant for the assistant. Predicates are
defined with arguments. A state is a particular assign-
ment of argument values. All the predicates are al-
ways present exactly once in the current state, but the
values of their arguments may be null, or they may be
lists of values. These predicates are described below.

alarm(title, hour, minute) The latest reminder fired
by the user’s agenda; if there is no reminder, all
the arguments have null values.

xActivity(machine, isActive) Indicates whether
there is some X server activity going on on a
particular computer or not.

inOffice(user, office) Indicates the office that a user
is in, if known, null otherwise.

absent(user) States that a user is currently absent
from his office. He could be in another office or
at an unknown location.

hasUnreadMail(from, to, subject, body) The latest
new email received by the user.

entrance(isAlone, friendlyName, btAddress)
Expresses that someone just entered the user’s
office. The person is identified by his bluetooth
device. The argumentisAloneindicates that the
user was or was not alone before the event.

exit(isAlone, friendlyName, btAddress) Expresses
that someone just left the user’s office.

task(taskName) The task that the user is currently
working on.

user(login) This predicate is not meant to be modi-
fied, it identifies the main user of the assistant.

userOffice(office, login) Likewise, this predicate
identifies the office of the main user.

userMachine(machine, login)Likewise, this predi-
cate identifies the computer of the main user.

screenLocked(isLocked, machine)Indicates
whether the screen of a particular computer is
currently locked or not.

musicPaused(isPaused, machine)Indicates
whether music is currently playing on a par-
ticular computer or not.

The choice of these predicates is linked to the sen-
sors at our disposal. For instance if we add a mod-
ule capable of measuring the light intensity in a room,
we would add the predicatelightIntensity(value,
office). Likewise, if bluetooth dongles are not avail-
able, we can replace entrance and exit events by an-
other detector, for instance a video tracker or an RFID
tag reader. The arguments of the predicate would
change. Ideally, when installing this system in an en-
vironment, predicates defining a state should be se-
lected automatically.

An example would be the state:

alarm(minute=<null>, title=<null>, hour=<null>);

xActivity(isActive=<null>, machine=<null>);

inOffice(office=<null>, user=<null>);

absent(user=<null>);

hasUnreadMail(from=<null>, to=<null>, body=<null>,

subject=<null>);

entrance(isAlone=<null>, friendlyName=<null>,

btAddress=<null>);

exit(isAlone=false, friendlyName=Sonia,

btAddress=00:12:47:C9:F2:AC);

task(taskName=<null>);

screenLocked(machine=<null>, isLocked=<null>);



musicPaused(isPaused=<null>, machine=<null>);

user(login=zaidenbe);

userOffice(office=E214, login=zaidenbe);

userMachine(login=zaidenbe, machine=hyperion);

In this example, the main user iszaidenbe and a
bluetooth device with the given address just left the
office. The database (section6.2) provides us with
the information that this device belongs to the user
zaidenbe.

Additionally, each predicate is endowed with a
timestamp. The timestamp accounts for the number
of steps since the last change within this predicate’s
values. Among other things, this is used to main-
tain the integrity of states. For instance the predicate
alarm can keep a value only for one step. An action is
immediately taken when a reminder is triggered. This
action can be to do nothing about the reminder, but
in any case the values of the predicate are set back to
null after one step, based on the value of the times-
tamp. It can also be useful to know which predicate
is the latest, for instance if bothinOffice andabsent
have non-null values (the office being the user’s of-
fice), we can set to null the arguments of the predicate
with the oldest timestamp.

Our definition of a state includes values such as
the sender of an email or the bluetooth address of a
device that entered a room. Therefore, our state space
is very large. Let us notice that this exact information
is not always relevant for the choice of an action. The
user might wish for the music to stop when someone
enters the office, whoever it is. But he might wish to
be informed of emails from his boss but not from a
newsletter sender. Leaving all the information in the
Q-table is inconceivable because of the size of the ta-
ble we would obtain. Besides, it would not necessar-
ily be relevant to distinguish those states. If we con-
sider only the state “someone entered the office”, we
provide a more satisfying behavior of the assistant. In
fact, we do not need to observe the event “Mr Smith
entered the office” to know how to react if we already
observed the event “Mrs Bloom entered the office”.

Therefore we generalize states in the Q-table. We
achieve this be replacing values with wildcards: “<+>”
means any value but “<null>” and “<*>” means any
value including “<null>”.

The Action Space. At the moment we can execute
the following actions:

• Forward a reminder to the user. We dispose of
several modalities and choose among them ac-
cording to the user’s context and preferences; This
is the parameter of the action. We can display
a written message on any screen of the environ-

ment, speak the message through a voice synthe-
sizer or send an email to the user;

• Inform the user of a new email, using diverse
modalities as well;

• Lock the screen of a computer;

• Unlock the screen of a computer;

• Pause the mucis playing on a computer;

• Unpause the mucis playing on a computer;

• Do nothing.

As mentioned above, these actions correspond to the
effector modules that we dispose of in the environ-
ment; it would be easy to extend our actions if addi-
tional effectors became available.

Reward. Since the user is the target of the as-
sistant’s services, the user is the one to give re-
wards to the assistant. But, as pointed out by
(Isbell et al., 2001), user rewards are often inconsis-
tent and can drift over time:Individual users may be
inconsistent in the rewards they provide (even when
they implicitly have a fixed set of preferences), and
their preferences may change over time (for example,
due to becoming bored or irritated with an action).
Even when their rewards are consistent, there can be
great temporal variation in their reward pattern. We
have to take into account the fact that the user will not
always give a reward and that when he does, the re-
ward may concern not only the last immediate action,
but the last few actions.

We gather reward from explicit and implicit
sources. At all times, the user has the possibility to
explicitly give a reward for the last action. We pro-
vide an interface that displays the last state, the action
taken in that state and a slider for the reward. The
user has all the information at hand to give reward
whenever he chooses to. Additionally, we use implicit
clues of the user’s satisfaction. For instance, if we in-
form the user of a new email and the user views the
message, then he probably was satisfied with the ac-
tion. If he ignores the message, we deduce a negative
reward. However, such implicit reward is numerically
rather weak. When we have neither, we execute the
reinforcement learning step with a zero reward.

6.3.2 Model of the Environment

In order to apply an indirect reinforcement learning
algorithm such as DYNA-Q (figure2), we need to
model the environment, that is to say the transition
functionP .



We use common sense to initialize the transition
function, then we apply supervised learning on ex-
amples to complete the model. Examples are regis-
tered during interactions of the assistant with the user.
At each step, we register into the database (table “Rl
Examples History” figure5) the previous state, the
last taken action and the current state which is thus
the next state of the tuple. At regular time intervals,
we run the supervised learning algorithm on new ac-
quired examples.

The transition model. The transition model is a set
of transformations from a state to the next state, given
an action. A transformation is composed of starting
predicates, an action, modified predicates and a prob-
ability of being applied. Figure6 shows the XSD
schema of a transformation.

Figure 6: Simplified XSD schema of a transformation.

Let us explain this schema on an example. We
want to use the common sense knowledge that if the
action is to lock the screen, in the next state the screen
is locked. We create a transformation that will ex-
press this observation. The previous state of a trans-
formation is represented by a list of one or more start-
ing predicates, each of them having required values
for its arguments. In this example, we only need to
know the machine of the user, the other predicates’
values do not matter for this transformation. Thus
the predicateuserMachine in the previous state must
have non null values for the argumentsmachine and
login. Since the argumentlogin should be the one of
the main user, this main user should be defined within
the state: the predicateuser must have a non null ar-
gumentlogin. Thus we have two constrained start-
ing predicates. This is expressed in XML as follows,
“<+>” meaning any value except “<null>”:

<startingPredicate>
<name>user</name>
<argument>

<name>login</name>
<requiredValue><+></requiredValue>

</argument>
</startingPredicate>
<startingPredicate>

<name>userMachine</name>
<argument>

<name>login</name>

<requiredValue><+></requiredValue>
</argument>
<argument>

<name>machine</name>
<requiredValue><+></requiredValue>

</argument>
</startingPredicate>

This transformation can be applied to every
state matching these constraints on the values of
its predicates, when the corresponding action has
just ben taken. This action is expressed in
the XML element <action>lockScreen</action>.
The probability of this transformation being ap-
plied (if several transformations with this action
match the current state) is expressed in the element
<probability>0.9</probability>.

To obtain the next step, the learning agent copies
all the predicates from the previous state and applies
the modifications of the transformation. A modifica-
tion operates on a particular argument of a predicate
and can be of three sorts: set the value to null, set a
specific value or set the value of another predicate’s
argument. In our example we obtain the following:

<modifiedPredicate>
<name>screenLocked</name>
<modification modifiedArgument="machine">

<valueOf>userMachine:machine</valueOf>
</modification>
<modification modifiedArgument="isLocked">

<value>true</value>
</modification>

</modifiedPredicate>

In this case we modify the predicatescreenLocked,
the argumentmachine takes the value of the argument
machine of predicateuserMachine and the argument
isLocked takes the valuetrue.

Having a set of such transformations, when be-
ing in a state and taking an action, we can compute
the next state of the environment. If we find at least
one transformation whose starting predicates match
the ones of the current state and whose action is the
last action taken, we choose one randomly based on
their probabilities, and apply it. If no transformation
matches, we consider that the state does not change.

Supervised Learning of the Transition Model. As
mentioned at the beginning of section6.3.2, we ob-
serve interactions with the real environment and store
in the database examples of the next state given the
current state and the action. We use these examples to
learn the transition model, that is to say, to create new
transformations. The supervised learning algorithm
used is given Figure7.



Input: A set of examples{s, a, s′}, Output:P

• For each example{s, a, s′} do

– If a transformationt that obtainss′ from s with the
actiona, can be found, then
∗ Increase the probability oft.

– Else
∗ Create a transformation starting withs, having the

actiona and ending ins′, with a low probability.
∗ Decrease the probability of any other transforma-

tion t ′ that matches the starting states and the ac-
tion a but whose ending state is different froms′.

– End if.

• Done.

Figure 7: The supervised learning algorithm for the transi-
tion model.

It makes sense to run this algorithm rather often
at first and to space out the runs as the environment
model is complete enough. One way to evaluate the
completeness of the model is to consider number of
new transformations created during supervised learn-
ing. If transformations are actively created, then the
model does not cover the environment. When new
transformations are rare, then the model has already
seen most of the environment. But we should not stop
performing this learning from time to time because
the environment could evolve. In fact, from the as-
sistant’s point of view, the user is part of the environ-
ment. Since we can not predict the user’s actions and
decisions, this model is non stationary, thus we can
not stop updating it.

6.3.3 Model of Reward

For the same reason that we need an environment
model, we need to model the reward functionR . We
apply the same principle as forP : we define initial
rules from common sense knowledge and we learn
the reward function using examples observed during
interaction with the real environment. The reward
model is a list of entries, each entry being the triplet
{s, a, r}, the rewardr earned when taking actiona in
states. Figure8 shows the XSD schema for an entry
of the reward model.

Figure 8: XSD schema of an entry of the reward model.

An example of an entry predefined using common
sense knowledge would be the following:

<state>
<predicate>

<name>xActivity</name>
<argument>

<name>machine</name>
<requiredValue><+></requiredValue>

</argument>
<argument>

<name>isActive</name>
<requiredValue>true</requiredValue>

</argument>
</predicate>

</state>
<action>lockScreen</action>
<reward>-50</reward>

This entry expresses the fact that if a machine is ac-
tive, locking its screen results in a negative reward.
This rule can be applied to every state that matches
the required values, whatever the other predicates are.

Supervised Learning of the Reward Model. In or-
der to learn the reward model, we store in the database
(table “Reward History” figure5) all observed exam-
ples of reward given during real interaction with the
user. Such an example is a triplet{s, a, r}. The learn-
ing algorithm is given figure9.

Input: A set of examples{s, a, r}, Output:R

• For each example{s, a, r} do

– If a reward model entrye = {se, ae, re} such ass
matchesse anda = ae, can be found, then
∗ Updatee, setre = mix(r, re), wheremix is a merg-

ing function.
– Else
∗ Add a new entrye= {s, a, r} to the reward model.

– End if.

• Done.

Figure 9: The learning algorithm for the reward model.

In the algorithm given above (figure9), when
adding a new entry to the model, the new entry is de-
fined with the exact states, without generalizing its
values since we can not know which values are im-
portant for this entry. We can apply another treatment
afterwards to possibly merge entries that express the
same piece of information (section6.3.5). Further-
more, when updating an entry, we need to define a
merging functionmix that translates the weight of the
new example against the previous value of the reward.



Currently the resulting reward is composed of 70% of
the model’s reward and 30% of the new example’s re-
ward. We intend to perform comparative tests to vali-
date or change this choice.

When running an indirect reinforcement learning
algorithm such as DYNA-Q (figure2), we query the
reward model for a value ofr given the current state
s and the chosen actiona. If the model contains an
entrye= {se, ae, re} such assmatchesse andae = a,
then we use the reward valuere. If not, we use a zero
reward.

6.3.4 Global Learning Algorithm

At this point we have defined all the elements of our
learning algorithm, let us formulate the interweaving
of these elements.

At the beginning of the assistant’s life, the only
knowledge the reinforcement learning agent has, is an
initial reward model and an initial transition model,
both defined using common sense. First of all, the
RL1 agent performs an episode using these initial
models in order to initialize the Q-table. In fact, ac-
tions of the system are chosen using these Q-values.
Since we would like the assistant to have a consistent
initial behavior, we need the Q-table to be initially
filled.

When an event in the environment is detected, the
RL agent receives an update of one of the predicates
and triggers a state change. We make the assumption
that an event modifies only one predicate at a time.
When adding new sensors that detect new events, we
will have to add a new predicate to the definition of
states, corresponding to that event.

When the RL state changes, we are able to add an
example for the transition model by storing the pre-
vious state, the last action and the current state to the
database. The RL agent uses its policyπ to choose
the next action and returns it to the assistant. The
latter is in charge of transmitting the correct queries
to effector modules in order to execute the action in
the environment. The current state and the last action
are displayed to the user (in a non-disruptive manner)
and if he chooses to give a reward, then this reward
is stored in the database for the reward model. We
choose not to perform a step of the Q-learning algo-
rithm (step2d of the DYNA-Q algorithm figure2).
Indeed, we only update the Q-table when performing
the planning step (2f). In this way, the behavior of the
assistant is only modified at known moments and we
could always inform the user of the modification be-
fore it actually takes place. We intend to reassess this
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choice by comparing results with and without this on-
line Q-table update.

The supervised learning of the transition model
and the reward model is performed everyn steps,
when enough new experience has been acquired. Fig-
ure10sums up this algorithm.

Input: Initial transition and reward models, Output: the
user’s context model.

1. Run an episode (algorithm figure11).

2. At each stepi:

(a) Receive the new statesi .
(b) Store the example to the database:{si−1, ai−1, si}.
(c) Choose an action using the current policyai = π(si)

and return it to the assistant for it to execute the ac-
tion in the real environment.

(d) Display to the usersi andai .
(e) If the user gives a reward then store it to the database:
{si , ai , r i}.

(f) If i is a multiple ofn then
i. Run the supervised learning of the transition model

(algorithm figure7).
ii. Run the supervised learning of the reward model

(algorithm figure9).

3. In parallel, at regular time intervals, run an episode (al-
gorithm figure11).

Figure 10: The global learning algorithm of the RL agent.

The planning step (step2f) of the DYNA-Q algo-
rithm figure2) consists in running an episode of re-
inforcement learning. It seems reasonable to perform
it rather often at first in order to quickly integrate ev-
erything that happens into the Q-table. Later on, the
assistant can run episodes less often, for instance once
a day.

An episode consists of executingk steps of rein-
forcement learning. An episode can end earlier if a fi-
nal state is reached, but in our application there are no
final states. Each step consists of a state change which
leads to the choice of an action by the policy, and to
the update of a Q-value, using our transition and re-
ward models. In our environment, a state change is
triggered by an event, thus we need to generate events
for the indirect reinforcement learning. We can ei-
ther follow the DYNA-Q algorithm and only replay
previously seen events, or we can generate random
events. We implement the first option thanks to our
database where each sensor module stores every event
that it detects (table “eventshistory” figure4). At ev-
ery step of an episode, we choose randomly among
these stored events. This allows to make the most of
past experience. The second option, generating ran-



dom events, emphasizes exploration. It allows to have
an estimate for a Q-value even if the situation never
happened yet. Thus when it happens for the first time,
the assistant will not act absurdly. For this method to
make sense, we need the transition and reward mod-
els to be somehow complete. We intend to test and
compare both methods, plus a mixture of both meth-
ods (starting with the first option and as the models
evolve, add more and more of the second method).
Figure11sums up this algorithm.

Input: P , R , Output:π
1. Repeat the following stepsk times:

(a) Choose a states.
(b) Choose an actiona = π(s).
(c) Sends anda to the world model and obtain predic-

tions of next states′ and rewardr:
s′←maxs′∈S P (s′|s, a), r← R (s, a)

(d) Apply a reinforcement learning method to the hypo-
thetical experience〈s, s′, a, r〉:
Q(s,a)←Q(s,a)+α(r +γmaxa′ Q(s′,a′)−Q(s,a))

Figure 11: An episode of Q-learning used for planning by
the RL agent.

6.3.5 Split and Merge

As mentioned section6.3.1, our state space is ex-
tremely large and we need to reduce it. To do so, we
generalize states by replacing actual values by wild-
cards to merge states.

In the second place, we need to reveal cases where
we should not generalize the state but keep the ac-
tual values. This way we could make the assis-
tant inform the user of an email from his boss and
not inform the user of an email from the address
“newsletter@newyorktimes.com”. We intend to ac-
complish this through an offline treatment inspired by
(Brdiczka et al., 2005). The idea is to detect conflict-
ing rewards given by the user as a response to similar
events, corresponding to states that were merged in
the Q-table. This way we can split these states and
learn different Q-values for each of them. We are
able to perform this treatment because we register all
events and all given rewards in the database.

Likewise, it is possible to enhance the reward
model by applying a similar split and merge tech-
nique. This will be done by an offline treatment as
well. Indeed, when adding new entries to the reward
model (algorithm figure9), we add exact states, with-
out generalization (because at that time we can not
know which values were important for the user to
give his reward). The offline treatment would reveal

similar entries with similar reward values so that we
could merge these entries by generalizing values. In
the history of all given rewards (and not in the reward
model), it would also pick out entries that were used
to update the same entry in the model but witch have
different rewards. In that case we would split the en-
try in the reward model.

6.3.6 Further Improvements

To improve our learning algorithm, we will split the
transition model into two: one model providing the
next state after an action was executed (the current
model) and one model providing the next state after
an event was detected. The personal assistant simply
forwards events to the RL agent. The latter knows if
the event is a consequence of its own action or not.
In the first case, it registers into the database an ex-
ample of the old state, theactionand the next state:
{s, a, s′}. In the second case, it registers an example
of the old state, theeventand the next state:{s, e, s′}.
This example is then used to learn the event transition
model, in the same manner we learn the action tran-
sition model (section6.3.2). This is a better way of
computing the next state of an event.

7 CONCLUSION AND EXPECTED
OUTCOME

The aim of this research is to investigate the learning
of a context model in the frame of ubiquitous environ-
ments. A context model tells which are the observ-
able situations and what actions should be executed
in each situation in order to provide a useful service
to the user. We achieve this goal by applying a rein-
forcement learning algorithm. The outcome of rein-
forced learning is a policy, based on a Q-table, which
corresponds to what we wanted to obtain. A Q-value
indicates how desirable an action is when being in a
certain state. Thus, for each observable situation the
user is in, our personal assistant can choose the best
action to execute. We use techniques to initialize and
accelerate the learning process in order to bother the
user with as few undesirable actions as possible. To
do so, firstly we use common sense to build an initial
behavior. Secondly we perform off-line virtual learn-
ing steps to simulate real interaction with the user. In
this way, the system learns more quickly. We took
into account the fact that the user rewards may be in-
consistent, may concern not only the last action, but
the last few actions, and may not always be given at
all. Our assistant is deployed into a ubiquitous en-
vironment equipped with video cameras, bluetooth



sensors, microphones, speakers and mobile devices.
We use these devices to gather information about the
user’s context and activity, and to provide him ser-
vices. For this work to be complete, we need to finish
a few functionalities of the assistant such as the split
and merge algorithms described section6.3.5. We
also need to perform evaluations of our algorithms, to
compare several techniques mentioned in theis paper,
and to carry out tests with real users of the assistant.
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