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Abstract. In this paper we present a new model for the requirementysinaf
a system. This is a new model based on the multiagent systaradigm with
the aim to support the requirements analysis phase of sgstesign. This model
offers a structured approach to requirements analysiggdbais conceptual mod-
els defined following a visual modeling language, calledetielence networks.
The main elements of this visual language are the agentsthéih goals, ca-
pabilities and facts, similarly to the TROPOS methodold®i][ The normative
component is present both in the ontology and in the conaéptetamodel, as-
sociating agents to roles they play inside the system andodigeals, capabilities
and facts proper of these roles. This improvement allowsfimd different types
of dependence networks, called dynamic dependence netvaoik conditional
dependence networks, representing the different phadhe oéquirements anal-
ysis of the system. This paper presents a requirementssismatypdel based on
normative concepts such as obligation and institution. @adel is a model of
semiformal specification featured by an ontology, a metaeha graphical no-
tation and a set of constraints. Our model, moreover, altbwglefinition of the
notion of coalition for the different kinds of network.

1 Introduction

The diffusion of software applications in the fields of e€3ae and e-Research un-
derlines the necessity to develop open architectures,tatdeolve and include new
software components. In the late years, the process ofriefipese software systems
became more complex. The definition of appropriate mechanisf communication
and coordination between software components and humas mnedivates the devel-
opment of methods with the aim to support the designer fomthele development
process of the software, from the requirements analyskstiniplementation.

The answer to this problem comes from software engineetiag frovides nu-
merous methods and methodologies allowing to treat morgtmnsoftware systems.
One of these methodologies is the TROPOS methodologdy [ElEldped for agent-
oriented design of software systems. The intuition of th©PRS methodolog¥[11] is
to couple, together with the instruments offered by sofenargineering, the multiagent
paradigm. In this paradigm, the entities composing theesysire agents, autonomous
by definition, characterized by their own sets of goals, bditi@s and beliefs. The
multiagent paradigm allows the cooperation among the agsith the aim to obtain
common and personal goals. In this way, multiagent systdfasa solution for open,
distributed and complex systems and the approach comisniithgare engineering and



multiagent systems is defined Agent-Oriented Softwarefg®ging (AOSE). TROPOS
[LT] covers five phases of the software development protesgarly requirements al-
lowing to analyze and model the requirements of the contexthich the software
system will be inserted, late requirements describing ¢élggiirements of the software
system, architectural design and detailed design aimidgs$an the architecture of the
system and, finally, the code implementation.

The TROPOS methodology 1] is based on the multiagent jgaralut it does not
consider the addition of a normative perspective to thiagigm. Since twenty years,
the design of artificial social systems is using mechanigkessiocial laws and norms
to control the behavior of multiagent systerhs [6]. Thesdadamncepts are used in
the conceptual modeling of multiagent systems, for exanmptequirement analysis,
as well as in formal analysis and agent based social simualaor example, in the
game theoretic approach of Shoham and Tennenhollz [29hIdaws are constraints
on sets of strategies. Together with the rationality assiomg of classical game theory,
this leads to the analysis of, for example, stable or minisoalial laws, which can be
used to choose the best alternative among a set of availatikd Eaws. More recently,
institutions have emerged as a new mechanism in the desaytifafial social systems,
which are used in conceptual modeling of multiagent org@tions in agent oriented
software engineerind [37]. Roughly speaking, institusiare structures and mecha-
nisms of social order and cooperation governing the behafia set of individuals.
They are needed to enforce the global behaviour of the soaret to assure that the
global goals of the society are met. However, the formalyasislof the institutions is
challenging due to the complexity of its dynamics. For exkyihe agents may change
the roles they are playing, or the institution itself may g over time due to the be-
havior of the agents. In this paper, we propose to add itistits and norms, presented
thanks to the normative multiagent paradigm, to the requéirgs analysis phase. This
paper addresses the following research question:

— How to develop a model for requirements analysis based ondhaative multia-
gent paradigm?

Our approach is based, following the approach of TROHOR frih semiformal
language of visual modeling and it is composed by the folhgyarts. First, we present
an ontology that defines the set of concepts used in the nmgd@&lhe elements compos-
ing the ontology are agents, goals, facts, skills, depezidencoalitions with the addi-
tion of the normative notions of roles, institutional goatstitutional facts, institutional
skills, dynamic dependencies, obligations, sanctiorrsgary obligations and condi-
tional dependencies. Second, our meta-model is specifiddMily diagrams. These
diagrams and the graphical notation establish how to gecafifzidepict the elements
composing models. Our model is a directed labeled graph evhodes are instances
of the metaclasses of the metamodel, e.g., agents, goetis, énd whose arcs are in-
stances of the metaclasses representing relationshipsd@them such as dependency,
dynamic dependency, conditional dependency. In TROPOSt[ielrequirements anal-
ysis is split in two main phases, the early requirementshadktte requirements. In our
model, these two phases share the same conceptual and wietficdl approach, thus
we call both of them only requirements analysis.



We provide an abstract notion of institution and a definitadra new modeling,
called dynamic dependency modeling, based on the struofudgnamic dependence
networks. These networks, as classical dependence netwwgict the dependencies
among the agents. The dependencies reflect the relatioe&etive goals of agents and
agents who have the power to achieve them. In the institaltiperspective, institutional
powers cannot be captured by the existing dependence netfmymalism, since they
introduce a dynamic component. Institutional powers caangle the norms and per-
missions of agents playing roles, and, thus, by exercisipgvger an agent transforms
a dependence structure into a new one by adding or removipendencies thanks to
the institutional level of the ontology. Thus, power is s@snthe base of the change
that is applied to the network describing the system, diffiliy from what expresses by
Jones and Sergdi[P1] and Grog$sil[20]. Moreover, we intredbe normative issue of
obligations, representing them directly in dependenceorwds. This introduction al-
lows the definition of a third kind of modeling called condiial dependency modeling
based on the structure of conditional dependence netw@dsditional dependence
networks represent obligations as particular kind of ddpenies and these obligations
are related to notions as sanctions, if the obligation isfuiéitied, and as contrary-to-
duty when the primary obligation, not fulfilled, actives @sedary obligation.

A coalition is an alliance among agents, during which thegpsrate in joint ac-
tion, each one following his own self-interest. We defineribdon of coalition in de-
pendence networks, based on the idea that to be part of dicoativery agent has to
contribute something, and has to get something out of itceSthe processes involv-
ing coalitions dynamics are complex and costly social beligaythe idea is that agents
have to maintain the stability of their own coalition, payiattention to the possible
actions that can be performed by the other agents to stcatbgincrease their profit,
mining the coalition or, even worse, destroying the caailititself. To maintain sta-
bility, coalitions have to change dynamically. The podgibto represent coalitions is
relevant for systems design and, in particular, for the irequents analysis where the
different components of the system can have the necessityojgerate in a preferential
way with a specific subset of other components. The aim ofirequents analysis in
this context consists in the definition of models able to @spnt these groups and to
provide methods to maintain the stability and the cohesfdahese groups.

Our model is not intended to support all analysis and desigimites in software
development process, from application domain analysisxdovthe system implemen-
tation as in the TROPOS methodolodiv][11]. Moreover, thettneat of a topic like
contrary to duty does not concern any connection with dedotiic approaches to
solve and analyze this structure such as in Prakken and 984jo

This paper is organized as follows. Section 2 describes @ inputing scenario
as case study for the design of virtual organizations focier&e and e-Research. In
Section 3, we present the core concepts of the ontology @idnier-relations. In Sec-
tion 4, we define the structure of dynamic dependence nesnanmkl we introduce the
notion of coalition in this kind of network. Section 5 pretenonditional dependence
network, introducing some constraints that have to be setfiresenting coalitions in
the conditional dependency modeling. Related work andlosiuns end the paper.



2 The Grid Scenario

Grids and the Grid Computing paradigm provide the techrioddgnfrastructure to
facilitate e-Science and e-Research. Grid technologiesepport a wide range of re-
search including amongst others: seamless access to aofarggeputational resources,
linkage of a wide range of data resources, exploitation afeth instruments such as
astronomical telescopes or specialized resources sudhusdization servers. Histori-
cally, much of the focus and effort of Grid computing was liaggon addressing access
to and usage of large scale high performance computing (iH#0yrces such as cluster
computers. These access models are typified by their predothy authentication-only
based approaches which support secure access to an aco@uciuster. It is often the
case that research domains and resource providers reqoliesimfiormation than sim-
ply the identity of the individual in order to grant accessuse their resources. The
same individual can be in multiple collaborative proje@steof which is based upon a
common shared infrastructure. Knowing in what context a isseequesting access to
a particular resource is essential information for a resmprovider to decide whether
the access request should be granted or not. This informatitypically established
through the concept of a virtual organization (VQ)I[18]. Atual organization allows
the users, their roles and the resources they can acces®iialaocative project to be
defined.

Fig. 1. A Grid composed by six hodes and the interconnections antaeng.t

In the context of virtual organizations, there are numeteahnologies and stan-
dards that have been put forward for defining and enforcirthaxization policies
for access to and usage of virtual organizations resouR@s. based access control
(RBAC) is one of the more well established models for degegilsuch policies. In the
RBAC model, virtual organization specific roles are assiteindividuals as part of
their membership of a particular virtual organization. $&ssion of a particular role,
combined with other context information, such as time of dagi amount of resource
being requested, can then be used by a resource gatekeefemide whether an ac-
cess request is allowed or not. One of the key advantageatisvtiilst individuals in
a virtual organization may come and go, the role itself iskety to change as much.
Consequently RBAC based approaches are considered méablecand manageable.
The key advantage of RBAC-based security models compareth&y approaches is



that privileges and access is determined by roles and meimipsra user holds and
not merely on identity. Indeed the common philosophy uryitegl the Grid is that all
resource providers are expected to be autonomous, i.enthgyallow/deny access re-
quests at their own discretion. Nevertheless, a cruciasidenation in establishing a
virtual organization is whether a common understandindpefvarious roles and their
associated privileges needs to be established through®ettire virtual organization
or not.

There are two primary models for defining roles specific tortual organization:
the centralized and decentralized modgls [18]. In the aéiméd model, all sites agree
in advance on the definition and names of the roles that aleaple to their particular
virtual organization, and the privileges that will be assig to them. A single virtual
organization administrator is then appointed who will tglly assign these roles to
individuals on a case by case basis when users ask to be djartecular roles or per-
missions in the virtual organization. The decentralizetlwl organization role model
is more aligned with the original dynamic collaborativeuratof the Grid. In this model
there is no central virtual organization administratostéad, each resource site has its
own local administrator who is completely responsible fetedmining which virtual
organization members can access the local virtual orgtoizveesources. Each site ad-
ministrator determines the roles and the associated @gied that are required to access
and use the local resources. Consequently, they can debidb wther administrators
(at this and other virtual organization sites) are trustedssign which roles to which
virtual organization users. In this way they may each ddte¢m each other the re-
sponsibility of user-role assignments throughout theugirorganization. This model
allows for more dynamic collaborations to occur. Thus rathan all sites having to
agree on virtual organization-wide roles and develop aasetpolicies, the decentral-
ized model allows a resource administrator to directly mtfeend users and trusted end
user administrators with the privileges they need to enatdess to his resource.

Role based access control systems make access contrabdediased on the roles
that users hold. Traditional output of the access controisitens areGrantedandDe-
nied, which dictate whether the requests are authorized or roprésented by Zhao et
al. [39], obligations are requirements and tasks to be ledfjiwhich can be augmented
into conventional systems to allow extras information tspecified when responding
to authorization requests. For examplelinl [38], administsacan associate obligations
with permissions, and require the fulfilment of the obligas when the permissions
are exercised. The base model associated users with rotesplas with permissions.
Users, being members of roles, acquired all permissiorecaged with the roles. The
hierarchical model enhanced the base model by allowingseales to acquire per-
missions of their junior roles. The general idea of the r@lsdal access control model is
that, permissions are associated with functional rolesgamizations, and members of
the roles acquire all permissions associated with the réléscation of permission to
users is achieved by assigning roles to users. An obligaiassociated with privileges,
and when an operation is performed, the obligation assmttatthe privilege which au-
thorizes the operation is activated. Obligations are requénts to be performed by a
specific deadline. Failure of the fulfilling an obligationlMisncur a sanction.



Some of the main features of a node in a Grid are reliabiliéggrde of accepted
requests, computational capabilities, degree of faulisi@gree of trust for confidential
data. These different features set up important differeraeaong the nodes and the
possible kinds of coalitions that can be formed and maietiiin this scenario, as in
the following examples, we do not consider the way the doaktare formed but we are
interested in coalitions’ evolution. We think of alreadyrfeed coalitions and we discuss
the notion of stability and the possible ways to regulatséteoalitions thanks to the use
of obligations. The idea is that coalitions emerge thankf¢opreferred relationships
among the different nodes, e.g., each node maintains afslist of the more trusted
nodes forming a coalition with it. Reciprocity-based cthatis can be viewed as a sort
of virtual organizations in which there is the constrairgttbach node has to contribute
something, and has to get something out of it.

The scenario of virtual organizations based on Grid neta/cggresents a case study
able to underline the benefits of a normative multiagentgigra for requirements anal-
ysis. First of all, in the normative multiagent paradigm adlas in the common mul-
tiagent one, the autonomy of agents is the fix point of all@spntations, i.e., the Grid
philosophy imposes the autonomy of the nodes composing@or®l, the normative
multiagent paradigm allows a clear definition of the notionale and its associated
permissions, i.e. the role based access control policyseesign able to assign roles
and represents all the consequent constraints based onThéeuh the normative mul-
tiagent paradigm allows the introduction at requirementdysis level of obligations
able to model the system. Fourth, the concept of coalitiattla@ constraints introduced
by this concept to the early and late requirements model eaigd the concept of “lo-
cal network" in virtual organizations. Finally, the modhwjiactivities of dependency
modeling, dynamic dependency modeling and conditionaéddpncy modeling depict
the system using structures similar to the Grid networkfitse

3 Institutional MAS: agents, roles and assignments

Since last years, many factors have caused a great incretise @admplexity of soft-
ware systems. Applications such as e-commerce, e-ser@essence, e-research are
clear example of this kind. The software for these applicetinas to be based on open
architectures and it has to evolve over time to integrate meware components and
answer to the necessity of new requirements. Our model issadged to the representa-
tion of the requirements of the system using the normativitiagent paradigm. This
model is based firstly on an ontology containing a number atepts related to each
other. We divide our ontology in three submodels: the agendet) the institutional
model, and the role assignment model, as shown in Figure & Fidure depicts the
three submodels which group the concepts of our ontology.

Such a decomposition is common in organizational theorgabse the organiza-
tion can be designed without having to take into account gfemes that will play a role
in it. Also, if another agent starts to play a role, for exaenjpla node with the role of
simple user becomes a VO administrator, then this remansparent for the organiza-
tional model. Likewise, agents can be developed withoutkng in advance in which
institution they will play a role.
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Fig. 2. The conceptual metamodel.

The notion of agent and all its features as goals and capebilre used in the
conceptual modeling as in TROPJS][11]. In our model, we adtiése notions those
related to the institution such as the notion of role andtaliristitutional goals, capa-
bilities and facts. Both these notions, combined in the doetbview, are used in the
conceptual modeling and to each agents it is possible tgragéiferent roles depend-
ing on the organization in which the agent is playing. Addihg institution, to each
agent are associated both a number of physical features el with all its institu-
tional features. In this way, early and late requirementsuEabased both on agents and
on roles. The models are acquired as instances of a contempttemodel resting on
the concepts presented in the following subsections. Weepteur three submodels as
definitions and each definition contains the concepts baigrtg this particular subset
of the ontology.

3.1 Agent View

The representation of the system from a material point efMalled agent view, can be

imagined as composed by a set of agents, each of them witksitgiated sets of skills

and goals and a set of actions, a set of facts describing tHd aod a set of rules that

allow the application of an action by an agent that can perfiband the consequences
of the action on the system. The definition of the agent vieasifollows:

Definition 1 (Agent view).

(A, F,G, X,goals: A — 29 skills: A — 2% rules : 2% — 29) consists of a set
of agentsA, a set of facts’, a set of goalg7, a set of actionsX, a functiongoals
that relates with each agent the set of goals it is interesteé functionskills that
describes the actions each agent can perform, and a set e$,ratpresented by the
functionrules that relates sets of actions with the sets of goals they see to

Example 1.Considering a virtual organization on a Grid with a role lihgecess con-
trol policy, the agent view is used to describe the set otilegite users of the system,
represented inside the Grid as nodes. Each user is prowdeedét of actions he can do,



represented by the sét, e.g., to save a file on his file system or to start a computation
on his personal computer, and by a set of goals he would fulitiresented as the set
G, e.g., he wants to reserve half of his available memory f@dhia or he has to obtain
the result of a computation in two hours. These acti®&hsan be compared to the op-
erations that are recognized by the system. Funconks andskills link each agent
with the actions he can perform and with the goals he wouldinbEunctionrules is

a sort of action-consequence function, relating sets ad@sith the goals they allow

to fulfill, e.g., to obtain the results of a computation in ttimours, the user has to start
the computation on his personal computer.

3.2 Institutional View

A social structure is modeled as a collection of agents,iptpsoles regulated by norms
where “interactions are clearly identified and localizethimdefinition of the role itself"
[B7]. The notion of role is notable in many fields of Artificiltelligence and, partic-
ularly, in multiagent systems where the role is viewed asatance to be adjoined to
the entities which play the role. According to Ferter [16],role describes the con-
straints (obligations, requirements, skills) that an ageh have to satisfy a role, the
benefits (abilities, authorizations, profits) that an agélteceive in playing that role,
and the responsibilities associated to that role". In TROF], the role is one of the
three specification of the concept of actor and it is an abistiaaracterization of the
behaviour of the social actor inside the specific contexhefdpplication domain. In
our model the notion of role is inserted into the submodéédahstitutional view. Our
characterization of roles is less rigid that in][37]. Theseot just one level of inter-
action and of dependency (the 'formal’ one), but, on the @yt there are two layers,
one exploiting the other, but also diverging: the personalg skills, dependencies and
the role goals, skills, dependencies. The institutionawis defined as follows:

Definition 2 (Institutional view).

(RL,IF,RG,X,igoals : RL — 2RC iskills: RL — 2% irules: 2% — 2IF)
consists of a set of role instanc@d., a set of institutional factg F', a set of public
goals attributed to roleRG, a set of actionsX, a functionigoals that relates with
each role the set of public goals it is committed to, a funciigkills that describes
the actions each role can perform, and a set of institutiongs, represented by the
functionirules, that relates a set of actions and the set of institutioneildahey see to.

Example 2.The institutional view represents in the Grid scenario asbmeta-model
for the role based access control policy. In fact, this viepresents all the possible
roles that can be instantiated in the system and all thelgessitions and goals related
to each of these roles. For example, we can think to a Grigsystith the two basic
roles of virtual organization administrator and virtuagjanization member. These two
roles are different depending on the actions they can patféor example, the VO
administrator has the possibility to assign to the VO memthe privileges they need to
enable the access to its resource. Our approach gives tloetopity to define not only
the capabilities of a particular role but also the definitdmstitutional goals associated
to roles, differently from other approaches suchla$ [B8].[I8e institutional view is



a way to represent permissions of the users of the systems,Usging assigned to a
particular role, acquire all permissions (in this view eganted as rules by the function
irules) associated to the role. In this way, the allocation of pssions to users is
achieved by assigning roles to users. In the Grid computild,fa permission is an
approval of performing an operation on a specific target.Uunroodel, we represent
a permission in a virtual organization as the actions thatl@can perform and what
goals these actions allow to achieve. For example, a userfasktoring a file on the
file system of another node. This user is associated to a swie¢ he belongs to a
virtual organization regulated by a role based access @opddicy. The request can
be processed either by the local VO administrator or by tlee theat has received the
request. If the user requesting the service has a role tmapedorm this action, the
request is accepted and the file is saved. In this case, waeofisr simplicity the case
in which the request is always accepted if the role has thmigsion to do it without
thinking of malicious behaviours.

3.3 Role Assignment View

In TROPOSI[T1LL], the position of the actor represents thefsetles played by a single
agent. In our model, we introduce the third submodel,the askignment view, which
links the agent view and the institutional view to each atbgrmrelating agents to roles.

Definition 3 (Assignment view).
(A, RL,roles: RL — A) consists of a set of agentk a set of role instanceBL, and
a functionroles assigning a role to its player inl.

Example 3.The assignment view relates each agent with the role it mcéeed with.
In virtual organizations, this kind of assignments is dogete VO administrator, in
the centralize model, and by the VO local administratorgshandecentralized model.
In our model, there is not a constraint on what kind of agesttha power to assign
roles and thus privileges to the users. The assignment \aevibe eventually restricted
to one of the two cases of centralized and decentralized inode

3.4 Combined View

In our model, the system is provided with two distinct vieth® material one, called the
agent view, and the institutional one, called institutioriaw, that aims to regulate the
behaviour of the agents and to present the permissionsiatbto each role. Usually,
in a multiagent system each agent is related to a set of fadtg@als the other agents
cannot change since all agents are autonomous. All thesedeaare presented in the
concepts of the agent view. But a multiagent system is coetpbyg a multitude of agent
that, thanks to their existence inside a social structuespeovided by new sets of facts
and goals, the institutional ones, representing pernissibhe combined view unifies
the agent view and the institutional view thanks to the assignt view providing thus
the combined and unified conceptual metamodel:



Definition 4 (Combined view).

Let (A, RL,roles: RL — A) be a role assignment view for the agents and role in-
stances defined in the agent view, F, G, X, goals: A — 2¢ skills: A — 2% rules :

2% — 2¢) and institutional view(RL, I F, RG, X, igoals : RL — 27C iskills :

RL — 2% irules : 2% — 2IF) The role playing agents ar& PA = {(a,r) €

A x RL | r € roles(a))}. The combined view associates with the role playing agents
the elements of the agent and institutional view.

Example 4.The agents start with their sets of personal beliefs andsgal, only after
their insertion inside a social structure, they enlargértbets of goals and beliefs.
In particular, the set of goals is enlarged with new norneatjeals that represent the
responsibilities of the agent inside its social structuhdethe set of beliefs is enlarged
with new normative beliefs representing the set of constgunorms of the systems,
norms based on the collective acceptance of the societgseptable by means of an
institutional ontology.

3.5 Dependency Modeling

Our model is a directed labeled graph whose nodes are irestasfdhe metaclasses
of the metamodel, e.g., agents, goals, facts, and whosa@gdsstances of the meta-
classes representing relationships between them suctpasdkncy, dynamic depen-
dency, conditional dependency. The building of a modellve® many activities con-
tributing to the process of definition of the model itself.r@uodeling is based on the
theory of the social power and dependence pioneered byltasthi [1Z] as starting
point and then developed in the context of coalition formmtby Sichman[[30] and
Sauro [26]. The theory of social power and dependence istampt to transfer theo-
ries developed initially in the field of sociology to the figlfimultiagent systems and to
refine them. This theory models the potential interactionerag the agents which lead
to the achievement of a shared goal, i.e. cooperation, orettiprocal satisfaction of
their own goals, i.e. social exchange. This involves thesttigument of a social reason-
ing mechanism that analyzes the possibility to profit frontualtdependencies, e.g.,
the case in which two agents depend on each other for théesditi; of a shared goal,
or reciprocal-dependencies, e.g., the case in which twotagiepend on each other for
the satisfaction of two different goals.

In a multiagent system, since an agent is put into a systehinalves also other
agents, he can be supported by the others to achieve his @isiifjoe is not able to do
them alone. This leads to the concept of power represemtegapability of a group of
agents (possibly composed only by one agent) to achieve goais (theirs or of other
agents) performing some actions without the possibilitpembstructed. The power of
a group of agents is defined as follows:

Definition 5 (Agents’ power).

(A, G, power : 24 — 22G> whereA is a set of agents? is a set of goals. The function
power relates with each sef C A of agents the sets of goals},, ..., G they can
achieve.



Example 5.In the Grid scenario, the simplest kind of example of powarsists in
the power of the local or global administrator to give to coomusers the possibility
to access a resource. Particularly, if we consider a roledascess control policy, the
Grid administrator has the power to give to the common us@der request, a new role
which makes them able to access to a resource. Other kindsvarare, for example,
the power to perform a heavy computation or to store a greatiairof data.

The notion of power brings to the definition of a structurehwtite aim to show
the dependencies among agents. In order to define thesmmslal terms of goals
and powers, we adopt, as said, the methodology of dependeteerks developed
by Conte and Sichmaf[B1]. In this model, an agent is destiilyea set of prioritized
goals, and there is a global dependence relation that extgdidiow an agent depends on
other agents for fulfilling its goals. For examptie({«a, b}, {c, d}) = {{g1, 92}, {93} }
expresses that the set of agefiisb} depends on the set of agefitsd} to see to their
goals{g1, g2} or {g3}. For each agent we add a priority order on its goals, and we say
that agent: gives higher priority to goa; than to goal, written as{g:} >(a) {g2},
if the agent tries to achieve gogl before it tries to achieve,. In other words, it gives
more attention t@; than tog,. A dependence network is defined as follows:

Definition 6 (Dependence Networks (DN)).
A dependence network is a tuglé, G, dep >) where:

— Alis a set of agents;

— Gis aset of goals;

— dep: 24 x 24 — 22% is a function that relates with each pair of sets of agents all
the sets of goals on which the first depends on the second.

- >: A — 2% x 29 is for each agent a total pre-order on goals which occur in
his dependencies?; > (a)G2 implies thatdB,C C A such thate € B and
G1,G4 € depend(B, C).

Dependence networks represent our first modeling actihiegependency model-
ing, consisting in the identification of the dependencies antbegagents and among
the roles. In the early requirements phase, we model thendepeies among the agents
and the roles associated to the agents of the organizatidinisl way, we represent the
domain stakeholders and we model them using the multiageatdmm with the ad-
dition of the normative component with its related concepteese dependencies are
based both on goals and institutional goals. In the phasg®féquirements, the same
kind of approach is followed but the agents involved in thpetelence network are
those of the future system. A graphical representationeftibdel of thedependency
modelingis built following the legend of Figudd 3 which describes #uyents (depicted
as white circles), the roles (depicted as black circle®) apents assigned to roles (de-
picted as grey circles), the agents’/roles’ goals (dediet® white rectangles) and the
dependency among agents (one arrowed line connecting tarsagith the addition
of a label which represents the goal on which there is thert#grecy). For simplicity,
the legend considers the dependency only among agentsaisatdependencies can be
also among roles or agents assigned to roles.

We present a first example of modeling a virtual organizatiased on a Grid net-
work containing only the notions of the agent view.
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Fig. 3. The legend of the graphical representation of the modelitigiges of depen-
dencyanddynamic dependency

Example 6. Considering a Grid composed by the nodes of Fifllire 1, we cagiima
to view each node as an agent and we can form the followingrdkgree network
DN = (A,G,dep >), depicted in FigurEl4:

1. AgentSA = {711, ng,n3, N4, N5, TLG},

2. GoalsG = {g1, 92,93, 94, 95, g6 };

3. def({n1},{n2}) = {{91}}: agentn, depends on agent, to achieve the goal
{g1}: to store the filecomp.log
dep{nz2},{ns}) = {{g=}}: agentn, depends on agent; to achieve the goal
{g2}: to run the filemining.mat
def{ns},{n1}) = {{gs5}}: agentns depends on agent; to achieve the goal
{gs}: to store the filesatellite.jpg
dep{ns},{ns}) = {{gs}}: agentn, depends on agents; to achieve the goal
{gs}: to run the fileresults.mat
def{ns},{ns}) = {{94}}: agentns depends on agent; to achieve the goal
{g4}: to store the filesatellite.mpeg
dep{ns},{ns}) = {{gs}}: agentns; depends on agents to achieve the goal
{gs}: to have the authorization to open the filetaJune.mat

Exampld® shows the dependence network based on a simplexandple com-
posed by six agents. The kind of dependencies are all retatéte agent view and
they always refer to material goals and not to the instingloones, except for goal
g¢- Using dependence networks as methodology to model a systeamtage us from
different points of view. First, they are abstract, so thap be used for example for
conceptual modeling, simulation, design and formal ansl\#econd, they are used in
high level design languages, like TROP®SI[11], so they candseel also in software
implementation.



Fig. 4. Dependence Network of Exam{lk 6.

4 Dynamic Dependency Modeling

In this section, we answer to the following subquestidiew to extend dependence
networks to build a new modeling activity able to model theagyics intrinsic to the
notion of institutional view?And, how to model coalitions in dependence networks?

In multiagent environments, autonomous agents may needdpetate in order
to fulfill their goals. Each group of agents may have différdagrees of efficiency
in the achievement of its own goals due to differing captédiof its members. A
requirements analysis model has to consider also the pegwibsence of groups of
agents collaborating to each other. We call these grouggiona. In this section, we
introduce the concept of coalition in our conceptual metd@ho

4.1 Dynamic Dependence Networks

In Section 3, we introduce the different views composing @amceptual metamodel.
On the one hand, we have the agent view where one of the maindeas that, since
agents are autonomous by definition, no goals and skills esadded to an agent. On
the other hand, we have the institutional view where thatirginal goals, skills and
rules can be added to a role, always maintaining the assomptiagents’ autonomy.
The main changes that can occur thanks to the introductigheofnstitutional view
during the system’s evolution are the addition or deletibarvigoal, of aniskill and
of anirule. These additions and deletions change the number of depeiedeand
the agents involved in them, passing from a dependence retav@nother one. This
change can be represented by means of dynamic dependewoekset

We extend Sichman and Conte[S]31] theory with conditionghehdencies, in
which agents can create or destroy dependencies by infr@gdoc removing powers
and goals of agents. Goals can be introduced if they are tondl, or when the agent
can create normative goals by creating obligations for theraagents. Otherwise, if an
iskill or anirule is introduced, we have the representation of permissiorte ghese
additions allow the role to perform a wider number of actitmachieve its goals.

Dependence networks are used to specify early requirenimghtssTROPOS method-
ology [11], and to model and reason about the interactioragmagents in multiagent



systems. Dynamic dependence networks have been firsibylinted by Caire et al T1L2]
and then treated in Boella et &Il [7], in which a dependentyd&en agents depends on
the actions of other agents and, in particular, agents cketedéhe goals of the other
ones. Here we distinguish “negative” dynamic dependengfesye a dependency ex-
ists unless it is removed by a set of agents due to removal eaa ability of an
agent, and “positive” dynamic dependencies where a depeydeay be added due to
the power of a third set of agents. TBgynamic dependency modelingpresents the
second activity modeling for requirements analysis of tretesm.

Definition 7 (Dynamic Dependence Networks (DDN)).
A dynamic dependence network is a tuple G, dyndep , dyndeg , >) where:

— Ais a set of agents;

— Gis a set of goals;

— dyndep : Ax24x24 — 229 is a function that relates with each triple of a agent
and two sets of agents all the sets of goals in which the fifsédés on the second,
unless the third deletes the dependency.

— dyndep : A x 24 x 24 — 227 is a function that relates with each triple of a agent
and two sets of agents all the sets of goals on which the fipstrs on the second,
if the third creates the dependency.

- >: A — 2% x 29 is for each agent a total pre-order on goals which occur in
his dependencies?; > (a)G2 implies thatdB,C C A such thate € B and
G1,Go € dyndep (a, B,C) or G, G5 € dyndep (a, B, C).

The static dependencies are defined by(dep) = dyndep (a, B, 0).

A graphical representation of the model of thgnamic dependency modeling-
tivity is built following the legend of FigurEl3 which desbss the sign of the dynamic
dependency (depicted as a black square) and the dynamiodispey among agents
(depicted as one arrowed line connecting two agents withdlaiion of a label which
represents the goal on which there is the dependency andearsotowed dotted line
with the sign’s label connecting an agent to the arrowechgdlae that can be deleted
or added by this agent).

Example 7. Considering a Grid composed by the nodes of Fidilire 1 and thende
dence network of Examplé 6, we can form the following dynadg&ipendence network
DDN = (A, G,dyndep , dyndeg, >), depicted in FigurEl5:

1. AgentSA = {Tll, ng,n3, N4, N5, TLG},

2. GoalsG = {g1, 92,93, 94, 95, 96 }»

3. deg{n1},{n2}) = {{g1}}: agentn,; depends on agent, to achieve the goal
{g1}: to store the filecomp.log
dep{na2},{n3}) = {{g2}}: agentn, depends on agents to achieve the goal
{g2}: to run the filemining.mat
dep{ns}, {n1}) = {{gs5}}: agentn; depends on agent; to achieve the goal
{gs}: to store the filesatellite.jpg
dep{ns},{ns}) = {{gs}}: agentn, depends on agents to achieve the goal
{gs}: to run the fileresults.mat



def{ns},{ns}) = {{g4}}: agentns depends on agent; to achieve the goal
{g4}: to store the filesatellite. mpeg

dyndep (ns,{ns},{ns}) = {{gs}}: agentns; does not depend on agent to
achieve the godlgs } (to have the authorization to open the filataJune.myif it
is deleted by agents;

dyndep (ns, {ns}, {ne}) = {{gs}}: agentns depends on agent, to achieve the
goal{gs} (to have the authorization to open the filataJune.matif it is created
by agentns;

Fig.5. Dynamic Dependence Network of Example 7.

ExampldY presents the dynamic dependence network of tidesGghario. We can
note that in this network each agent has its associatedirale all the nodes are grey
ones. Suppose to have a Grid network composing a virtuah@rg@on where the local
VO administrator is agents. Agentng has delegated the power to give the authoriza-
tion to access to the files of the VO to agestbut now, since, for example, this node
became not safe, the VO administrator has to delegate thisrio another node and it
chooses node,. The dynamic dependence network reflects these actiondhaadve
have one dynamic dependency for the deletion and anothdpottee addition.

4.2 Caoalitions in Dynamic Dependence Networks

In a multiagent system, we can characterize three diffemetibns of coalitions. A
coalition can be defined in dependence networks, based dddaehat to be part of a
coalition, every agent has to contribute something, anddagst something out of it.
Roughly speaking, a coalition can be formed when there i€k ©f dependencies (the
definition of coalitions is more complicated due to the fdetttan agent can depend
on a set of agents, see below). We show how dependence nsteanibe used in the
requirements analysis for coalitions’ evolution, by assgnthat goals are maintenance
goals rather than achievement goals, which gives us auimatiata longer term and
more dynamic perspective.

A coalition can be represented by a set of dependenciegsepted by’ (a, B, G)
wherea is an agentp is a set of agents ar@l is a set of goals. Intuitively, the coalition



agrees that for eadfi(a, B, G) part of the coalition, the set of agerBswill see to the
goal G of agenta. Otherwise, the set of agenis may be removed from the coalition
or be sanctioned. The three notions of coalition definedvbehake a distinction be-
tween the coalitions which cannot be attacked by the othé@hsasdition or removal
of dynamic dependencies and thus which are actually formdderable coalitions of
which the existence can be destroyed by the deletion of dimdependencies and, fi-
nally, potential coalitions, those coalitions which carfdx@ned depending on additions
and deletions of dynamic dependencies.

Definition 8 (Coalition).
Let A be a set of agents arte be a set of goals. A coalition function is a partial function
C: Ax24x2%suchthat{a | C(a,B,G)} = {b | b € B,C(a, B,G)}, the set of
agents profiting from the coalition is the set of agents dbating to it.

Let (4, G,dyndep ,dyndep, >) be a dynamic dependence network, and dep the
associated static dependencies.

1. A coalition functionC' is a coalition ifda € A,B C A,G' C @G such that
C(a,B,G") impliesG’ € defa, B). These coalitions which cannot be destroyed
by addition or deletion of dependencies by agents in othalitians.

2. A coalition functionC' is a vulnerable coalition if it is not a coalition anda €
A,D,B C A,G' C G suchthatC(a, B,G") impliesG’ € Updyndep (a, B, D).
Coalitions which do not need new goals or abilities, but véhesistence can be
destroyed by removing dependencies.

3. Acoalition functiorC' is a potential coalition if it is not a coalition or a vulneréd
coalition andda € A, D, B C A, G’ C G such that®(a, B, G') implies

G' € Up(dyndep (a, B, D) UG’ € dyndep (a, B, D))

Coalitions which could be created or which could evolve ivrabilities or goals
would be created by agents of other coalitions on which tly@adically depend.

Example 8.Exampld¥ presents two different coalitions. On the one hamdhave a
real coalition composed by agents, n, andns. On the other hand, we have a potential
coalition, such as a coalition which could be formed if agegteally performs the
dynamic addition making agent dependent on agent;.

These three notions of coalition represent the constriontsalitions based on the
dynamic dependency modelinthe graphical representation of the coalition model is
depicted in Figurglé which describes coalitions (depictedats of agents and depen-
dencies included in a dotted circle) and vulnerable andmiaiecoalitions (depicted as
sets of agents and dependencies in a circle in which one ar afdhese dependencies
can be added or deleted by another agent with a labeled dgridependency). There
are various further refinements of the notion of coalitioor. E&xample, Boella et al][5]
look for minimal coalitions. In this paper we do not consitiezse further refinements.
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Fig. 6. The legend of the graphical representation of the modelitigiies of dynamic
dependencyepresenting coalitions, potential coalitions and vidid coalitions.

5 Conditional Dependency Modeling

In this section, we answer to the subquestibag to introduce obligations in depen-
dence networkandhow to define new constraints for the coalitions’ represgatefor
this new kind of networks

Normative multiagent systems are “sets of agents (humartiticial) whose inter-
actions can fruitfully be regarded as norm-governed; thesgrescribe how the agents
ideally should and should not behave. [...] Importantlg ttorms allow for the possi-
bility that actual behavior may at times deviate from thealdee., that violations of
obligations, or of agents’ rights, may occur-[13]. An olatgpn is a requirement which
must be fulfilled to take some course of action, whether legahoral. The notion of
conditional obligation with an associated sanction is thgebof the so called regulative
norms. Obligations are defined in terms of goals of the agehbath the recognition of
the violation and the application of the sanctions are thalt®f autonomous decisions
of the agent. The association of obligations with violasi@am sanctions is inspired by
Anderson’s reduction of deontic logic to alethic lodit [1].

A well-known problem in the study of deontic logic is the repentation of contrary-
to-duty structures, situations in which there is a primabslgation and what we might
call a secondary obligation, coming into effect when thenariy one is violated [24]. A
natural effect coming from contrary-to-duty obligatiosghat obligations pertaining to
a particular point in time cease to hold after they have béaated since this violation
makes every possible evolution in which the obligation Iflfed inaccessible. A clas-
sical example of contrary-to-duty obligation is given b $p called “gentle murder”
by Forrester([1I7] which says “do not kill, but if you kill, kigently”.

The introduction of norms in dependence networks to preser@w modeling ac-
tivity is based on the necessity of designing systems baseains, particularly obli-
gations. An example of these real applications is due torttiteduction of obligations
in virtual Grid-based organizations38] where obligatipas shown in Section 2, are
used to enforce the authorization decisions. Our modeddintces obligations and as-



sociates to the violation of these obligations, sanctioissecondary obligations. This
is a new design model since, in approaches [Iké [38], obtigatare considered simply
as tasks that have to be fulfilled when an authorization isgiecl/denied while in ap-
proaches like[[23], the failure in fulfilling the obligationcurs a sanction but there is
no secondary obligation.

The first step toward the introduction of obligations dikeitt dependence networks
is to refine the two notions of goal introduced in Section 3ydital goals are those
goals proper of the agent, e.g., in the Grid scenario theseha& personal goals of
the users of the system, while institutional goals represgerse goals associated to a
particular role and not to a single agent, e.g., in the Grahado, a VO member node
has the goal to obtain an authorization to access to a phatiitle of another node. The
introduction of obligations underlines the necessity tivaduce a new kind of goal,
the normative goal. These goals originate from norms andréqaresent the obligation
itself. We define a new set of normative concepts, based otieBeteal. [2] model of
obligations, and we group them in a new view, called the néiv@aiew. The normative
view is composed by a set of normsand three main functionsplig, sanct andctd
representing obligations, sanctions and contrary-tg-dbtigations. A portion of our
metamodel concerning some of the main concepts is showniedlass diagram of

Figure[T2.

Definition 9 (Normative View).

Let the institutional view(RL, [ F, RG, X, igoals : RL — 28C iskills : RL —
2X iruledl: 2X — 2!F), the normative viewis a tuple? L, RG, N, oblig, sanct, ctd)
where:

— RLis asetofrolesRG is a set of institutional goalsy is a set of norms;

— the functiorvblig : N x RL — 2%% is a function that associates with each norm
and role, the institutional goals the agent must achieveilidifthe norm. Assump-
tion: Vn € N andrl € RL, oblig(n,rl) € power({ri} .

— the functionsanct : N x RL — 2% is a function that associates with each
norm and role, the institutional goals that will not be ackée if the norm is
violated by rolerl. Assumption: for eaclB C RL and H € power(B) that
(Urierrsanct(n,rl)) N H = .

— the functionctd : N x RL — 2% is a function that associates with each norm and
role, the institutional goals that will become the new ingtonal goals the role-
has to achieve if the norm is violated b} Assumptior’n € N andrl € RL,
ctd(n,rl) € power({ri}).

In FigurelT the new conceptual metamodel is provided. Inghlarged version of
the conceptual metamodel the notions of obligation, sanctid secondary obligation
are added.

To model obligations, we introduce a set of norms, we asso@i@h each norm
the set of agents that has to fulfill it, and for each norm weeasgnt how to fulfill

Lirules associate sets of institutional actions with the sets dftiri®nal facts to which they
lead.
2 power relates each role with the goals it can achieve.
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Fig. 7. The new conceptual metamodel.

it, and what happens when it is not fulfilled. In particulag welate norms to goals
in the following two ways. First, we associate with each norra set of institutional
goalsoblig(n) C RG. Achieving these normative goadélig(n) means that the norm
n has been fulfilled; not achieving these goals means that d¢ine iis violated. We
assume that every normative goal can be achieved by the greyghe group has the
power to achieve it. Second, we associate with each norm ef $estitutional goals
sanct(n) € RG which will not be achieved if the norm is violated (i.e., whee goals
resulted from the norm are not achieved) and it represeatsehction associated with
the norm. We assume that the group of agents does not havewlss  achieve these
goals. Third, we associate with each norm (called primatigabon) another norm
(called secondary obligation) represented as a set ofdtistial goalsctd(n) C RG
that has to be fulfilled if the primary obligation is violated

Current work on normative systems’ formalizations is deatige in nature, focused
on the expressiveness of the norms, the definition of form@astics and the verifi-
cation of consistency of a given set. Our approach to norsisguhe methodology of
dependence networks, is different and is based on the defimif conditional depen-
dence networks. Our aim is not to present a new theorem thialy norms semantics,
checks whether a given interaction protocol complies wiglnts. We are more inter-
ested in considering, in the context of requirements aigliilsw agents’ behaviour is
effected by norms and in analyzing how to constraint theghesf coalitions’ evolution
thanks to a normative system. There are two main assumptiang approach. First
of all we assume that norms can sometimes be violated by ageatder to keep their
autonomy. The violation of norms is handled by sanctionsamdrary-to-duty mech-
anisms. Second, we assume that, from the institutionappetise, the internal state
of the external agents is neither observable nor contiellabt the institutional state
or public state of the external agents is note since linketthéorole associated to the
external agent and it can be changed by the agents havingaWisr. Thus, we cannot
avoid a forbidden action associated to a goal by a particularand we cannot impose
an obligatory action in the goals of the agents.

In Section 4, we introduce dynamic dependence networks aselapment of the
model of dependence networks. In dynamic dependence retywar agent creates the
dependency either creating the obligation, i.e., he cseateew institutional goal for
another agent, or creating the power to achieve a goal. $rsthition, we define a new



modeling activity, callecconditional dependency modelinip support the early and
late requirements analysis of a system representing digligand, in particular, sanc-
tions and contrary-to-duty obligations. Conditional degence networks are defined as
follows:

Definition 10 (Conditional Dependence Networks (CDN)).
A conditional dependence network is a tuple GG, cdep odep sandepctddep where:

— Ais a set of agents;

— Gis a set of goals;

— cdep: 24 x 24 — 229 is a function that relates with each pair of sets of agents all
the sets of goals on which the first depends on the second.

— odep: 24 x 24 — 229 is a function representing a dependency based on obliga-
tions that relates with each pair of sets of agents all the ségoals on which the
first depends on the second.

— sandepC (OBL C (24 x 24 x 22%)) x (SANCT C (24 x 24 x 22%)) is
a function relating obligations to the dependency whichrespnt their sanctions.
AssumptionSANCT € cdep and)BL € odep.

— ctddepC (OBL; C (24 x 24 x22%)) x (OBLy C (24 x 24 x 227)) is a function
relating obligations to the dependency which represerit #ezondary obligations.
AssumptionOBL,,0OBL, € odep and)BL; N OBLy = ().

The graphical representation of the model of thaditional dependency modeling
activity is built following the legend of Figufd 8 which de#es the obligation-based
dependency (depicted as a striped arrowed line), the dldighased dependency with
the associated sanction expressed as conditional depgn(tkpicted as a striped ar-
rowed line representing the obligation connected to a comanmwed line represent-
ing the sanction by a striped line) and the obligation-bakgmndency with the associ-
ated secondary obligation (depicted as a striped arrowmeddpresenting the primary
obligation connected to another striped arrowed line iggréng the secondary obliga-
tion by a striped line). The two functiomsddepandsandepare graphically represented
as the striped line connecting the obligation to the sanaiicto the secondary obliga-
tion.

Example 9.Considering Grid's nodes of Examflk 7, depicted in Filire& can add
two constraints for the requirements analysis phase uheeform of obligations and
we can build the following conditional dependence netwoikN = (A, G, cdep odep

sandepctddep, depicted in FigurEl9:

1. AgentSA = {nl, N9, N3, N4, N5, TLG};

2. GoalsG' = {g1, 92, 93, 94, 95, 96, 97, g8 }

3. cded{n1}, {n2}) = {{91}}: agentn, depends on agent, to achieve the goal
{g1}: to store the filecomp.log
dep{nz2},{ns}) = {{g=}}: agentn, depends on agent; to achieve the goal
{g2}: to run the filemining.mat
dep{ns}, {n1}) = {{gs5}}: agentn; depends on agent; to achieve the goal
{gs}: to store the filesatellite.jpg
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Fig. 8.The legend of the graphical representation of the modetitigity of conditional
dependency

dep{ns},{ns}) = {{gs}}: agentn, depends on agents to achieve the goal
{gs}: to run the fileresults.mat

def{ns},{ns}) = {{g4}}: agentns depends on agent; to achieve the goal
{g4}: to store the filesatellite. mpeg

dep{ns},{ns}) = {{gs}}: agentn; depends on agent, to achieve the goal
{gs}: to have the authorization to open the filetaJune.mat

odefd{n2},{n1}) = {{g7}}: agentn, is obliged to perform goa]g7} concerning
agentn; : to run the filemining.matwith the highest priority;

odeg{na4}, {ns}) = {{gs}}: agentn, is obliged to perform goalgs} concerning
agentns : to share results of the running of fitlataJune.matith agentns;
odefd{n4}, {ns}) = {{gs}}: agentn, is obliged to perform goajgs} concerning
agentng : to share results of the running of fitlataJune.matith agentng;
sandef(({nz},{n1}) = {{g7}}, ({na}, {na}) = {{g2} })};

ctdded (({na}, {ns}) = {{gs}}, {na}, {ne}) = {{gs}H}

Example[® shows the subsequent step after the deletion anidgbrtion of the
two dynamic dependencies of Examle 7. In this situatiolioioeng the definition of
coalition, we can imagine to have two local coalitions cosipg a virtual organization,
the first one composed by nodes, ns, n3 and the other composed by nodes ns
andng. Since these two subsets of the virtual organization haweor with a good
cohesion then it is possible to insert some constraintsenabehr by obligations. The
first obligation consists in giving the highest priority foy example, a computation
for an agent composing the same local coalition as you. Titssdbligation is related
to a sanction if it is violated. This link is made clear by thaétionsandepand it
represents the deletion of a dependence concerning a gibal afent that has to fulfill
the obligation. The second obligation, instead, is rel&bea secondary obligation and
it means that the agent has to share the results of a conguteith a member of its
local coalition but, if it does not fulfill this obligation #&n it has to share these results
with another member of the local coalition.

In this new kind of network, if a goal, set by an obligationpit fulfilled then the
conditional dependency related to this obligation has tessjble developments: if a



Fig. 9. Conditional Dependence Network of Example 9.

sanction is associated to the norm, a goal cannot be achéenkthus the conditional
dependency related to that goal has to be deleted or, if aargrib-duty obligation,
which means a secondary obligation, is associated to the tioen the conditional
dependency related the goals set by this secondary obliglaéis to be added. We rep-
resent obligations, sanctions and contrary-to-duty albilios as tuples of dependencies
related to each other. An obligation is viewed as a partickilad of dependency and
it is related to other dependencies: dependencies due ticas and dependencies
due to secondary obligations. In the first case, we have #mations are common de-
pendencies, already existing inside the system that, lsecafutheir connection with
the obligation, can be deleted. In particular, if the oltiigia is not fulfilled, then the
dependency related to the obligation with the role to bedtscton is deleted. In the
second case, instead, a primary obligation is related taraeu of secondary obliga-
tions. A graphical representation of the evolutions of dtadal dependence networks
is provided in Figur&Zl0:

In the first case, if the obligation is fulfilled and it is linkéo a sanction then the
obligation can be removed and also the connection amongaligation and the sanc-
tion. The only dependency that remains in the network is tieerelated to the sanction
that passes from being a conditional dependency to a comeymendency. If the obli-
gation is not fulfilled then it is deleted and the deletionalwes also the conditional
dependency representing the sanction. The sanction teesictly in the deletion of
this conditional dependency. In the second case, if theyatidin is fulfilled and it is
linked to a secondary obligation then the obligation is theleand also the secondary
obligation is deleted since there is no reason to alreadsif the obligation, instead,
is not fulfilled then the primary obligation is deleted bué thecondary obligation not.
Note that in FiguréZl0 are depicted only the conditional deleacies and the obliga-
tional dependencies and not all the other kinds of possipeddencies of the network.

Two case studies: transactions and personal normsdn this section, we analyze two
particular case studies using our representation of dibigg The first one consists in
transactions. A transaction is an agreement or commuaitetirried out between sepa-
rate entities, often involving the exchange of items of eakuch as information, goods,
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Fig. 10.The evolution of conditional dependence networks.

services and money. This is the basic idea underlying norergemce. Let us consider
the case of two agentsandb, wherea is the buyer and is the seller. If we consider
two goals such agl: book sent by the sellérto the buyer andg2: money transferred
from the buyera to the sellerh, we have the dependence network depicted in Figure
[3-(b). The two agents depend on each other to achieve thalis,ghe seller is waiting
for its payment and the buyer is waiting for its good. Whenadticed, our representa-
tion of obligations allows to arrive to a very simplified viens of the network in which
each agent depends on itself to not violate the obligatibe.dependence network de-
rived after the norm creation is much more simpler than tle®ipus one representing
however the same concepts. This simplified version of thearét representing obli-
gations, can be used for the requirements analysis phdesgng to individuate in a
simpler way the obligation present in it, without the nedgge take into account all
the sets of dependencies on goals of the network.

The second case study makes more explicit this necessitynidify the depen-
dence network with the aim to individuate the obligationthia case of personal norms.
Everybody’s life is regulated by personal norms liket kill andnot leave trash on the
roads These norms are referred to every person and it seems trgoee depends on
the others to achieve these goals that can be representedla®fithe whole society. It
is similar to the social delegation cycle: do not do the attvénat you do not want them
to do to you. In this case, we can represent the dependengerkets a full connected
graph since every agent depends on all the other agents¢dorpte to not be killed.
The simplification brought by the representation of obliyas is relevant, as can be
seen in FigurEd1-(a).
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Fig. 11.Case studies: personal norms and transactions.

5.1 Coalitions in Conditional Dependence Networks

In this section, we answer to the subquestlinat constrains are set by obligations in
the conditional dependency modeling concerning coalitibm Section 4, we present
three different kinds of coalitions: existing coalitioreneposed by common dependen-
cies, vulnerable coalitions composed by one or more arksdirio a dynamic depen-
dency of removal and, finally, potential coalitions compmblsg one or more arcs linked
to a dynamic dependency of addition. The new kind of depeceleetworks, condi-
tional dependence networks, has to be taken into accoumnt wisgstem is described
in terms of coalitions. This means that coalitions, vulbégacoalitions and potential
coalitions can change depending on the conditional depmieeset by the obligations
of the system. A coalition has to consider also sanctionssaedndary obligations,
according to these constraints:

Definition 11 (Constraints for Conditional Dependency Modding). Let A be a set
of agents and~ be a set of goals. A coalition function is a partial functionC A x
24 x 2¢ such that{a | C(a,B,G)} = {b | b € B,C(a, B,G)}, the set of agents
profiting from the coalition is the set of agents contribgtio it.

Introducing conditional dependence networks, the foll@madonstraints arise:

— V(dep1,deps) € sandepdeps ¢ C if and only ifdep; ¢ C. If the obligation,
associated to the dependendyp; is not part of the coalitionC' then also the
sanctiondep, associated to the obligation is not part of the coalitioh If the
obligation, associated to the dependerey; is part of the coalitionC' then also
the sanctionlep, associated to the obligation is part of the coalitioh

— V(dep1, deps) € ctddep,deps € C if and only ifdep; ¢ C. If the primary obli-
gation, associated to the dependemey; is not part of the coalitiorC' then the
secondary obligationlep, is part of the coalitionC'. If the primary obligation,
associated to the dependentyp, is part of the coalitionC' then the secondary
obligationdeps is not part of the coalitiorC'.

Example 10.Let us consider the conditional dependence network of EaBpAp-
plying these constraints, we have that if the obligation oalg- is fulfilled then the



local coalition composed by agents, n, andns already exists since the dependency
associated to the sanction is not deleted. If the obligatiogoalg; is not fulfilled then
the obligation is deleted but also the sanction is deletéldlaa coalition does not exist
any more. Concerning the second local coalition, if thegailon is fulfilled then both
the primary and the secondary obligation are removed baeifprimary obligation is
not fulfilled then the secondary obligation is part of thedbcoalition composed by
agentsiy, ns andng.

Fact 1M Agent  |has +1 Role
+is believed  +ha iz played |

Lo +1o M ohas o achisve

LNy
epender Norm
+1..H =
depender € applyed
+depends +depende
- Dependec Conditional Dependenc
Dynamic Dependency P i P id
+dependir
+dependum +dependurm
+1.H 1. Coalition
+1...M

(I/C) Goal [¥has to be achieved by

Fig.12.The UML class diagram specifying the main concepts of theametlel.

5.2 Regulation of Stability

In game theoretical approachEsl[28], stability may be tak&raccount when distribut-
ing the payoff of the coalition among its members. Roughgedging, payoffs should be
divided in a fair way to maintain stability. The core, for @xale, provides a concept of
stability for coalitional games and a payoff is in the coréyahno coalition has an in-
centive to break off from the grand coalition and form its ayvoup. Other approaches
of the same kind are provided by the other solution concejuts as the Shapley value
and the nucleous. Given a previously formed coalitionalfigomation, game theory
usually concentrates on checking its stability or its fag® and on the calculation of
the corresponding payments. But game theory rarely takesconsideration the spe-
cial properties of a multi-agent environment such as, f@neple, goal-based agents.
Coalitions change dynamically due to rapid changes in thlestand resource availabil-
ity, and therefore relying on the initial configurations istaading.
In this section, we present a first step toward the definitiba notion of stabil-

ity for coalitions individuated in the context of one of olnrée modeling activities.



The importance of the definition of a notion of stability fbletmodeling analysis, par-
ticularly for the requirements analysis phases, is rel&teitie issues of security and
efficiency. For example, in the Grid scenario, it is very imtpat to have the guarantee
that the two subsets composing the virtual organizatiostatale in the sense that they
represent secure and efficient “group” of nodes with a gréatrial cohesion. This ap-
proach has the aim to present the problem of coalitionsilgtafsom a different point
of view respect the point of view presented in game theaktipproaches. The main
difference is in the notion of agent used in the model, suaioaan agent viewed only
as a utility maximizer but a goal-based agent. In this semsedefinition of agent is
more complex and with many facets than the agents presengaiie theory. Starting
from Section 4, where we distinguished among three diffekamds of coalitions, we
can define coalitions’ stability in the following way:

Definition 12 (Coalitions’ stability). A coalition C' is called stable iHa € A, B C
A,G" C @G such thatC(a, B,G’) impliesG’ € defa,B) and—(3a € A,D,B C
A,G’' C G such thatC(a, B,G") impliesG’ € Updyndep (a, B, D)). A coalition is
stable if it is formed by dependencies relying its membeddiagre is not the possibility
to delete one these dependencies by another agent, insagside the coalition itself.

Conditional dependencies add new possibility to see tot#i®lity of a coalition. In
fact, we can claim that one of the main interests of the agewtéved in a coalition is to
maintain its stability. This maintenance can be achievathusorms such as obligations
to regulate the behaviour of the members of the coalitiore Ti$e of obligations can
follow two different lines and their development is left foture work:

— Obligations to regulate dynamic dependencies: this firstl kif obligation is ad-
dressed to each member of a coalition with the aim to avoigpsing a sanction
or a secondary obligation, the mining of the stability of al@emn. These kind
of obligations are of the typ# an agent, member of a coalition, has the power
to delete one or more of the dependencies constituting thktioo itself then it
is obliged to not do this deletiohis norm is addressed only to those agent be-
longing to the coalition since, as in real cases, it is alwayssible for an external
agent or coalition to attack another coalition with the aindécrease its influence.
This obligation can be linked to sanctions and secondarngatibns of different
kinds, such as for example the secondary obligation to er@abther dependency
with the aim to strengthen the coalition. It is also posstblenpose a sanction to
the agent, for example deleting all the dependencies intwibidepends on other
agents, preventing him to achieve its goals.

— Obligations to regulate agents’ behaviour: this second kifhobligations is not
related to the dependencies and dynamic dependenciesbiegthe system, but
it is addressed to the regulation of the behaviour of the @gd#pending on their
membership to a coalition. These kind of obligations areheftiypelf an agent
belongs to a coalition then it has to satisfy first those retapieoming from the
other members of the coalition and, only after, requestsigrfrom outsiders
These rules aim to strengthen the unity of the coalition anighprove the work
inside it.



6 Related work

The related work section is divided into three subsectidnsvorks on agent-based
software engineering, 2) works on coalition formation aldlitions’ evolution tak-
ing into account both game theoretical approaches andlsmtiaorks ones, 3) works
on normative multiagent systems and institutions. The i@ &®@ction presents also a
number of works devoted to the definition of the notion of Bitgifor coalitions.

6.1 Agent-based software engineering

The idea of focusing the activities that precede the spatidic of software require-
ments, in order to understand how the intended system witmeyanizational goals,
is not new. It has been first proposed in requirements engintgespecifically in Eric
Yu's work with his i* model [36]. This model has been appliedviarious application
areas, including requirements engineering, businesepso®-engineering, and soft-
ware process modeling. The i* model offers actors, goalsautdr dependencies as
primitive concepts[[35]. The rationale of the i* model istthg doing an earlier analy-
sis, one can capture not only the what or the how, but also tiyeapiece of software is
developed. This, in turn, supports a more refined analyssysttm dependencies and
encourages a uniform treatment of the system’s functiomélreon-functional require-
ments. As stated in the introduction and in the paper, the mgsortant example for
our model consists in the TROPOS methodoldgy [11] that aspiv span the overall
software development process, from early requirementapdeimentation.

Other approaches to software engineering are those of KA&BwWhich covers
only the late requirements phase, GAIA]34] which coversldbe late requirements
phase and the architectural design, AAIT[22] and MaESE [18]cl cover the two
phases of architectural and detailed design, and AUNIL [2ictvicovers only the de-
tailed design. The main difference between these appreaatttour approach is in the
use at the same time of the normative multiagent paradigmdoas both the notion
of institution and the notion of obligation, the graphicabdeling language based on
dependencies among agents and the covering of the verygaabes of requirements
analysis.

6.2 Coalitions’ formation and evolution

One of the mostimportantissues in the field of multiagenisys concerns the descrip-
tion and formalization of coalition formation. Althoughette were many approaches
defining coalition formation, to represent different persiives. Two representative ex-
amples are given by the model of Shehory and Krauk [27] andrikeof Sichman and
Conte [30][31].

The approach of Shehory and Krausl[27] is based on the asgumtipat autonomous
agents in the multiagent environments may need to coopierateler to fulfill tasks.
They present algorithms that enable the agents to form grang assign a task to each
group, calling these groups coalitions. However, Shehany Kraus’ work considers
tasks which are not related to the individual goals of thengg the coalition and it
does not consider the motivations for agents to enter thigiooanor the dependencies



existing among the agents. They only address cases in wasgndiencies among tasks
are due to competing resources’ requirements or executemegence order.

Sichman[[3D], instead, introduces a different point of viele presents coalition
formation using a dependence-based approach based ortitreafsocial dependence
introduced by CastelfrancHL]IL4]. This model introducess iotion of dependence sit-
uation, which allows an agent to evaluate the suscepiilgfiother agents to adopt his
goals, since agents are not necessarily supposed to bedtemeand therefore auto-
matically adopt the goals of each other. In this dependéased model, coalitions can
be modeled using dependence networks.

A definition of coalitions inspired by dependence netwoskgiven by Boella et al.
[B]. The authors represent a potential coalition as a lab&MD-graph of dependencies
among agents. These AND-graphs consist of a set of node$whkitotes the agents
involved in the coalition and a set of labeled arcs.

Coalitions’ stability The work that, to our knowledge, gives a first definition obsita
ity is the paper of Zlotkin and Rosenscheinl[39]. In a taskmotieéd domain, a coalition
can coordinate by redistributing their tasks among theveselt seems intuitively rea-
sonable that agents in a coalition game should not suffeobydinating their actions
with a larger group. In other words, if you take two disjointtitions, the utility they
can derive together should not be less than the sum of thearaee utilities, at the
worst, they could coordinate by ignoring each other. Thapprty is called superad-
ditivity. This work introduce the notion of stability of a abtion using the concept of
superadditivity. The stability condition relates to the/pfi vector that assigns to each
agent a utility. There are three levels of stability corafi: individual, group and coali-
tion rationality. Individual rationality means that no iadlual agent would like to opt
out of the full coalition, group rationality means that th@gp as a whole would not
prefer any other payoff vector over this vector and coalitiationality means that no
group of agents should have an incentive to deviate fromutedalition and create a
subcoalition for each subset of agents. To ensure stalili#y need to find a consensus
mechanism that is resistant to any coalition manipulatforother work on this issue
is from Sandholm and Lessér]25]. In this paper, the optirnalion structure and its
stability are significantly affected by the agents algan#iperformance profiles and the
unit cost of computation.

6.3 Normative multiagent systems and institutions

An example of normative multiagent system introducing gdions has been done by
Boella and van der Torr&][8] andl [3]. In this work, to modelightions they introduce
a set of norms, associated with each norm the set of agentsab#o fulfill it and what
happens when itis not fulfilled. In particular, they relatems to goals in the following
two ways. First, each norm is associated to a set of goalsieicly these normative
goals means that the norm has been fulfilled; not achieviesgtiyoals means that the
norm is violated. They assume that every normative goal eaachieved by the group,
that means that the group has the power to achieve it. Thed@aint is that each norm
is associated to another set of goals which will not be aeuéithe norm is violated,



this is the sanction associated to the norm. They assuméhagroup of agents does
not have the power to achieve these goals, otherwise thelgdwawaid the sanction.

An approach to the application of the notion of institutiomtultiagent systems is
defined in Sierra et al[[82]. Electronic Institutions (Epspvide the virtual analogue
of human organizations in which agents, playing differegamizational roles, interact
to accomplish individual and organizational goals. Elsddtice sets of artificial con-
straints that articulate and coordinate interactions apagents. In this approach, roles
are defined as patterns of behavior and are divided intdutistial roles (those enacted
to achieve and guarantee institutional rules) and noritirisinal roles (those requested
to conform to institutional rules). Like us, the purpose leéit normative rules is to
affect the behavior of agents by imposing obligations ohfisitions.

Another approach to Els is given by Bogdanovych etlal. [9this approach they
propose the use of 3D Virtual Worlds to include humans infitwsre systems with a
normative regulation of interactions. The normative part be seen as defining which
actions require an institutional verification assuming #may other action is allowed.
Inside the 3D Interaction Space, an institution is represkas a building where the
participants are represented as avatars. Once they entéuilding their actions are
validated against the specified institutional rules. Inldst two works, unlike us, the
concept of institution is presented by a practical appreétiout a formal definition of
the concept of institution and a description of its dynamibsle they are similar to our
one in the establishment of a different level of the orgairaelated to the institution.

The problem of dynamic institutions is treated in Bou et [&0][as an extension
to Els definition with the capability to decide in an autonamavay how to answer
dynamically to changing circumstances through norm adiaptand changes in insti-
tutional agents. The assumption for Els to adapt is that &k specific goals. The
paper presents the normative transition function that naaget of norms into another
one. As our approach, agents participating in the systera kawial interactions me-
diated by the institution and the consequences of thesmgttens is a change in the
institutional state of an agent. The difference with ourrapgh consists in the defi-
nition of the institution as an entity with own goals, the ming example given into
the paper is that of the institution of the Traffic Regulatiumthority with the goal to
decrease the number of accidents below a given threshaldstates.

An approach is presented in Vazquez-Salceda efal. [33]evtey propose the
Organizational Model for Normative Institutions (OMNIpfmework. OMNI brings to-
gether some aspects from two existing frameworks: OperAHARMONIA. OperA
is a formal specification framework that focuses on the amgaional dimension while
HARMONIA is a formal framework to model especially highlygwated electronic
organizations from an abstract level to the final protocbi implement norms. In
OMNI, roles are often dependent on other roles for the ratiim of their objectives.
Societies establish dependencies and power relationgbatwles, indicating relation-
ships between roles. These relationships describe, likalimpproach, how actors can
interact and contribute to the realization of the objectigéeach other.



7 Conclusions

This paper provides a detailed account of a new requirenagwtiysis model based on
the normative multiagent paradigm, following the TROPOShudology [T1]. The pa-
per presents and discusses the requirements analysisqitsastems design. The first
part of the paper presents the key concepts of our modelidi/itiem into three sub-
models, one representing the agents and their mentaldgimns of goals and facts, the
second representing the roles and their associated naofiorsitutional goals and facts
and, finally, the third representing the mapping betweemtgand roles. The second
part of the paper presents our graphical representatiotisédhree modeling activities
by which our model is composed. The three modeling actviiee calledlependency
modeling dynamic dependency modeliagd conditional dependency modelirmgnd
they are based on the notions of institution, obligatiomcsan and secondary obli-
gation. The addition of normative concepts as the last aagelevant improvement
to requirements analysis since it allows first to constr#iet construction of the re-
quirements modeling and second to represent systems,las@rid scenario, in which
there are explicit obligations regulating the behaviouthef components composing
it. Moreover, the model is defined also to model the requirgsanalysis phases in a
contextin which there is the possible presence of coaktand we present the first step
toward the definition of the notion of coalitions’ stabilfigr our modeling activities.

Concerning future work, we are concentrating our effortgf@definition of the
notion of coalitions’ stability in this model. We are intsted in representing the coali-
tions’ evolution process by means of our modeling techrsgared in defining more
powerful constraints on coalitions with the aim to maintdimanks to the application
of norms, coalitions’ stability during this evolution pess. In our opinion, this would
be a relevant improvement to the studies concerning coadtistability because of
the application, at the same time, of a social network apgroproviding measures
and graph-based methods, and a normative multiagent agpm@aviding mechanisms
like social laws and norms. Moreover, our model in its curferm is also not suitable
for agents requiring advanced reasoning mechanisms fos pigals and negotiations.
Further extensions will be required to the model to addreissdass of software ap-
plications. Finally, we are improving our conditional deadency modeling by adding
also the representation of prohibitions.
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