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Abstract

In this paper we introduce a formal argumentation framework to realount the evolution of coalitions.
We extend Amgoud’s preference-based argumentation framewodoélition formation to an argumen-
tation framework with nested attack relations along the lines proposed bgiMadd we define an in-
stance of the argumentation framework for reasoning about coalitesedon a new dynamic extension
of Conte and Sichman'’s static dependence networks. We show how thiapgroach covers a wider
range of attacks than Amgoud’s task based coalition formation, includiagka weakening the stability
of the coalition by removing dependencies. Moreover, we show howibeaused not only for coalition
formation, but also for coalitions which evolve due to the addition of depecids.

1 Introduction

Dung’s argumentation theory [11] may be seen as a formaldveork for nonmonotonic logic and logic
programming, and has been applied to many domains in whiginmanotonic reasoning plays a role, such
as decision making or coalition formation [4].

Amgoud [1] proposes to use Dung’s argumentation theory aada@ated dialogue theories as a formal
framework for coalition formation, and she illustratestitiea by formalizing a task based theory of coalition
formation as in instance of Dung’s argumentation theoryhisiformalization, an argument is a set of agents
together with a task, and an argument attacks another ohe ifvo coalitions share an agent, or when they
contain the same task. It is therefore based on strong assumsfor example that an agent cannot be part
of two coalitions at the same time. Since the attack reldi@ymmetric, also preferences are introduced to
resolve conflicts.

In this paper, we are interested in a generalization of Ard@goargumentation based coalition theory,
covering a wider range of attacks, and a broader range afmeagabout coalitions. In particular, we would
like to cover not only coalition formation but also the dyriasof coalitions, whose stability can be attacked
and which can evolve by adding new dependencies among dgehtscoalition. In this paper we address
the following questions:

1. How to model preferences among coalitions? In particilaw can a global preference relation
among coalitions be defined, or derived from the prefereetations on coalitions of individual
agents?

2. Inwhich ways can a coalition attack another one, inclgdittacks on the stability of coalitions? What
kind of coalition formation theory should we use in the argumation theory to cover a wider range
of attacks among coalitions?

3. In which ways can a coalition evolve in time by adding newetelencies among agents in the coali-
tion? How to cover not only coalition formation but also dtah evolution?

To represent preferences among coalitions in terms oflattafcattack relations, we use Modgil’'s argu-
mentation theory [13]. Modgil has introduced an extensibBung’s framework in which arguments can
be given why one argument is preferred to another one. licpéat, he proposes an argumentation frame-
work in which an argument can attack an attack relation, Hostiates how this can be used to represent
arguments for preferences. In this paper we show how suatkatof attack relations can be modeled as an
instance of Dung’s theory.



To represent attacks on stability of coalitions and thet@ion, we argue that instead of a task based
coalition theory as used by Amgoud, a wider range of attaekshe defined using Sichman and Conte’s
dependence network theory. We extend their theory for ¢immdil dependencies, in which agents can create
or destroy dependencies by introducing or removing powedsgmals of agents. Goals can be introduced
if goals are conditional, or when the agent can create nivengbals by creating obligations for the other
agents.

The layout of this paper is as follows. In Section 2 we intrmeldmgoud’s argumentation theory for
coalition formation, which is equivalent to Dung'’s abstracgumentation theory in which arguments are
about coalitions, and we introduce our representation ofigils argumentation framework with nested
attack relations as an instance of Dung’s framework. Ini8e& we introduce a dynamic version of Conte
and Sichman’s dependence networks, following Caire etJakfintroduce conditional dependencies, but
we distinguish among adding powers and goals, and remowiaign.t Finally, in Section 4 we illustrate
the framework with examples concerning the deletion andtiaddof dependencies in coalitions using the
argumentation theory. Related work and conclusions engdber.

2 Arguing about coalitions

Argumentation is a reasoning model based on constructigignaents, identifying potential conflicts be-
tween arguments and determining acceptable argumentsoédr|d] proposes to use it to construct argu-
ments to form coalitions, identify potential conflicts angarpalitions, and determine the acceptable coali-
tions. Dung's framework [11] is based on a binary attackti@feamong arguments. In Dung’s framework,
an argument is an abstract entity whose role is determingdpnits relation to other arguments. Its
structure and its origin are not known. In this section,daihg Amgoud, we assume that each argument
proposes to form a coalition, but we do not specify the stmecbf such coalitions yet. We represent the
attacks among arguments #y

Definition 1 (Argumentation framework) An argumentation framework is a pajid, #), where A is a
set (of arguments to form coalitions), aslC A x A is a binary relation over4 representing a notion of
attackbetween arguments.

The various semantics of an argumentation framework atteaaktd on the notion of defense. A set of
argumentsS defends an argumentwhen for each attackérof a, there is an argument ii that attacks.
A set of acceptable arguments is calledeatension

Definition 2 (Acceptable arguments)

e S C Ais attack free if and only if there are no argumenisa, € S such thataz; attacksas.

S defends: if and only if for alla; € A such thata; attacksa, there is an alternative, € S such
thata, attacksa.

S is a preferred extension if and onlydfis maximal w.r.t. set inclusion among the subsetg dat
are attack free and that defend all their elements.

S is a basic extension if and only if it is a least fixpoint of theindtion
F(S) = {a|a is defended by }.

The following example illustrates argumentation theory.

Example 1 Let AF' = (A, #) be an argumentation framework, whefe= {C4, Cs, Cs} is the set (of ar-
guments or coalitions), anflC'; #C5, Co#C5} is the binary relation overd representing a notion aittack
between arguments. Due to the so-called reinstatementiplénof argumentation theory, the acceptable
arguments are’; and Cs, for any kind of semanticg; is accepted because it is not attacked by any other
argument, and’’; is accepted because its only attackéris attacked by an accepted argument.

Amgoud [1] proposes to use preference-based argumentagory for coalition formation, in which the
attack relation is replaced by a binary relatiBnwhich she calls a defeat relation, together with a (partial
preordering on the coalitions. Each preference-basedraegtation framework represents an argumentation
framework, and the acceptable arguments of a preferersmdimrgumentation framework are simply the
acceptable arguments of the represented argumentatioevirark.



Definition 3 (Preference-based argumentation framework)A preference-based argumentation framework
is atuple(A, R, =) where A is a set of arguments or coalition® is a binary defeat relation defined on

A x Aand > is a (total or partial) pre-order (preference relation) defid onA4 x A. A preference-based
argumentation frameworkA4, R, =) representg A, #) if and only ifVa, b € A, we haveu#b if and only

if «Rb and it is not the case thdt > a (i.e.,b = a withouta > b). The extensions df4, R, ) are the
extensions of the represented argumentation framework.

The following example illustrates the preference basedrasntation theory.

Example 2 (Continued) Let PAF = (A, R, =) be a preference-based argumentation framework, where
A ={C1,Cs,Cs} is a set of arguments to form coalitiong}; RCs, CoRCy, CoRC3, C3RCy} a binary
defeat relation defined oA x A and{C; = C5,C5 = C3} a total order (preference relation) defined on
A x A. PAF representsAF', so the acceptable arguments are ag&ipnand Cs, for any kind of semantics.

In general, preference-based argumentation framewokks arseful and intuitive representation for
argumentation frameworks, but for the application of daaiiformation it is less clear where the preferences
among coalitions come from. Moreover, when the defeatioglas symmetric, as in Amgoud’s task based
coalition theory, then it leads to a lack of expressive powecause some attack cycles can no longer be
represented (see [12] for details).

Modgil [13] relates preferences to second-order attackgp8se that argumentsandb attack each
other, and that argumentis preferred to argumerst Modgil observes that we can then say that the pref-
erence attacks the attack relation frérto a. The advantage of this perspective is that Modgil introduce
also arguments which attack attack relations, which he tosespresent non-monotonic logics in which the
priorities among the rules are represented in the formailiself, rather than being given a priori (such as
Brewka'’s theory [7], or Prakken and Sartor's theory [14]). &kas Modgil presents his theory as an exten-
sion of Dung, such that he has to define new semantics for ijefiee a version of second order attacks
as an instance of Dung’s theory. Each second order argutienfeamework represents an argumenta-
tion framework, and the acceptable arguments of the secaledt argumentation framework are simply the
acceptable arguments of the represented argumentatioevirark.

Definition 4 A second order argumentation framework is a tuple, A, not, A4, #), whereAc is a set of
coalition argumentsA is a set of arguments such that| = |.Ac|, not is a bijection fromA to | A, Ay is a

set of arguments that coalitions attack each other, #nd (Ac¢ x A)U(Ax Ax)U(Ay x Ac)U(Ae x Ay)

is a binary relation on the set of arguments such thatdor A andb € A we havea#b if and only if

b = not(a), and for eachu € Ay, there is precisely ong € A such thath#a and precisely one € A
such thata#c. A second order argumentation framewdtkc, A, A, #) representg A, #) if and only if
A= AcUAUAy. The extensions dfdc, A, Ay, #) are the extensions of the represented argumentation
framework.

The following example illustrates the second order arguatem theory. The main feature abt(C')
arguments is just to ensure that if an argument is not acdgfbten it cannot attack other arguments. The ar-
gumentCy is a dummy argument to represent the preferences, hereaiseptthe second order framework
to the preference-based one. This example is showed ind=igur

Example 3 (Continued) Let (Ac, A, not, Ay, #) be a second order argumentation framework, where
Ac = {C1,C4,C5,Cp} is a set of coalition argumentsd = {C1,C5, C4, C)}, not is the bijection
not(C;) = Cf, Ag = {C1,2,C21,Ca3,C50} is a set of arguments that coalitions attack each other,
and

{C1#C1, Co#t Oy, O34t Cs, Co#Chy, C1#£Ch 2, Codt Co 1, CoFtCa 3, C3# 3 0,

C1,2#C, Coy#C1, Cr 3#C3, C32#Co, Co#Ca 1, Co#C32}

is a binary relation on the set of arguments. For the nestégchtrelations, we also writ€y#(Co#C1)
and Cy#(C3#C3). The acceptable arguments afg and C's, together withCy, C5, C1 2, Co 3, for any
kind of semantics.

We use the same example in Section 4 using coalitions definegiiamic dependence networks.
We can visualize second order argumentation frameworksobyisualizing.A or A, and visualizing
an indirect attack from an element.df to A via an element afl; as an arrow, and an attack of an element



Figure 1: Graphical representation of Example 3.

of Ac to an element ofdx as an attack on an attack relation, see [13] for examplesobf swisualization.
Example 3 shows that arguments that attack attack relatiortbat directly. However, Barringer, Gabbay
and Woods [3] argue that such attack relations can thenssalse be attacked, leading to a notion of higher
order attacks.

Definition 5 A higher order argumentation framework is a tugléc, A, not, Ay, #), whereAc is a set of
coalition argumentsA is a set of arguments such that| = | A¢|, not is a bijection fromA to | A|, A is a
set of arguments that coalitions attacks attack each o#ret# C (Ae x A) U (A x Ag) U (Ag x Ac) U
(Azx x Ay) is a binary relation on the set of arguments such thatdar Ac andb € A we havea#b if
and only ifb = not(a), and for eachu € Ay, there is precisely onk € A such thab#a and precisely one

¢ € Ac U Ay such thata#tc. A higher order argumentation framewo(Kc, A, Ay, #) representg.A, #)

if and only if A = Ac U AU Ay. The extensions dfdc, A, Ay, #) are the extensions of the represented
argumentation framework.

3 Coalition formation

Coalitions can be defined in so-called dependence netwioakgd on the idea that to be part of a coalition,
every agent has to contribute something, and has to get bomadut of it. Dependence networks are a
kind of social network introduced by Sichman and Conte, espnting how each agent depends on other
agents to achieve the goals he cannot achieve himself. Teaysad to specify early requirements in the
Tropos agent methodology [6], and to model and reason ittierss among agents in multiagent systems.
Roughly, a coalition can be formed when there is a cycle oeddpncies (the definition of coalitions is
more complicated due to the fact that an agent can dependetrodagents, see below).

Dynamic dependence networks have been introduced by Gaite[8], in which a dependency between
agents can depend on the interaction of other agents. Hedéstirgguish “negative” dynamic dependencies
where a dependency exists unless it is removed by a set ofsaglere to removal of a goal or ability of an
agent, and “positive” dynamic dependencies where a depegdeay be added due to the power of a third
set of agents. As explained in the following section, thesedynamic dependencies can be used to reason
about the evolution of coalitions.

Definition 6 (Dynamic Dependence Networks)A dynamic dependence network is a tuple G, dyndep ,
dyndep’) where:

e Ais asetof agents and is a set of goals.

e dyndep : A x 24 x 24 — 22¢ is a function that relates with each triple of a agent and twetss
of agents all the sets of goals in which the first depends orsé¢lsend, unless the third deletes the
dependency. The static dependencies are defined ljy,d@p= dyndep (a, B, ().

e dyndep : A x 24 x 24 — 227 s a function that relates with each triple of a agent and twtsof
agents all the sets of goals on which the first depends on tlumdeif the third creates the dependency.

A coalition can be represented by a set of dependenciegsemted by’ (¢, B, G) wherea is an agent,
Bis a set of agents ar@ is a set of goals. Intuitively, the coalition agrees thatdachC'(a, B, G) part of
the coalition, the set of agents will see to the goali of agenta. Otherwise, the set of agents may be
removed from the coalition or be sanctioned.



Figure 2: (a) - (b) - Three coalitions attacking each oth@r; {/ulnerable coalitions

Definition 7 Let A be a set of agents an@ be a set of goals. A coalition function is a partial function
C: Ax24x2%suchthafa | C(a,B,G)} = {b | b € B,C(a, B,G)}, the set of agents profiting from

the coalition is the set of agents contributing to it. et G, dyndep , dyndep’) be a dynamic dependence
network, and dep the associated static dependencies.

1. A coalition functionC is a coalition if3a € A,B C A,G’ C G such thatC(a, B, G’) implies
G’ € depa, B). These coalitions which cannot be destroyed by additioretetibn of dependencies
by agents in other coalitions.

2. A coalition functionC is a vulnerable coalition if it is not a coalition andle € A,B C A,G' C G
such thatC(a, B, G') impliesG’ € Updyndep (a, B, D). Coalitions which do not need new goals
or abilities, but whose stability can be destroyed by remgwependencies.

3. A coalition functionC' is a potential coalition if it is not a coalition or a vulneré coalition and
Jda € A,B C A,G" C @G such thatC(a, B,G") impliesG’ € Up(dyndep (a,B,D) U G’ €
dyndep (a, B, D)) Coalitions which could be created or which could evolve ifrabilities or goals
would be created by agents of other coalitions on which tlygacdhically depend.

In this paper we do not consider further refinements of thenaif coalition as in [5], but focus on the
use of argumentation theory to reason about coalitions.

The basic attack relations between coalitions are due téattiehat they are based on the same goals.
This is analogous to the conflicts between coalitions in Aua®coalition theory where two coalitions are
based on the same tasks.

Definition 8 Coalition C; attacks coalitionCs if and only if there exists, d’, B, B’, G, G’, such that
Ci(a,B,G), Cy(a’,B',G") andG NG’ # 0.

We illustrate the conflict among coalitions with an example:

Example 4 Assume we have three agentd), c and the dependencies (we writéa, b, g1) for C(a, {b},{91})
and dep(a, b, g1) for dep(a, {b},{g1})): dep(a,b,g1),dep(a,c, g1),dep(b,a,ga),dep(c,a,g3). So there
are two coalitions:Cy = {(a,b, g1), (b,a, g2)},Co = {(a, ¢, g1), (¢, a, g3) }. They will not create both since
one is enough for agentto have someone look after his gaal C1#Cs andCy#C'.

We now go beyond Amgoud’s approach by defining the second attéeks. The simplest kind of attack
on an attack relation is to remove or add one of the depenelentithe attacker.

Definition 9 Coalition C attacks the attack from coalitiofi; on coalitionCs if and only if there exists a set
of agentsD C {a | 3E, HC(a, E, H)} such thaBa, B, G'C (a, B, ") andG € dyndep™ ! (a, B, D).

On the one hand, this definition reflects the idea that thdlisyabf a vulnerable coalitionC'1 can be
endangered by agents of another coalitidifithey decide to remove a dependency tf due to the dynamic
dependencylyndep (a, B, D). On the other hand that a potential coalitiéfi can never materialize or
evolve if the agents of'1 do not create the dependency denotediyaydep (a, B, D).

The effect of making a vulnerable coalition unstable or @iviag a potential coalition immaterial is
represented by the fact that all the attack relations whiemdrom it are attacked by the coalitiafi
on which C1 dynamically depend. The next section will discuss these assibilities thanks to some
examples.



4 Examples

In this section we illustrate by means of examples how toaeaout coalitions in the argumentation
framework. The first example shows three coalitions whitackteach other since they share some goals.
Attacks on attacks relations allow to define asymmetricitta

Example 5 Assume we have six agenis), ¢, d, e, f and the following dependencies:

dep(a,b, g1),dep(b,a, g2), dep(c,d, g1), dep(d, ¢, g3), dep(e, f, g1), dep(f, e, g3), dep(a,d, g1), dep(c, b, g1),
dep(d’ €, 93)1 dep(f, ¢, 93)

The possible coalitions a@,, C; andCs whereC; = {(a, b, g1), (b,a, g2)}, C2 = {(¢,d, g1), (d, ¢, g3)},
C3 = {(67 5 94)7 (fv €, 93)}'

Note that some of the dependencies remain outside all woadite.g.dep(a, d, g1), dep(c, b, g1)). Thus,
C1#Cy, Co#C1, Co#C5 and C3#C5 due to the fact that they share goals and g5 respectively. Note
that these attacks are reciprocal.

The coalitions attack each other since, for example, ageaisld on which respectively andc depend
for g; would not make their part hoping that the other one will dottreo to have a free ride and get
respectivelyy, achieved by and g3 by c.

To model the fact tha€’; is more important tharCy; and Cy of C'5 we add an attack on the attack
relation: C1#(Cy#C4 ) and Co#(Cs#C5). Thus the only possible extensiod &, C5}.

We depict this situation in Figure 2 - (b): normal arrows ceuting the agents represent the dependen-
cies among these agents (they can be labeled with the goahm whe dependence is based), coalitions
are represented by the ovals containing the agents of thigtioma bold arrows indicate the attack relations
among the coalitions and the attack relation on attack fielas is depicted as bold dashed arrows pointing
on other arrows. Using the terminology of argumentatiorotiyecoalitionC; attacks coalitionCs but not
vice versa, and’; attacksC3 but not vice versa. Thereforg, becomes an acceptable coalition since it is
not attacked, and’; is attacked only by a coalition which will not be accepted] #merefore it is reinstated
as an acceptable coalition. This can be explained as foll&isce an agent of coalitiof; has the power
to destroy the coalitiolw'; by removing a dependency, it will not be realized. The agextdved will prefer
coalition Cq, which cannot be attacked by removing a dependency, andhigiicerefore more stable. Note
that for this reasoning, the coalitions do not have to be tmmsed. It is assumed that all the agents know
the dependencies, and they therefore realize that coalifipis not viable. For coalitionC;, the situation
is more complicated. Though it can be attacked by coalifionthe agents realize following the argumen-
tation above that’; will never be realized, and therefore they realize that therds in coalitionC; who
could attack the coalition, will not do so, because they haething to win by attacking the coalition. So
despite the fact that it is a vulnerable coalition, it will Becepted by the agents involved. This follows
by hypothetical reasoning using the dynamic dependeneeonietformalized in the argumentation theory
based on the reinstatement principle.

The following example illustrates how the deletion of a degency can be used to attack an attack
relation (see Figure 2 - (c), dotted arrows characterized lapel + or - links a dependency with an agent
and it indicates that the dependency can be added (+) oedglg).

Example 6 (Continues Example 4)Now, assume agertcan destroy the dependendyp(b, a, g2), i.e.,

we substitute it with dyndefb, a, ¢, g2), for example by removing the power®fo see to goal,, or by
removing the goal, of agentb. This deletion allows agentto ensure himself the dependence on himself
of agenta on goalg,. This deletion sets a preference relation of the coalitity represented here with
the attack of coalitiorC, to the attack relation of coalitio; to coalition C5. In this case, the coalition
Cy ={(a,c,q1), (¢, a, g3)} will become the only possible extension, sifgg:(Cy#Cs) by Definition 9.

Whereas the previous example illustrates the role of dyna®pendencies which can delete existing
dependencies, in the next example we consider the role afigdependencies (see Figure 2 - (a)).

Example 7 (Continues Example 5)Assume instead thatep(b, a, g2) is not present since the beginning
and it happens that agemtof C3 has the power to create it: i.e., it is substituted by dyndépa, e, g).
Thus,C; attacks the attack relation betwe€l and C, C3#(C1#Cs) by Definition 9: if coalitionC}
remains potential, then it cannot attack any other coatitidhus, the only extension{€’}.

However this dependence network does not capture the facagente should be able to understand
that it is better off in a situation where he actually creates dependencyep(b, a, g2). We can represent



this situation by adding an attack relation between coatit’; which e belongs to and the attack relation
between introduced by Definition @34 (Cs#(C1#C2)). Note that this requires an higher order argu-
mentation framework, like the one of Definition 5, where anguts can attack attack relations against other
attack relations. This means that agerexercises his option to add the dependefgy(b, a, g2) to Cy. The
extension in this case would K€", Cs}.

5 Related work

Although there were many approaches defining coalition &ion, two represents different perspectives:
the model of Shehory and Kraus [15] and the one of Sichman it approach of Shehory and Kraus [15]
is based on the assumption that autonomous agents in thexgeuit environments may need to cooperate
in order to fulfill tasks. They present algorithms that eeable agents to form groups and assign a task to
each group, calling these groups coalitions. The papeeptgsoalition formation algorithms which are
appropriate for Distributed Problem Solving cases wheentgycooperate in order to increase the overall
outcome of the system and are not concerned with their parpayoffs as they are in MAS.

Sichman [16], instead, introduces a different point of viede presents coalition formation using a
dependence-based approach based on the notion of socaidime introduced by Castelfranchi [10].
Concerning coalition formation, this model introduces tio¢gion of dependence situation, which allows an
agent to evaluate the susceptibility of other agents totduegoals, since agents not automatically adopt the
goals of each other. In this dependence-based model,ionalitan be modeled using dependence networks
developed by Sichman and Conte [17] where an agent is deddoypa set of prioritized goals and a global
dependence relation that explicates how an agent deperadbamagents for fulfilling its goals. A definition
of coalitions inspired by dependence networks is given bglBRcet al. [5].

Once represented the internal structure of coalitions,oonéd study which kind of relations there are
among potential coalitions at an higher level of detail etisrrding which are the causes for incompatibil-
ity. The application of argumentation frameworks to céatitformation has been discussed by Amgoud
[1] and by Bulling et al. [8]. Amgoud [1] provides a unified agdneral formal framework for generat-
ing the coalitions structures. The coalition formationkdemn is represented by Amgoud by means of four
steps: constructing the coalitions, defining the defekisitzind preference relations between these coali-
tions, defining the acceptable coalitions and concludingohtrast with our approach, a coalition is viewed
as an abstract entity whose role is only determined by itgicgl to other coalitions and its structure is not
known. Unlike Amgoud’s work [1], we do not provide this papeth a proof theory since it is derivable
from the argumentation theory’s literature.

Bulling et al. [8], instead, combine the argumentation fesmark and ATL. They provide a formal
extension of ATL in which the actual computation of the ctiaifi is modeled in terms of argumentation
semantics. A difference regarding the Amgoud’s paper, ésitfuition, in accordance with ATL, where
larger coalitions are more powerful than smaller ones. iBgil approach is a generalization of Dung’s
argumentation framework, extended with a preferenceioglatThe basic notion is that of a coalitional
framework containing a set of elements (agents or coatijican attack relation for modeling conflicts, and
a preference relation between these elements to descvitmtéaagents/coalitions. The notion of coalitional
framework is based on the notion of framework for generatimgjition structures presented in [1].

6 Conclusions

We generalize Amgoud’s argumentation-based coalitionrihecovering a wider range of attacks, and a
broader range of reasoning about coalitions.

To represent preferences among coalitions in terms oflattafcattack relations, we use Modgil’'s argu-
mentation theory [13]. Instead of resolving conflicts amoaglitions by preferences among coalitions, we
can resolve conflicts by arguments that resolve them. Wherefsrences among coalitions seem a derived
notion, we show that attacks of attacks among coalitionsbeagiven a natural interpretation. Instead of
a task-based coalition theory as in [1], a wider range otk#taan be defined using Sichman and Contes
dependence network theory. The basic attack relationsdagtwoalitions are due to the fact that they are
based on the same goals. Moreover, we go beyond Amgoudsaabpby defining a second order attack:
the simplest kind of attack on an attack relation is to renmmvadd one of the dependencies of the attacker.
In this way, we cover not only coalition formation but alse twvolution of coalitions, whose stability can



be attacked by other coalitions. To represent attacks duilistaof coalitions and their evolution we use an
extension of Sichman and Conte’s dependence network thatndynamic dependencies. A coalition can
be attacked by removing a dependency from the coalitiony @mtboducing new dependencies which create
new coalitions.

Concerning future work, we would like to model the argum#atatheory in the more general frame-
work introduced recently by Baroni and Giacomin [2]. In th@pproach, an argumentation framework is
interpreted as a set of arguments of a reasoner at a momémein€@onsequently, it can be used to model a
dialogue among agents as a sequence or tree of Dung’s artatrnerirameworks. Deleting a dependency
or restraining from creating a dependency can be used todefeoalition from a direct or indirect attack.
Conversely, restraining from deleting a dependency aratiogeone can be used to avoid attacking a coali-
tion which counter attacks other coalitions. Since dynateipendencies are mapped on arguments which
attack attack relations, this mechanism should be made fieaible to adapt to the context. Moreover, we
would like to explain the dynamics of dependence networksgus normative system: in this way it would
be possible to sanction agents who do not fulfill their rol@inoalition. Further kind of attacks among
coalitions may be defined, for example by introducing incatiiplities among dependence relations.

References

[1] L. Amgoud, An Argumentation-Based Model for Reasoninigofit Coalition Structurefroceedings
of ArgMAS’05 pp. 217-228, (2005).

[2] P. Baroni and M. Giacomin, On principle-based evaluatibextension-based argumentation semantics.
Artif. Intell. 171(10-15): 675-700, (2007).

[3] H. Barringer, D. M. Gabbay and J. Woods, Temporal DynanaicSupport and Attack Networks: From
Argumentation to ZoologWlechanizing Mathematical Reasonjmp. 59-98, (2005).

[4] T.J. M. Bench-Capon and P. E. Dunne, Argumentation iificigtl intelligence Artif. Intell. 171(10-15):
619-641, (2007).

[5] G.Boella, L. Sauro and L. van der Torre, Strengthening¥ssible CoalitionsProceedings of ECAI'06
(2006).

[6] P. Bresciani, A. Perini, P. Giorgini, F. Giunchiglia add Mylopoulos, Tropos: An Agent-Oriented
Software Development Methodologdwitonomous Agents and Multi-Agent Systems Joudnap. 203—
236, (2004).

[7] G. Brewka, Reasoning about Priorities in Default Lodg?eoceedings of AAApp. 940-945, (1994).

[8] N. Bulling, C. I. Chesnevar and J. Dix, Modelling Coatitis: ATL + ArgumentationProceedings of
AAMAS’08 pp. 681-688, (2008).

[9] P. Caire, S. Villata, L. van der Torre and G. Boella, Camadity Masks in Multiagent System®roceed-
ings of AAMAS’08pp. 1265-1268, (2008).

[10] C. Castelfranchi, The micro-macro constitution of goyiProtosociology 18, pp. 208—269, (2003).

[11] P. M. Dung, On the acceptability of arguments and itsdamental role in nonmonotonic reasoning,
logic programming and n-person gamastif. Intell., 77(2), pp. 321-357, (1995).

[12] S. Kaci, L. van der Torre and E. Weydert, On the Accepitgtnf Incompatible ArgumentsProceed-
ings of ECSQARU’Q7p. 247-258, (2007).

[13] S. Modgil, An Abstract Theory of Argumentation That Awomodates Defeasible Reasoning About
PreferencesRroceedings of ECSQARU’Q@p. 648-659, (2007).

[14] H. Prakken and G. Sartor, Argument-Based Extendedd_Bgbgramming with Defeasible Priorities.
Journal of Applied Non-Classical Logicg(1), (1997).

[15] O. Shehory and S. Kraus, Methods for task allocatioragiant coalition formatiorartif. Intell., 101,
pp. 165-200, (1998).

[16] J. S. Sichman, DEPINT: Dependence-Based Coalitiomiation in an Open Multi-Agent Scenario,
Journal of Artificial Societies and Social Simulatj(®), (1998).

[17] J. S. Sichman and R. Conte, Multi-agent dependence pgrakence graph$froceedings of AA-
MAS’02 pp. 483-490, (2002).



