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Abstract

The increasing use of wireless infrastructure and portable technologies, such as

laptops, cellular phones, and Personal Digital Assistants (PDAs), has enabled

nodes to connect to wireless networks whenever access is available or to form

spontaneous ad hoc networks to exchange files or context information.

This new communication paradigm changes the role of the user from consumer

to content provider and it affects the way self-organizing systems, like peer to

peer networks, are used. Furthermore, device mobility and user mobility create

new interesting services designed specifically for nomadic users.

Peer to peer networks need to have self-organization properties because of the

lack of a centralized authority. This implies that nodes should self-manage and

cooperate to sustain the availability of the resources in the system. In this con-

text, researchers have suggested the use of reputation management schemes to

foster cooperation and to mitigate the attacks of misbehaving nodes.

In this thesis, we analyze the principles of autonomic communication system to

define new security requirements that targets malicious and selfish nodes. We

evaluate the basic components of reputation management systems and study the

cost vs. the benefit of using reputation in peer to peer applications.

Borrowing techniques from game theory, we discuss the importance for a node

to build and use its reputation value. We propose a framework, based on the

generalized form of the Iterated Prisoner’s Dilemma, to model the interactions

of rational and selfish nodes in distributed systems. We study how a node takes

into account the change of its reputation when deciding its behaviour in a trans-



action and discuss the Nash equilibrium in the system.

Then, we estimate the performance of reputation management schemes for

specific applications. We simulate the capability of these schemes in reduc-

ing inauthentic and corrupted file transfers in end-user collaborative content-

distribution systems.

Finally we define a new mechanism to improve the application of reputation

management schemes in mobile scenarios. The token-based approach enables

the correlation of reputation values earned in different contexts and virtual com-

munities. This results in reducing the problem of reputation bootstrap in new

communities and in accelerating the identification of malicious nodes.
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Chapter 1

Introduction

1.1 Overview

In the last decade the communication framework is shifting from a client-server
model to a client-centric one. This change, driven by the increased number of
home consumer devices and the need of the users to obtain media-content or to
participate in online communities like auction sites has led to the growth of a
new type of communication scheme that does not always involve a centralized
authority. Peer-to-peer networks, either mobile or fixed, and distributed systems
in general, are the response to the new needs of the consumers.

In this context, the role of the user changes from consumer only to provider
and consumer at the same time. Thus, networks are populated by the presence
of new services and content directly offered by the users which communicate
without the need of a central authority. The formation of these so called virtual

communities brings together people who are completely strangers operating be-
hind their electronic devices without the need to reveal their real identities. In
addition, the widespread usage of mobile devices and the presence of wire-
less connectivity enables the creation of mobile virtual communities that are
more dynamic, thus, increasing the difficulty in establish relationship among
strangers.

In this scenario, automatic reconfigurable systems assume a key role to re-
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CHAPTER 1. INTRODUCTION

spond to the user’s needs for a highly scalable and dynamic system. This system
must efficiently react to network changes and adapt to the context of the mobile
or fixed communication. Users participate in the system functions actively as
they provide services but the reason behind their contribution is the benefit they
obtain from interactions with other nodes.

However, putting intelligence in the network itself and making the users re-
sponsible for the survivability of the system create new challenges as distributed
systems are more vulnerable to attacks of malicious nodes that want to disrupt
the network. In this scenario, the system itself should be able to react to pos-
sible failures and automatically reconfigure itself to eliminate malicious users
without requiring the intervention of a centralized authority.

1.2 Introduction to the problem area

The growing attention to distributed systems is justified by the inherent prop-
erties of these networks. Scalability and distribution of the load from a central
server to multiple nodes are the most important features that have character-
ized their wide adoption. Distributed grid computing and file-sharing system
like Napster are the first attempts to exploit the end-point processing power or
available content.

The cost of the infrastructure is shared among the users that participate in the
system activities. In addition, the user can create media-content or sell the com-
putational capabilities of its personal device to perform complex tasks. More
recently, online-auction sites like eBay have gained popularity; they allow ev-
ery user to advertise goods and bid for available items. However, the common
feature of these systems is the presence of a central authority, which guarantees
the execution of the protocol and monitors the activity of every node, which
needs to register before joining the system.

In dynamic and mobile environments where nodes form short-lived and on-
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line virtual communities the presence of a central server to store bindings be-
tween resources and locations is impractical. In particular, this is true when the
community is limited in time and it is created for a specific scope. Due to the
dynamic changes and due to the fact that nodes are strangers and belong to dif-
ferent organizations we cannot rely on a trusted central point that can monitor
activities and decide in case of disputes.

Fully autonomic peer-to-peer systems are the response to the users’ needs.
In these systems, users interact directly with each other to perform a service,
to exchange data, to share files, computational power, and other resources. An
attempt to build a fully decentralized network is represented by content distri-

bution networks (CDNs) which consist of globally distributed servers located
strategically at the edge of the Internet. Service providers, such as web sites,
rely on these systems to distribute popular information in close proximity to the
user. For this reason, CDNs prove to be effective for managing large amount of
traffic in the Internet.

This need to decentralize the functions of the system to end-points and to
maintain survivability of the system itself is the premise for the evolution of
autonomic communication systems. The intelligence and the monitoring ca-
pabilities required by a system to function properly are shared by the nodes
forming these networks. Thus, the need for a centralized authority has been
substituted by a system which is capable of self-organizing and self-preserving.

Autonomic systems aim at incorporating methods to monitor their dynamic
behaviour and to react in automated ways in order to effectively reconfigure
themselves to adapt to new environments. These concepts of self-management
and self-adaptation, as defined in [65], lead to a system that should be capable
of self-configuration, self-healing, self-optimization, and self-protection.

This new system paradigm is fully applicable to all decentralized peer to
peer systems, like content distribution networks, where cooperation among
end-users is the common characteristic. For instance, collaborative end-user

3



CHAPTER 1. INTRODUCTION

content-distribution systems are cost-effective, inherently scalable and more re-
silient to network and equipment failures. As the server bandwidth is limited,
the idle bandwidth available between the users is used to deliver content effi-
ciently. This system also autonomically self-adapts to the users’ demand and to
changes in the network such as node departures and arrivals.

In this dynamic network environment, more content is available, and the
methods incorporated into the system must guarantee self-scalability and lead
to a self-organization and self-management of the resources. Nevertheless, the
issue that remains to be addressed is how to enforce cooperation and how to
monitor the behaviour of the nodes in autonomic communication systems.

1.3 Motivation of the thesis

Most of the effort in autonomic communication systems is focused on the def-
inition of new paradigms to adapt the system properties to network changes
or to the context of the communication. This new paradigm must enable the
formation of autonomic virtual communities. Autonomic communication sys-
tems are formed by strangers and heterogeneous components which might be
under different administrative domains. These entities interact to achieve their
specific goals and to sustain the scalability of the system. However, the diffi-
culty in establishing direct relationships complicates the measurement of nodes’
trustworthiness.

In a collaborative network, the participation of the nodes is strongly depen-
dant on whether, and how much, they benefit from it. Self-aware nodes may act
strategically and try to improve their local utility by not participating in trans-
actions that are not of interest to them. For instance, a node falsely declares
to be uploading and serving content to other peers, so as to be able to benefit
from new content in exchange for its services. Furthermore, malicious users
may introduce fake or mislabelled content in the network making the use of the
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service problematic if not dangerous.

The participation of the nodes and the quality of the communication cannot
be granted in a systems formed by strangers. If the survivability of peer-to-
peer networks relies on the nodes’ willingness to fulfil their obligations, the
system might not function properly: non-cooperative or selfish behaviour will
be privileged and predominant. This occurs because individual rational nodes
are incentivized to maximize their own use of the resource while the costs of
the service are shared between all those to whom the service is available. As
a result of this tragedy of the commons [60], selfish nodes do not share their
resources if they cannot increase their utility.

In un-managed and fully distributed systems where there is no authority to
force nodes to follow an altruistic behaviour (where nodes cooperate without
reward), incentive mechanisms leading to reciprocal altruism are required to
foster cooperation among nodes. By definition, reciprocal altruism, or direct

reciprocity [91], exists when an entity provides a service to another entity with-
out expecting any immediate payment or compensation. This cooperative action
must result in increasing the benefit for the receiver of the service and the ben-
efit must be larger then the cost the provider has. Reciprocal altruism is only
achieved when also the beneficiary of the service is cooperative in future inverse
situations.

In social and economic science numerous works study entities interactions
in virtual communities and discuss the impact of reciprocate behaviour of the
nodes in their interaction [41, 77]. Cooperation upon previous successful expe-
rience is applicable if the same nodes interact frequently during their lifetime.
However, peer-to-peer systems or large distributed communities face the prob-
lem of nodes that sporadically meet. Thus, these schemes are not effective in
this context due to the limited number of direct interactions. Another approach
is based on indirect collaboration of nodes. This mechanism implies that indi-

rect reciprocity relationships can be established if the transactions are monitored
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and the result of this observation is shared among the nodes [77].

Indirect reciprocity is an extension of the concept of reciprocal altruism as it
is based on the observation of actions between two entities that meet randomly.
In case of indirect reciprocity, these two entities do not need to meet again as
the behaviour in the interaction is observed by a subset of the population that
will inform the others on the outcome. Thus, the application of indirect reci-
procity leads to the definition of reputation management schemes. Reputation
management systems measure trustworthiness in a collaborative-based network.
They monitor participants’ behaviour in all transactions to compute the nodes’
trustworthiness. Then, this information is used to build knowledge of the be-
haviour of the nodes to estimate the expected quality of the nodes in providing
resources. Thus, a reputation mechanism needs to be installed to provide the
necessary trust required for fostering cooperation in autonomic distributed sys-
tems.

1.4 Contribution of the thesis

This thesis tackles the problem of cooperation in autonomic communication
systems by motivating the need for cooperation and by analyzing threats and
available solutions in the literature. This study enables the definition of the
building blocks of a reputation management system.

The specific objective of a reputation management system is to facilitate
nodes to decide whom to trust for providing the correct quality of services or re-
sources to the requesting node. To serve this objective a reputation management
system must perform three distinct functions: 1) collection, 2) aggregation and
3) dissemination of trust information. Moreover, the reputation management
system must motivate nodes to show cooperative behaviour and discourage ma-
licious nodes to take an active role in the network.

The enforcement of reputation in autonomic systems has a cost in terms of
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messages required to disseminate feedbacks and to synchronize reputation val-
ues. In this thesis we consider two approaches to collect and disseminate data:
proactive and reactive schemes. These methods are the two possible extreme
cases and other hybrid approaches can be easily derived by integrating them.
We analyze the impact of these collection/dissemination approaches and derive
conclusions to quantify the impact of overhead messages on the system.

The analysis is carried out by using a simplified model of a reputation man-
agement scheme. In fact, we are interested in studying the impact of the adop-
tion of a general reputation scheme in distributed systems. The conclusions can
be extended to any reputation management system and to specific application
contexts.

The results of the analysis show the importance of reputation systems in
fully un-managed networks. We can also determine which is the best approach
based on the context of the application and on the frequency of the interactions
between the nodes. The collection and dissemination frequency can be adjusted
to respond to the specific needs. These results are general and they can be
applied to content distribution networks as well as to any dedicated peer-to-peer
system that implements a reputation management scheme.

1.4.1 Modelling reputation

This thesis gives a theoretical evidence of the need to implement a reputation
management system. We develop a model to study how building reputation is
important for a node’s future interactions or how a node values its reputation.

Previous work assumes reputation as a metric to define a cooperation strat-

egy or to implement a differential service incentive scheme. This is not suffi-
cient to explain why a node should increase its reputation value and to reason on
the adoption of reputation management systems from the nodes point of view. If
we consider rational nodes, that strategize to increase their expected utility from
the system, there is no clear understanding of the role of reputation in select-
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ing a specific action/strategy. In most cases nodes want to collaborate to keep
their trust value above a certain threshold that allows them to consume system
resources at the minimum contribution level.

Reputation systems are at the boundary between social and economic sci-
ences as well as evolutionary biology and computer science. For this reason,
we closely analyze the adoption of reputation management systems from an in-
terdisciplinary perspective. In our formalization of the system properties, we
discuss the evolution of the system under the application of a reputation man-
agement scheme.

We focus on the issue of reputation and trust building in a decentralized
system. Moreover, we exploit specific economic theories to model peer-to-
peer systems. In particular, we discuss what the need for cooperation is in
an autonomous distributed system formed by selfish agents and we focus the
attention on reputation with respect to its definition of future revenue, i.e. the
granted permission to access resources in future.

We propose a game theoretic approach based on the generalized form of
the iterated prisoner’s dilemma to study reputation management systems. We
derive the Nash equilibrium for the reputation game and we show that reputation
is sufficient to sustain cooperation. A quantitative analysis of the time a node
must wait before being rewarded for its cooperative behaviour is given and it is
based on the reputation level of the nodes.

Simulations show the impact of different strategies selected by nodes on the
system performance. The performance is measured in terms of cooperative
transaction. The probability distribution of the reputation value in the system is
derived to understand how reputation systems model the behaviour of a node.

We also assess the performance of the reputation scheme in the presence of
nodes that always defect when interacting with other entities. Results show that
reputation is needed to isolate faulty components.
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1.4.2 Application to content distribution networks

For the application of reputation systems to autonomic distributed systems, this
thesis presents ideas of reputation management and their development and ap-
plication for soft management in autonomic and collaborative content distribu-
tion systems. To measure the trustworthiness of a peer, a feedback-based trust
management system is applied to the case of content distribution systems.

The aim is to incorporate methods to sustain self-optimization of the re-
sources by limiting corrupted downloads and to provide a minimal degree of
protection of the shared content. In this work, we extend an existing reputation
management system to function in a collaborative content distribution system.
Unlike other reputation management schemes, our approach targets collabora-
tive content distribution through splitting files into blocks and uploading them
to different peers followed by the exchange of these blocks among peers.

We define the type of malicious nodes that are active in content distribution
systems and we simulate two scenarios: when the node(s) providing the fake
blocks can be identified and when they cannot be identified. We then study in
detail the latter case – which is a more accurate representation of systems cur-
rently in place – and measure the impact of several variables on the performance
of the reputation management system.

Our solution to the problem of malicious corruption of blocks is to allow a
peer to select its transaction partners based on the trust it places on them. A
collaborative content distribution system is particularly susceptible to pollution

attacks since a single bad block can render the entire download worthless.

The results show that a large percentage of malicious nodes is identified
and corrupt block transfers are prevented if reputation management systems
are used. The application of reputation systems increases the fraction of good
content downloaded in both cases when the sender of the corrupt blocks can be
identified and when he cannot be identified.
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In addition, we evaluate the impact of the number of blocks and the percent-
age of malicious peers. As the number of blocks required increases, the prob-
ability that the source successfully downloads the content decreases. Hence,
networks with a large number of malicious nodes must keep the number of
blocks required to reconstruct a file as low as possible.

An immediate applicability of our work is to content networks relying on
network coding. With network coding, blocks are re-coded at each intermediate
node, and block verification cannot be done by using a predetermined hash of
the block. Another application is on the popular file sharing BitTorrent: reputa-
tion trust metrics can correlate downloads of different files.

1.4.3 Mobility support for reputation

In this thesis we consider a mobility scenario, when nodes frequently join and
leave virtual communities while they are on the move. The application of exist-
ing reputation management systems to mobile devices is not immediate. Nodes
are considered as new entrants each time when they join a community and their
past behaviour in other context or communities is not evaluated.

In this setting, nodes have an incentive to misbehave when they join a com-
munity for a short time as the reputation management system cannot immedi-
ately give an accurate estimation of the behaviour of the node. For this reason,
most of the existing reputation management systems consider new nodes as ma-
licious nodes and assign them a low reputation value. This practice is also used
to avoid that a node joins a community with multiple identities to whitewash
them from any bad reputation.

Even if few transactions are required to build an initial value, during this
period the node cannot access services due to its low reputation, since service
providers deny the access to their resources. We design a token-based mecha-
nism to help the bootstrap of a new node in a community by exploiting its past
transactions in other clusters. This mechanism extends existing reputation man-
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agement systems to support mobility and enables the correlation of transactions
in different contexts effectively.

The results show that the token-based mechanism improves the performance
of reputation management systems in mobile applications. We also consider
nodes that change behaviour when they join different clusters, i.e., milk their
behaviour. The mechanism is able to detect the presence of malicious nodes
and it effectively increases the fraction of cooperative transactions.

The token-based mechanism is general-purposes and it can be applied to any
system that has multiple virtual communities. Nodes have the capability to join
different communities created for a specific reason. The token can contextualize
the reputation values obtained in other context and link the reputation values.
Different weights can be associated to reputation values formed in communities
based on the judging capability of the community or based on the scope of the
community itself.

1.5 Assumptions for the research

There are some important issues in reputation management systems and their
application to distributed systems that are not covered in this thesis.

Reputation System details are not provided in this thesis, as we study the ap-
plication of a general reputation management system and we extend the
functionality of an existing mechanism. We do not provide the design of
a new reputation management system as we are interested in capturing the
general properties of reputation systems and in studying how these systems
are effective in autonomic communication systems.

Networking properties are not considered when studying the impact of the
reputation management systems. In particular, the reputation model we
formulate is abstracted from a specific context. This thesis assumes the
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presence of an overlay network and of routing schemes to propagate the
messages. We do not deal with the formation of a network and how rep-
utation management systems can be used to guide the construction of an
overlay.

Security and Privacy is important to ensure integrity and non-repudiation of
the opinions the node form on other nodes. We do not attempt to discuss
the details of the implementation of cryptographic algorithms or how the
keys are distributed among the nodes. We assume that nodes have a cer-
tificate and use public cryptography to digitally sign their evaluation.

Moreover, we do not design any specific application to guarantee unlink-
ability of the information. In particular, the information provided by the
token-based mechanism can be exploited to track the movement of a node
inside an area. Anonymity mechanisms can be used to provide untrace-
ability of the location of users.

Identities are required to bind a reputation value to a node and to evaluate the
transactions of a node. In this thesis, we do not propose any mechanism to
generate identities and to guarantee that these identities are unique in the
system. We assume the presence of a global identity and we assume that
nodes cannot spoof identities and steal reputation values.

1.6 Outline of the thesis

The content of each chapter and the most important finding are briefly discussed
in the following outline.

Chapter 2 introduces the concept of autonomic management systems and
discusses the threats and specific requirement to construct a self-organized and
self-managed system. We motivate the need for cooperation in autonomic sys-
tems and present the solutions to foster cooperation. The analysis is specific to
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the application of reputation and outlines the important features this mechanism
must have to guarantee self-preservation of autonomic communication systems.

Chapter 3 details the individual components of reputation management
systems and presents the metrics to evaluate the performance of reputation
schemes. In Chapter 3, we critically discuss the existing reputation manage-
ment systems. The ROCQ reputation management system is described in detail
as it is the reference scheme that we extend to apply reputation in different con-
text. This chapter also gives an overview of the security issues in reputation
management systems.

Chapter 4 studies the extra signalling these schemes introduce in an overlay
network and we derive conclusions on the accuracy of the reputation system
compared to the communication overhead.

Chapter 5 introduces the reputation game that we use to formalize an au-
tonomic system. With this game we are able to justify the use of reputation
management systems.

Chapter 6 presents an application of the reputation management system to
content distribution networks. We analyze the impact of different types of ma-
licious nodes and evaluate the performance.

Chapter 7 extends reputation management systems to support mobility. A
token-based mechanism is proposed and the performance of the system under
different mobility scenarios is evaluated.

Chapter 8 summarizes the results achieved in this thesis and gives guidelines
for future work.
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Chapter 2

An autonomic approach to cooperation

2.1 Autonomic systems: a definition

Autonomic systems are systems capable of operating and managing in an au-
tonomous way without requiring external intervention. The core of an auto-
nomic system consists of its capability to observe the working environment and
the context of the communication. Given the task that must be accomplished
and the result of the observation, the system adapts and reconfigures to serve
its purposes. These concepts of self-management and self-adaptation, as de-
fined in [65], define a system that should be capable of self-configuration, self-
healing, self-optimization, and self-protection.

Self-configuration means that new components and software can be added to
the system. The system must respond adaptively to changes in the environment
with no disruption of the services provided. The system is termed self-healing

when it is resilient to malfunctioning by detecting and isolating failed compo-
nents. By monitoring the resources, a system must self-optimize their usage so
that resources can be provisioned to meet the user needs without requiring hu-
man intervention. Moreover, the system must anticipate attacks from malicious
users and protect against unauthorized access to the resources (self-protection).

The autonomic concepts are applicable to many computing fields. In partic-
ular, the rapid growth of the number of portable devices has opened an inter-
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esting research area that uses the autonomic principles to design an autonomic
network. This autonomic network must deal with the complexity of manag-
ing a huge infrastructure sustained by available pervasive devices that sense the
environment to report context information.

Mobile ad-hoc and peer-to-peer networks are two important examples of the
need for the deployment of autonomic systems. These systems are character-
ized by heterogeneous entities with different computational capabilities. In this
scenario, the systems must enable devices to propagate information in the net-
work, and at the same time, to respond autonomically to network changes and
to sustain the scalability of the system. These tasks are difficult to achieve,
mainly because nodes can be on the move and they can exploit services that are
contextualized to the environment [39].

2.2 Security paradigms in autonomic systems

Different kind of services and applications can be deployed in an autonomic
communication system, but the common feature of these applications is the
absence of a centralized authority. Federations of heterogeneous nodes self-
organize to form an open environment where nodes dynamically move and self-
adapt while the system changes. In the system, the lack of a trusted third party,
that bootstraps the trust in the system, does not allow to establish a priori trust
relationship among entities.

In this open environment, the application of autonomic principles requires
dynamic paradigms for service composition and mechanisms to control the ac-
cess to resources. Nodes actively participate in the process of service creation
and are no longer within the boundary of a secure and trusted domain. In this
scenario, strangers negotiate access to services and new security measures must
be deployed to take into account changes in the services and in the system itself.
In autonomic communication, the role of the trusted third party is shared among
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the users, who must monitor the network operation to self-preserve the system.
Mechanisms that respond to malicious and intentional attacks on the network

infrastructure must cope with the distributed and dynamic nature of the system.
These security mechanisms must monitor the system and proactively detect and
identify threats to automatically fight or to activate reactive defensive counter-
measures. Thus, autonomic systems require self-preservation capabilities that
go beyond traditional access and authorization control.

2.2.1 Trust relationship and access control

The traditional basic security services to provide confidentiality, integrity, au-
thentication and non-repudiation must be complemented by new security prin-
ciples that are specific to autonomic communication systems. Security must
provide an infrastructure to enable the formation of trust relationship in an open
environment and to provide controlled access to resources. Other concepts like
privacy and anonymity can be associated to the need of security in particular
application scenarios. The need for privacy and anonymity might come from
nodes that are willing to contribute to the system but do not want to disclose
personal and sensible information, such as location, interactions and so on.

To establish security relationships, suitable key management and distribution
protocols must be deployed. Traditional schemes rely on centralized authority
for the verification and distribution of keys and, therefore, are not adequate
for autonomic communication systems. New approaches based on the concept
of the web of trust of Pretty Good Privacy (PGP) have been proposed. The
certificates are stored in a completely distributed fashion and trust between two
users is established on demand by merging the two local certificate repositories
to find a match. This approach cannot work properly in a dynamic system
because the multiple key pairs can be generated and its success depends on the
way the local repository is constructed.

However, other self defending mechanisms that respond dynamically to ma-
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licious attacks can be incorporated in the security infrastructure. Nodes can be
authorized to access resources but they can also provide poor services to the
system community or in the worst case deny holding content to spare their re-
sources. These attacks are outside the normal operation of the system and they
can be difficult to detect.

2.2.2 Malicious behaviour control

Schemes to tackle malicious activities of the nodes require a detailed knowledge
of the entire system and monitoring capabilities to timely detect possible threats.
The detection and the monitoring must be implemented in a distributed fashion
to follow the specification of autonomic systems and to share the cost of this
activity among the members of a federation. In particular, these monitoring and
reactive schemes must deal with abuse of resources, deny of possession of a
resource, and false or poor quality service provision.

Although trust relationship could be efficiently deployed in an open environ-
ment, the survivability and self-preservation of the system resides in the contri-
bution level of each single entity. False or corrupted content can reduce dras-
tically the performance of an autonomic system. In particular, these systems
self-adapt to the context of communication in a feedback control loop fashion
by exploiting the information provided by the nodes.

Traditional cryptographic, or hard security, mechanisms are not able to pro-
tect the system from malicious sources of information. This occurs because
hard security protects the system from nodes which try to steal or modify the
information. As a consequence, the lack of a coordination point typical of a cen-
tralized entity necessitates the definition of an incentive mechanism to foster the
correct behaviour and cooperation.

Another important new security paradigm introduced by autonomic commu-
nication systems is cooperation. From a security perspective, incentive mech-
anisms, that deal with cooperation, introduce a new dimension in the common
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view of security principle which can be classified as soft-security, or social con-

trol mechanisms.
In conclusion, security solutions in autonomic communication system must

be deployed to protect the system from traditional active and passive attacks
and from a new class of attack called misbehaviour. It is important to mention
that the use of only soft security mechanisms does not protect the system from
attacks, but these mechanisms are a important complement to traditional cryp-
tography protection. In the following part of this thesis we study and propose
countermeasures to mitigate the effect of malicious nodes inside the system and
to motivate entities for cooperation.

2.3 Threats to autonomic communication systems

This section discusses the attacks that can be made targeting an autonomic com-
munication system. We limit the analysis to attacks to the system caused by
misbehaving nodes. The objective of this section is not necessarily to provide
solutions to such attacks but instead to highlight the new attack scenarios in
autonomic communication systems.

2.3.1 Adversaries: selfish and malicious nodes

Self-organized systems are composed by heterogeneous components that might
be under control of different organizations, with different goals in mind. In
many cases they can act selfishly and do not participate in the operations defined
in the communication protocol or they can act maliciously by injecting false
data in the network. These two types of entities are the adversaries as they want
to harm other peers or the system as a whole.

In particular, nodes might act selfishly in the sense that they do not share
the content they own or the data they have gathered from other nodes in pre-
vious interactions. For instance, mobile or sensor nodes are battery powered
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and have limited resources in terms of CPU and memory, thus, they participate
in the system activities only when they have direct interest. Free-riders strate-
gize their behaviour to benefit from the system at the lowest cost in terms of
resources. These nodes are also called rational for their capability to maximize
their participation in the system.

On the contrary, malicious behaviour is not driven by the intention to save
resources but by the purpose to inject false data or to disrupt the system by
impersonating nodes or by attacking nodes.

In real networks the fraction of malicious nodes compared to free-riders is
low. This happens because nodes tend to acquire more resources if they are
available in the system. For instance, in content distribution networks nodes are
active in the system until they have downloaded the requested files. In the same
network, the main activity of malicious nodes is to pollute the content available
in the system by injecting bogus files or corrupted content. However, the impact
of their behaviour causes more damages to the performance of the system and
even to the user in case of viruses [86].

2.3.2 Adversarial model

In this section we discuss the malicious behaviour of one user or a group of
nodes in an autonomic distributed system. The classification of the malicious
entities, in accordance to [73], is done by considering the goal of the attack and
the means to achieve it. The designer of the self-preservation mechanisms must
evaluate the presence of the adversaries and implement an incentive mechanism
to thwart possible attacks.

Inauthentic peers participate in the system by contributing to a transaction
with a content that is different from the requested one. The effect of this
attack depends on the type information they propagate and the use of this
information. In a file sharing system, this attack can reduce the perfor-
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mance of the system in terms of content availability and download speed.
In a context-aware application, false information can also mislead the con-
textualization of a service. However, if a node propagates a virus, this can
cause higher damages to the peers that benefit the service.

Impersonation consists of stealing an identity and behaving like a legal iden-
tity in a transaction in order to reduce the level of trustworthiness of an
honest node. In this type of attack, malicious nodes that pollute the system
are not identified. Alternatively, the nodes can consume resources from
the system without being detected.

Sybil attack consists of forging an identity and appearing in the network with
temporary identifiers with the intention to disrupt the network or dissem-
inate false information without being responsible for the action [40]. In
general, the attacker enters the systems with multiple identities to simulate
the control of multiple peers.

Denial of Service (DoS) attacks are typical of a client/server model where the
attacker reserves or uses all resources available at the server to deny service
to legitimate clients. This attack can seriously damage a self-organized
system if its distributed version is used, for instance by using worms.

Repudiation consists in denying an actions. A node can refuse a transaction or
to have sent feedbacks.

Whitewasher is a peer that behaves maliciously in the system. When other
nodes refuse to serve this node because of its poor honest behaviour, it
exits the system and enters with a new identifier to be labelled as new
entrant [44]. This attack is possible when nodes are not bound to a fix
identifier or when new entrants have an initial credit to spend in the system.

Bad Mouthing is an attack based on the recommendation a node sends. In this
attack malicious nodes report false information in the system. This attack
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is effective when a distributed monitoring scheme is implemented and the
functions of this scheme are based on the feedback the user sent after each
transaction. A variant of this attack consists in sending false feedback
for all peers except a small group. In this case, malicious nodes are not
recognized immediately as liars and their attack has greater impact.

Traitors or milking agents are peers that have inconsistent behaviour. These
nodes behave well for a period of time or in small transactions to increase
their reputation inside the community and then start to behave maliciously
to increase the profit of their action. This type of behaviour causes more
problems in systems that give additional privileges to high reputed users.
A typical example is given by the eBay system.

Collusion identifies malicious nodes that collude in order to cause more dam-
ages to a node or to the system compared to the single actions of individu-
als. The nodes joining a collusion can deny services to a node or they can
behave in a way that the community identifies the victim as being mali-
cious. This attack is particularly difficult to be detected as only the nodes
part of the collusion are fully aware of the target.

Front peers work to increase their level of trustworthiness inside a commu-
nity. When they are identified to be honest and cooperative nodes, these
peers recommend other malicious peers to promote their activities. If these
promoted nodes are part of the collusion, this attack can be also called col-

lusive bad mouthing. This strategy is similar to the collusion attack, but
the difference consists of the fact that front peers, or moles, do not target a
specific victim.

Ballot Stuffing refers to the action of a group of nodes that report false trans-
actions in order to increase their trustworthiness in the system.
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2.4 Toward cooperation in autonomic communication sys-
tems

As discussed in Section 2.2, cooperation is a new security issue that must be
tackled to ensure the survivability of autonomic communication systems. Nodes
cannot be assumed to cooperate and fulfil their obligations toward the system
goal. They have a selfish nature and there is no centralized authority that moni-
tors the behaviour of the nodes and distributes the resources in accordance.

2.4.1 Theoretical approaches

Self-organized systems are also characterized by the presence of heterogeneous
entities which might be under different administrative domains or authorities.
In this context, cooperation cannot be assumed unless the system is managed
or designed in such a way that individual selfish behaviour results in the system
goal. If the rules of the system are designed to create the appropriate context
for nodes to behave selfishly and, at the same time, to guarantee that the social

optimum is achieved, cooperation is promoted inside the system. The design
of the system’s rules with this goal in mind is part of the mechanism design

theory[76].

Part of mechanism design is to study how the preferences of the users can
be aggregated efficiently. However, these preferences are private and nodes can
misreport their preferences to modify the behaviour of the system. Moreover,
the autonomic communication systems are in continuous evolution and adapta-
tion and nodes can modify their behaviours to self-adapt to the new context of
communication. For these reasons, mechanism design is not fully applicable in
these systems. The distributed version of the theory is named distributed algo-

rithmic mechanism design and it is still under definition. Definitions and details
of the theory can be found in [42].

Game theory [53] is another powerful theory used to study the outcome of
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a system when nodes strategize their behaviour. To study the equilibrium of
a system, an important assumption is to consider rational entities as their be-
haviour can be predicted. Rational nodes act to maximize their utility, which
can be defined, in a simplified version, as the amount of resources they obtain
compared to the resources they have spent to access them.

Game theory and mechanisms design are theoretical tools and simplifica-
tions must be made to study the complexity of a networked system. Thus, their
primary use is to study the behaviour of the nodes and to have useful insights to
understand how to reach an equilibrium point in the system. The existence of
this equilibrium guarantees that the system has inherent self-preservation prop-
erties.

A considerable amount of research has focused on the exploitation of eco-
nomic theories to model nodes’ interactions. Most of this effort has been cen-
tered on the analysis of how selfish behaviour impacts the performances of
peer to peer and ad-hoc networks [11, 46]. Previous work show that incen-
tives schemes encourage cooperation in these networks and increase the benefit
nodes obtain from their participation [45, 89].

In [21] an approach is proposed based on game theory to define and analyze a
differential service incentive scheme to improve system’s performances. Game
theory is used to evaluate the amount of resources that a node must contribute
to the system and the probability with which nodes’ request will be served by
others.

However, autonomic communication systems are also populated by mali-
cious nodes and their action are difficult to be predicted as they do not follow
any specific strategy. If cooperation is achieved in a fully rational environment,
malicious nodes can easily get control of the system by attacking. Thus, starting
from an evaluation of the system properties in a rational environment, counter-
measures must be used to reduce the impact of malicious nodes. [43] revises the
approach presented in [21] to study whitewashing and collusion attacks within
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a game theory framework.
Game theory is also used as tool to analyze the robustness of trust infer-

ence protocols in the presence of adversarial rational nodes [75], such as nodes
joining in a collusion or whitewashing, defined in Section 2.3.2.

If we base the survivability of autonomous system on nodes’ behaviour, the
system might not properly function with respect to the designed goal: non-
cooperative and malicious behaviour are predominant in the system. In un-
managed and distributed systems, incentive mechanisms must be used to elimi-
nate malfunctioning component and to foster cooperation among selfish nodes.

2.4.2 Incentives mechanisms to foster cooperation

The result of uncooperative behaviour causes service degradation if not the
complete system collapse. The area that has gained much attention to solve
the problem of selfish and malicious nodes is peer-to-peer networks. The main
reason consists of the growing number of users that use peer-to-peer systems
for file sharing or for distributed storage.

A solution that has been implemented to guarantee the correct sharing of
resources is the tit-for-tat strategy of BitTorrent [32]. This strategy consists of
copying the strategy of the node at the previous interaction. In BitTorrent, the
tit-for-tat mechanism is used by a node to decide whether to upload a portion of
a file to the requesting node or not. The cooperation is measured as the amount
of downloaded information from the requesting peer decreased by the uploaded
bits. This scheme has been proven to be effective and to speed up the mean
download time of a file [69].

However, in BitTorrent malicious nodes are not rated for their actions. Nodes
can upload fake portion of file without being punished for their actions. Nodes
have incentives to cooperate for the distribution of the file they are interested
in, but they are not stimulated to cooperate for other resources. Moreover,
the contribution of the nodes in providing different resources (i.e. participate
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in multiple torrents) is not considered. Preliminary work has shown that the
implementation of an inter-resources collaboration mechanisms improves the
performances of BitTorrent [57].

In the literature, monetary or credit-exchange schemes have been proposed
to foster cooperation in peer-to-peer [56] and ad hoc [22] networks. In these
schemes nodes receive a payment every time they participate actively in the
system operations, e.g., serving a file to a node in a file sharing setting or by
forwarding packets in an ad-hoc network. Micropayments rely entirely on cryp-
tographic primitives and use virtual currency to remunerate good actions [95].
The access to resources is granted upon payment. This solution is rather effec-
tive if we can assume tamper-proof hardware to safely store credits or a trusted
centralized entity that mitigates disputes in the system and accounts for cred-
its. However, a centralized or accounting infrastructure is not applicable in a
distributed system and the operations required by a monetary scheme might be
cumbersome if nodes have limited connectivity or limited computational capa-
bilities [61].

Another class of solutions is based on service differentiation: nodes that con-
tribute more will get better services [58]. This solution anticipates the definition
of reputation management schemes. Reputation is defined to give an estimation
of the expected cooperation level of the user or nodes. In these schemes nodes’
behaviour is monitored by a fraction of the nodes in the system and evaluated to
construct the reputation value. Access to services and the quality of the service
are controlled by the reputation of the requesting node.
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Chapter 3

Building blocks for a reputation
management system

3.1 Overview

This chapter discusses and defines the architecture and the framework of trust
and reputation management systems. It presents the definition of the metrics
to evaluate reputation management systems and it discusses security issues in
reputation management systems.

Trust and reputation management systems are not intended to provide a secu-
rity framework that protects the networks from traditional attacks. But they are
proposed to give nodes that sense of trusted environment that is common in real
human interactions, like social relationships. For this reason, we present trust
and reputation schemes with the aim to provide soft security to nodes participat-
ing in a distributed system. Trust is a complementary mechanism to traditional
cryptographic algorithms that preserve the system secure state from external
and internal threats.

This chapter is not intended to provide algorithms and implementation de-
tails of the trust and reputation management systems. Instead, we discuss
the basic components and available architectural solutions to design reputation
schemes and we critically assess the suitability of existing techniques in auto-
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nomic communication systems.

3.2 Definition of entities and terms

This section defines the terms we use for the description of the general prop-
erties of a reputation management system and the entities that are part of the
architecture. This section also defines the terms we use in the following chap-
ters to study the application of reputation management schemes to an autonomic
system.

Peer is the entity that participates in an autonomic system. It provides services
and issues requests for services to other peers. In general, the peer acts
on behalf of a user and it is identified in the system as a node. It has an
identifier that is exposed for communication purposes, routing of messages
or to be addressed by other peers. Multiple identifiers can be associated to
a peer, as used in Sybil attacks [40].

Identity is a sequence of bits or a fully qualified name that identifies a node in
the system. This identity can have local or broader scope and the choice is
made by the system designer. For the reputation management system, the
identity must be unique to identify a node and to reward or punish the node
for its actions. The generation of the identity can be made from physical
or networking address or the identity can be bound to a certificate.

Pseudonym is an artificial name used in transactions to avoid disclosure of the
real identity. Peers can use pseudonyms to maintain anonymity or to avoid
the linkage of their transactions. If the use of pseudonyms is needed to give
entities control of their identity, it can cause troubles in the management
of reputation schemes. The generation of multiple pseudonyms must be
controlled to avoid whitewashing attacks [44, 47], defined in Section 2.3.2.
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Cryptographic mechanisms must be used to generate pseudonyms in an
efficient and controlled manner.

Malicious nodes are entities that try to attack the system with the intention to
disrupt some parts or the whole network. They have a byzantine behaviour

and they can inject false data, launch DoS attacks, not forward request or
misreport. They [10]. Their behaviour is unpredictable and they do not
follow any strategy.

Free-riders exploits the system for their own good. They try to maximize their
utility and to contribute with minimum resources to the system.

Centralized authority is the trusted third party in the system. It has control
of the transactions and maintains audit information of the users’ activities.
This is the single point of failure in a centralized system, which cannot
function properly if the authority is unavailable. For this reason, DoS at-
tacks often target the authority. Reputation systems, like eBay, use the cen-
tralized authority to rate nodes and to solve disputes. Distributed systems
do not implement a centralized authority as this solution has two major
drawbacks in terms of scalability and availability.

Structure and unstructured systems are two different types of overlay net-
works. Unstructured systems are characterized by nodes who connect ran-
domly to other nodes in the system; ad hoc networks are examples of un-
structured systems. Structured topologies use a protocol to organize node
and assign protocol specific identifiers to nodes [90, 80, 85]. The network
is organized in a Distributed Hash Table (DHT) to address nodes and route
messages. Hybrid approaches exist and they combine different structured
networks through an unstructured topology composed by supernodes.

Transaction is the interaction between two peers. In a transaction the role of
the peers is to provide or request a service, e.g. file, CPU usage, packet
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forwarding. Due to networking failures, request might not reach the des-
tination or the transfer of the service can be interrupted if the connection
breaks down. Nodes consider unanswered or incomplete requests as null
transactions or poor quality service in the latter case.

Cooperation is the action of a node that well behaves in a transaction. The term
cooperation is largely used in the framework of theoretical game theory
and it indicates the willingness of a node to share resources.

Defection is the opposite action of cooperation. Defection is the result of the
uncooperative behaviour of the node. This behaviour is shown by denying
access to resources.

Adversary is the term used to identify agents that act to harm the system or
other entities. In this thesis we call adversary both malicious and selfish
users if not specified. The reputation scheme must detect the presence of
adversary nodes and exclude them from the system.

Reputation measures the trustworthiness of a peer in a system. It is the global
system-wide view of a node or what is believed about this node. In short,
reputation is the collective measure of trustworthiness based on the judge-
ment of a community. It is quantified and it is calculated by considering
the action of a node in the view of a community of users.

Trust is a relationship of reliance and decision in social science [62]. A trusted
party proves to benefit the belief of other peers to fulfill its obligation or to
return in future the credit received. The definition of trust might include
also the concept of risk, when the value of the outcome of a transaction
is high and there exists the probability of failure. The concept of trust
is stronger than reputation as a node, that trusts, risks in person. Thus,
it is subjective and it is formed based on personal experience or on the
reputation that the node has within a community.
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Opinion is the judgment that a node forms after a transaction on the quality of
service received by the counter part. It is personal and the scope is limited
to a single interaction. An opinion forms the so called private or first hand
information resulting from own experience.

Confidence is the opinion a node has on the judging capabilities of a reporting
node.

Feedback is the information reported to the virtual community after a trans-
action. Feedbacks are aggregated and contribute to the evaluation of the
reputation value of a node.

3.3 The concept of reputation management

The definition of reputation management systems comes from the need to create
a communication framework in online communities similar to traditional social
relationships. The real application of these systems has many facets, as it is
based on the context of communication and the underlying system definition.

The way reputation management systems must be deployed or how their
outcome should impact the decision of the nodes is still not clear and depends
on many factors, such as the application context, type of nodes and risk of the
communication. Thus, to evaluate the effectiveness of reputation management
systems it is important to assess how these systems improve the quality of online
interactions and how virtual nodes value their use.

However, the use of reputation management systems is conditional to three
properties [82]. Nodes must last for long in the system to count for future in-
teractions. If the time that nodes remain online is short, they only look for the
immediate outcome of the transaction. The second property consists of the will-
ingness of nodes to distribute the feedbacks after the transaction and to consider
them for their decisions. Finally, feedbacks and reputation should be useful for
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Figure 3.1: Trust transitivity as basic concept of reputation management systems. Node B is the
connection point between node A and C

the community. To these properties we can add anonymity, as the peers’ reputa-
tion must be preserved, and minimal overhead in terms of computation, storage
and communication messages.

Fig. 3.1 shows the basic principle on which reputation management systems
are based. For instance, the trust that A places on C derives from the recom-
mendation that B issues, and on the confidence that A has on the capability of B

to recommend other nodes.

Following the definition of the concept of reputation management, reputa-
tion schemes are also defined social control mechanisms as they secure the sys-
tem from social behaviour attacks. In the framework of communication and
computer security, reputation schemes are called soft security mechanisms to
distinguish them from traditional security mechanisms like authentication, con-
fidentiality and integrity. Accordingly, soft security mechanisms provide a type
of trust that is called provision trust [62]. Provision trust gives the expected
quality of service and the reliability of a node in a transaction. It differs from
the hard security trust, as it does not guarantee that the system is protected from
attacks.

In the following sections, the concepts of trust and reputation are further
elaborated to define the basic framework for a reputation management system
based on the transitivity principle depicted in Fig. 3.1.
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Table 3.1: Architectural generalization of the reputation mechanism

Centralized Systems Distributed Systems
Collection Send report to Trusted Third

Entity
Send report to aggregation
locations

Aggregation Centralized computation Distributed or local compu-
tation

Dissemination Ask reputation value to
Trusted Third Entity

Request reputation value of
transacting node from aggre-
gation locations

3.4 Breakdown of reputation management systems

Reputation management systems monitor the behaviour of their member nodes
during transactions with other nodes and assist member nodes in selecting inter-
acting nodes. To provide this service, the reputation system protocol must col-
lect, aggregate and disseminate information concerning the nodes’ behaviour.
The collection and dissemination of the information depend on the system de-
signer choices and they must consider the application and the underlying net-
working properties. Aggregation is performed to compute the trust value of a
node, and the way information is combined is specific for the reputation scheme.

Hence a reputation management system performs three distinct functions:
1) collection, 2) aggregation and 3) dissemination of trust information. The
first and the third functions require that nodes communicate whereas the second
function, that of aggregating reputation information, may be performed locally
at a single node or at multiple nodes depending on the reputation system archi-
tecture (shown in Table 3.1).

In this section we discuss the impact of the network topology and solutions to
collect information from sources and to disseminate reputation values in the sys-
tem. As aggregation functions are specific to a reputation management scheme,
they will be briefly outlined and classified based on their general features.

33



CHAPTER 3. BUILDING BLOCKS FOR A REPUTATION MANAGEMENT SYSTEM

3.4.1 Impact of the underlying network and topology

The underlying topology and the network properties of the communication have
a great impact on the definition of a suitable architecture for reputation manage-
ment systems. Two broader classes of approaches exist: centralized and decen-
tralized communities. If the community is built on top of a centralized overlay
network, the reputation system can rely on a trusted third party to collect and
compute reputation values. The eBay feedback system is the most known repu-
tation scheme that implements a centralized approach [81] and Slashdot [68] is
an example of distributed moderation system that stores feedbacks in a central-
ized server.

eBay and Slashdot are web-based applications deployed on a client-server
model. eBay is an acution site built in a centralized fashion as sellers and buy-
ers negotiate the price by posting bids on the web. Only the final transfer of the
good and the payment are done offline without the intervention of the server.
This system automatically implies the possibility to exploit centralized proper-
ties to aggregate reports from the nodes and to publish the computed reputation
value on the web.

Distributed systems do not assume the presence of a centralized entity and
the load of the server must be distributed to the community. We can distinguish
two topologies: unstructured and structured.

In unstructured systems, nodes have limited knowledge of the network and
they interact only with neighbours or other entities they have met in the past.
The reputation management scheme must follow the same structure of commu-
nication imposed by the protocol. For instance, P2PRep [33] implements a rep-
utation management system for Gnutella, where each peer tracks the behaviour
of the nodes in its transactions and share its view with other nodes by using a
distributed polling algorithm similar to the one used to request resources.

Another example of unstructured networks is an ad hoc network where nodes
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are connected to their neighbours and have only local view of the topology net-
work. As for Gnutella, reputation management systems rely on direct observa-
tion of the nodes and indirect opinions received by other entities [19, 74].

Structured overlays are organized topologies where nodes are virtually con-
nected in accordance to the protocol. In these settings, reputation management
schemes exploit the structure of the system to elect designated agents. These
agents are responsible to store the reputation values of other peers and to aggre-
gate feedbacks in some cases. These systems include P-Grid [8, 7], ROCQ [49],
and PeerTrust [94].

A hybrid approach can also be implemented. A centralized authority can be
used to manage the system initially or to provide assistance to new entrants and
a distributed approach can be used to manage reputation. TrustMe [87] relies
on a centralized server to bootstrap the system in order to implement anonymity
and load balance schemes for storing reputation values.

Network properties must be considered in the definition of the reputation
management architecture. In a mobile scenario, reputation schemes must deal
with frequent disconnections and high churn rate, i.e. nodes that leave and join
the system. In this scenario, we need to determine the extent to which it is pos-
sible to perform reputation management when the interactions are very short-
lived. When the churn rate is very high, the design of a reputation management
system must deal with high overhead to exchange messages to keep the repu-
tation view consistent inside the system. Thus, before setting up a reputation
management system in an ad hoc system, the overhead and the communication
delays must be considered to quantify the possible benefit of reputation.

Structured peer-to-peer systems are also sensible to high churn rates as they
need to reconstruct the topology [83]. In this case, multiple designated agents
can be chosen to ensure resiliency and redundancy of the information.
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3.4.2 Reputation aggregation locations

In this section we summarize possible aggregation and storage location for the
reputation value. Depending on the system architecture aggregation of the col-
lected feedbacks can be performed at a number of places in order to form the
reputation value. A number of aggregation locations have been discussed in the
literature [73].

• Transacting Node: Each node stores local opinions after each transaction.
Only this information is aggregated to form a subjective view of the trust-
worthiness of the peers. Nodes only rely on direct evidence, i.e.first-hand
experience, and do not share experiences with other nodes. Thus, the col-
lection and dissemination functions do not need to be implemented.

• All Nodes: Nodes forms local opinions and share this information with all
nodes that constitute the system. This solution is costly in terms of num-
ber of messages, as they increase quadratically with the number of nodes.
Thus, the applicability is limited to small networks and when transactions
are rare. This method is highly resilience to churn as nodes aggregate local
opinions and indirect opinions locally. Nodes can weigh indirect opinions
to reduce the impact of false information. Opinions from known peers or
reputed peers can contribute more to the evaluation of trust.

• Central Database: This method relies on a central database to collect,
aggregate and disseminate reputation values, like in eBay.

• One-hop Neighbours: Nodes share local opinions with one-hop neigh-
bours. This scheme is suitable for ad hoc networks as it does not introduce
huge extra-signalling to the system. A node may try to connect to multiple
reputed neighbours to gather more information. The collected feedbacks
might be weighted with a credibility factor.
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• Multi-hop Neighbours: This is an extension of the one-hop neighbour as
nodes share their first-hand experiences and the indirect information re-
trieved from other nodes they have contacted before.

• Designated Agents: Specific nodes are deputed to store and aggregate rep-
utation values for other peers. These agents are named designated or score
managers and an algorithm is used to select them. A simple mechanism
to select a score manager in DHT is to hash the identifier of the node and
assign the score manager role to the node responsible for the portion of
the table identified by the result of the hash operation. This mechanism
ensures that designated agents are randomly chosen from the entire node
population and anonymity can be guaranteed as score managers do not
need to know the identifier of the peer.

Multiple designated agents can be used to store the reputation of one node.
This number may depend on the churn rate and the fraction of misreporting
agents in the system. Before a transaction, nodes contact the designated
agents to retrieve the reputation information of the correspondent party and
send them the opinion after the transaction. A credibility value can be used
to weigh feedbacks and reputation values collected from nodes and score
managers respectively.

3.4.3 Feedback collection

This section deals with possible approaches to collect information that pertains
to the behaviour of a user in all of its previous interactions. The gathered in-
formation represents the input to the reputation aggregation function and can be
collected in a proactive, reactive or hybrid way.

If the information is collected reactively, a node only sends its feedback when
it is requested to do so, as shown in Fig. 3.2. This requires the reputation gather-
ing service to periodically poll each node and ask them what feedback they have
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(a) Feedback request (b) Feedback dissemination

Figure 3.2: Reactive feedback collection: Node A – designated agent – periodically requests
feedbacks from other nodes (a). Upon request, other nodes respond to A that is responsble for
the collection and aggregation of feedbacks (b).

on nodes they have interacted with, after the previous round of feedback collec-
tion. The effectiveness of this approach is based on the frequency the designated
agents query the other nodes. If the frequency is too high, nodes might have few
interactions to report and the communication overhead introduced by the repu-
tation management system is not compensated by a more accurate measure of
the reputation value. On the contrary, if the frequency is too low, reputation
values can be outdated. This approach has the advantage of not triggering any
report actions after each transaction. The cost of this benefit is the delay in
detecting nodes’ misbehaviour if the information is not immediately reported.

(a) Interaction (b) Feedback dissemination

Figure 3.3: Proactive feedback collection: Node A and Node C interact (a). Node C sends
feedback to designated agents of Node A (b) after the transaction.
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If reputation information gathering is done proactively (see Fig. 3.3), a node
sends the feedback on its transaction partners after every transaction. This ap-
proach enables fast detection of nodes’ misbehaviour but may incur additional
network overhead.

The hybrid approach consists of implementing a reactive and proactive
scheme. A node periodically polls other nodes to gather information. How-
ever, if a node considers the importance of the feedback time-critical it may
decide to disseminate this information immediately after a transaction.

3.4.4 Reputation aggregation functions

The reputation value of a node is calculated by aggregating the information
pertaining to the history of the node itself. We must distinguish between two
types of information: private observation and public observation. The former
refers to direct experience of first-hand information and the latter to information
that is publicly available. The aggregation function can use either public or
private information or a combination of the two.

Several functions can be used to aggregate reputation values starting from a
simple average of the feedbacks to a majority rule approach. In the latter, if a
majority of nodes send positive feedbacks, then the node is assumed to be trust-
worthy. Other functions count first for positive and negative ratings separately
and, then, define the score as the difference between the two computed values.
eBay uses a similar mechanism to compute reputation [81].

More complex mechanisms that count for positive and negative ratings are
Bayesian systems [62, 19, 20]. The beta probability density function is used
to determine the expected probability θ for a node to misbehave, as shown in
eq. 3.1. It is based on prior experience that is constantly updated by recomputing
α and β as follows: α = p + 1 and β = n + 1, where p and n are the number of
positive and negative feedbacks respectively.
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Beta(θ, α, β) =
Γ(α + β)

Γ(α)Γ(β)
θα−1(1 − θ)β−1 (3.1)

where α, β > 0, 0 ≤ θ ≤ 1 and Γ is the Gamma function.
Other aggregation functions weigh each feedback Fij issued by node i for

the node j with other factors, e.g., the credibility of the reporter node Cxi es-
timated by node x, as defined in eq. 3.2. Other values can be used to weigh
reputation, like a quality value that scores the importance of the transaction that
nodes are reporting.

Rxj =

∑
i F

avg
ij · Cxi∑
i Cxi

(3.2)

Using a quality value protects the system from milking agents that build up
their reputation by behaving honestly in many minor unimportant transactions
and, then, behave dishonestly in a few large transactions. If all transactions have
the same weight, an agent can successfully milk the system by choosing a few
large transactions to behave dishonestly in. The concept of transaction quality
has been discussed in literature [94, 50].

The feedbacks can also be aged to assign higher weights to more recent
experiences. This ensures that stale reputation information is aged appropriately
and lower weight is given as reputation becomes older. The weight is function
of the time when the feedback is created. For instance, if the information is t

time units old, then, the weight of that information is computed as e−γt where
γ is the aging constant that denotes the rate at which information ages. Eq. 3.3
shows an example of the computation of the reputation value for node j made
by node x, where i counts for the number of feedbacks to aggregate.

Rxj =

∑
i Fie

−γti∑
i e

−γti
(3.3)

Other aggregating functions are based on a trust graph built from direct in-
teractions between entities [94, 36]. Nodes are the vertices of the graph and the
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edges are the direct interactions. The weight we on the edge e rates the transac-
tions. The reputation of a node j is calculated at node x by considering all the
available paths from x to j and it can be expressed as shown in eq. 3.4.

Rxj =
∑

e∈incoming(j)

we ·
Ruj∑

f∈incoming(j) Ru
(3.4)

where Ru is the trustworthiness of the nodes that have interacted with node j

and f gives the transactions that node u had with nodes connected to x. An
algorithm can use this aggregation function recursively to determine the reputa-
tion values of all nodes in the system.

The choice of the best aggregation function and its implementation depend
on the application context and on the desired output. The aggregated reputation
value must be presented in a way that is useful to the consumers of this informa-
tion. The aggregation service may output a binary value (trusted or not trusted),
values on a discrete scale (say from 1 to 5 or [−1, 0, 1]) or on a continuous scale
(0 to 1). A value of 0 means a node is not trustworthy and a value of 1 means a
node is completely trustworthy.

3.4.5 Reputation dissemination

Once the reputation information has been aggregated to form a reputation value,
it needs to be disseminated to other nodes. Similar to reputation information
collection, reputation dissemination can happen both proactively and reactively.
In proactive dissemination, reputation values for all nodes are pushed out to all
nodes in the network at intervals. No dissemination is necessary if all nodes
compute the trust values of all other nodes as in EigenTrust [63].

In reactive dissemination, a node has to explicitly request the reputation
value of another node which it receives in response. In the case of multiple
designated agents, a node receives several evaluations on the trustwhortiness of
other nodes. These responses must be further aggregated to determine whether
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it will interact with the nodes in question. As for the case of the aggregation of
feedbacks, a node can take the average as final value or a simple majority rule
can be used to decide if a node is trustworthy. Responses can also be weighted
with the subjective confidence value in the aggregating agents, similarly as de-
fined in eq. 3.2 for reputation values.

Designated agents can disseminate other information, such as the number
of transactions which the trust value is based on or the importance of those
transactions. This can be useful to distinguish trust values that are based on very
small number of transactions or on very minor transactions as trust values, thus,
computed may not be an adequate indicator of the trustworthiness of a node.
Moreover, the number of transaction is an important parameter to distinguish
new entrants from malicious nodes.

To use the information gathered from designated agents, i.e., reputation val-
ues that we refer to public available information, a node can further combine
reputation with its own personal experience. If we define the first hand infor-
mation for node j computed at node x as opinion Oxj and the reports received
from designated agents d, in general d > 1, Rdj can be combined as shown in
eq. 3.5.

Txj = (1 − wp)O
avg + wp

∑
d Ravg

dj · Cxd∑
d Cxd

(3.5)

where Txj is the trust node x calculates and wp is the parameter to average the
public and private information. However, when a node is interested in receiving
a service it may be less interested in the trustworthiness of a particular node.
Then, designated agents can disseminate a list of nodes providing the requested
service that have a trust value above a given threshold. In this case, the request-
ing node can then contact these nodes with a request for service. If the first node
cannot be contacted or refuses to provide the service, the requesting node can
go down the list till it finds a node that will provide the service.
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3.5 Metrics to evaluate reputation mechanisms

The performance of reputation management systems can be evaluated by con-
sidering several factors, such as communication and computational overhead or
the percentage of correct decisions. In this section, we enumerate and discuss
the most common metrics which are not specific to a particular application or
implementation of reputation management schemes.

3.5.1 Success rate

The main objective of a reputation management system is to improve the per-
formance of the system or the quality of service the nodes perceive. The first
metric is the number of correct decisions, that nodes made, as a proportion of
the total number of decisions made (see 3.6).

Success rate =
#Trgood + #Avmalicious

Total # of transactions
(3.6)

where #Trgood is the number of interactions with good peers that go ahead and
#Avmalicious the number of avoided interactions with malicious peers.

A reputation system must discourage the interactions with malicious nodes.
The decision is based on the level of trust of the interacting peers. Thus, if the
reputation scheme predicts correctly the behaviour of the nodes, good nodes
should have a high reputation value compared to malicious nodes. Free riders
must not be able to receive services without offering any contribution and mal-
functioning components must not have the possibility to disrupt good nodes or
provide corrupted or dangerous services.

Thus, this metric evaluates if the reputation management system is able to
detect untrustworthy behavior and if the system function as the collective de-
sires.
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3.5.2 Detection of misbehaviour

The detection of malicious nodes must be fast to reduce the risks of an attack
and to avoid degradation of the system performance. Time and accuracy give
an important estimation of the efficiency of a reputation management system.
The reputation values must converge to the real expected behaviour of nodes
within few interactions. In highly dynamic scenarios or in application, where
the number of transaction is low, the convergence of the reputation management
system is more critical.

Moreover, the estimation must be correct to avoid legitimate nodes to be
identified as malicious or viceversa. A reliable reputation scheme must have
few false positives in the shortest possible time. The good balance between
time and accuracy depends on the specific application.

As we have defined in Section 2.3.2, there are several malicious behaviours
or attacks that must be thwarted. Different metrics must be used to evaluate
the performance of the reputation management system, one per type of attacks.
Then, a global score must be determined to judge the goodness of the reputation
scheme. The aggregation of the scores must depend on the type of the applica-
tion, which the reputation scheme has been designed for, and the relevance of
each security requirement and threat within the application context.

3.5.3 Communication overhead

The management of reputation requires the exchange of feedbacks among nodes
in the system to estimate reputation values. The amount of load on the network
components must be minimized to not overwhelm the normal functionality of
the applications. The goal of reputation schemes is to manage entities in a
self-organized fashion so that the perceived quality of the service increases.
This extra signalling must be considered to judge the effectiveness of reputation
management systems.
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The evaluation of communication overhead must take into account the un-
derlying topology of the network and the communication framework. In an ad
hoc network formed by battery powered devices, flooding reputation messages
might bring the network to a congested and non operational state. At the same
time, few feedbacks might not be sufficient to define an accurate value for the
reputation. The trade-offs between reliability and communication overhead is
crucial in designing efficient reputation management schemes that do not limit
the scope of the application.

The concept of extra-signalling is related to the property of scalability. Rep-
utation management systems must also be able to work when the number of
nodes might increase fast. In this setting, distributed management schemes are
preferred to a centralized architecture as the load of managing reputation is dis-
tributed among the nodes. The property of scalability might not be required in
specific applications, such as small communities of users.

3.5.4 Computational overhead

The load of the computation of reputation values is on the agents deputed to ag-
gregate feedbacks, as discussed in Section 3.4.4. Every peer must also compute
the trust value based on first hand experience and reputation values obtained
from aggregation agents, as shown eq. 3.5. The number of operations required
to process the messages is defined by the aggregation function and it is depen-
dent on the number of messages and values that the agents must process.

In general, the highest computational cost is given by cryptographic opera-
tions used to ensure integrity, authentication and confidentiality of the message.
The need for cryptographic algorithms is context specific and might be relaxed
if the application is not critical or the devices are not capable of complex func-
tions. However, most reputation management systems [49] require digital signa-
tures combined with hash functions to ensure source authenticity and integrity
of the information. The management of DHT tables to assign score managers
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is also based on the use of hash functions. But, the burden of processing cryp-
tographic data might be cumbersome in particular when public cryptography is
used. Thus, computational cost for messages is an important metric to evaluate
the efficiency of reputation management systems in time-critical environments,
such as short and frequent interactions.

3.5.5 Storage

The great availability of storage in modern devices does not impose high con-
straint for storing reputation values and feedbacks. However, the use of repu-
tation management schemes in mobile environments populated by tiny devices
might require particular attention to consider the amount of information that
nodes can store.

In a large system, storing the reputation values of all nodes might be im-
practicable if nodes have low storage capabilities. In some cases, aggregation
functions might require to save the complete history of a node, which can be
large if nodes last for long in the system. Mechanisms based on timestamps can
serve the goal of reducing the amount of stored data by discarding the oldest
information to make space for new information.

However, reputation feedbacks can also be enriched with other information
such as credibility, quality and the number of transactions. This information
increases the cost of storage. In a centralized system, the data are saved in
the central node and the cost of storage is linearly dependant on the number of
nodes. In a decentralized system, the information can be replicated to achieve
resiliency in case of node failures or to avoid attacks on second order reputation.
In this last case, the evaluation of the performance of reputation mechanisms
must consider the available resources at the nodes and the total space that must
be reserved for feedbacks to make the reputation scheme function correctly.
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3.6 Existing reputation management systems

In this section we discuss existing reputation management schemes for self-
organizing systems. We present separately mechanisms suitable for ad hoc net-
works and for peer to peer networks as the context of the application is different.
The ROCQ [50, 49] reputation management scheme is extensively discussed as
we extend this model in the following chapters to evaluate the application of
reputation mechanisms in different contexts.

3.6.1 Ad hoc networks

In [19, 20], the authors propose a reputation mechanism for mobile ad hoc net-
works based on Bayesian estimation. Each node monitors the behaviour of its
neighbours and calculates trust values, similarly to eq. 3.1. This information
is shared with other nodes which merge second hand information only if these
values are close to the value estimated by the node or if the sources are trust-
worthy.

The authors propose a modified version of the Bayesian classification to con-
sider a decay over time of the reputation values. In this way a node cannot capi-
talize from a good reputation earned in the past and malicious nodes can redeem
themselves by behaving honestly in the system.

In [74], the authors propose a reputation scheme based on the watchdog
mechanism. Each node monitors the behaviour of its neighbours with respect
to the role of requester and provider of a function. The expected result is com-
pared with the observed execution of the function to derive conclusions on the
behaviour of the node. The scheme uses also indirect reputation to determine
the trustworthiness of a node and to decide about cooperation or isolation of the
node.
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3.6.2 Peer to peer networks

Considerable research has been performed on reputation systems in order to
motivate peers to collaborate and to penalize peers who cheat in peer to peer
networks. Initial efforts at trust management in electronic communities is based
on centralized trust databases [34, 81, 97].

Aberer et al. [8] introduce a reputation scheme that uses a decentralized stor-
age system, P-Grid, to save trust information. P-Grid [6] is a virtual distributed
search tree, similar to distributed hash tables, where each peer is responsible for
a part of the tree. Replica of the same object can be placed in different positions
of the tree.

The reputation mechanisms is based on negative feedbacks, i.e. complaints,
given by nodes when the service they receive is not as expected. Peers file
complaints against other peers who they feel have behaved maliciously and the
complaints are redundantly stored at other peers called agents. Complaints are
used to make a probabilistic assessment of the behaviour of nodes in past trans-
actions. Two algorithms are described to compute the trustworthiness: the first
relies on a simple majority of the reporting agents’ decisions and the second
evaluates the trustworthiness of the reporting agents.

To assess the trustworhiness of node, a peer queries the agents that respond
to request with the complaints for the node. The mechanism is based on the
evidence that a peer lies in reporting information to cover its own malicious
behaviour. Given this assumption, a malicious node fills a complaint when
providing bad services to good nodes as well as good nodes fills complaints.
Thus, it will be difficult to find out who behaves maliciously in a transaction.
However, if a node keeps acting maliciously many complaints will be available
for the node and it will be identified.

The agents can lie when they report complaints. A complaint based mecha-
nism is also defined for reporting agents. Reports coming from untrustworthy
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agents are not taken in consideration. This scheme is one of the first approaches
that model the ability of the nodes to make recommendations.

Kamvar et al. [63] propose EigenTrust, a decentralized reputation manage-
ment system that provides anonymity, limits the benefit for newcomers and is
robust to collusion attacks. The scheme is based on the property of transitive
trust, as a peer weighs the trust ratings it receives from other peers by the trust
it places on the reporting peers, resulting in a mechanism similar to the one
defined by eq 3.4.

Peers store the subjective view of the trustworthiness of other peers in a
local matrix. The trust values are normalized in the interval [0, 1]. These values
are the weights a node uses to rate the reports from its neighbours to calculate
the global trust values. The algorithm to determine the global trust values is
distributed and the results correspond to the left principal eigenvector of the
updated matrix. The same global trust values must be obtained by the peers in
the system, but peers can still modify their own ratings. A DHT is used to store
anonymously multiple copies of the same trust value for a node at several peers.
A set of pre-trusted peers is assumed in the system to make the scheme also
robust to collusion attacks.

PeerTrust [94] is another reputation management system that considers 5

factors to compute the trustworthiness of a node. These are: 1) the feedback
obtained from a node, 2) the number of total transactions a peer has with other
nodes, 3) the credibility of the node reporting the feedback, 4) the context of
a transaction to differentiate between important and non-important transactions
and 5) the community context factor to derive the characteristics and vulnera-
bilities of a community.

The feedbacks are the means to estimate the beahviour of a node and a feed-
back is interpreted as the amount of satisfaction the transacting peers receive.
The credibility of the feedback source is used to asses the quality of the report
and how this report should count for the trust value. Two metrics can be used to
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estimate the credibility. The first is based on the trustworthiness of the reporting
nodes, similarly to the EigenTrust. The second considers the credibility as the
similarity in amount of satisfaction of two peers over a common set of nodes
they have interacted with. The transaction context factor is used to distinguish
transactions based on the size, importance and freshness. More recent transac-
tions should have a greater weight than small and old ones. The community
context factor is propose to incentivize nodes to give feedbacks.

The metric to compute trust is a weighted average of the satisfaction a
peer receives for each transactions. Credibility and transaction context are the
weights for the trust function, and the number of transactions and the standard
deviation of the feedbacks are used to compute a confidence value. The result
is adjusted based on the community context factor.

3.7 The ROCQ model

Garg et al. [50, 49] recently propose the ROCQ scheme (Reputation, Opinion,
Credibility and Quality), a reputation-based trust management system that uses
opinions from past interactions to measure the trustworthiness of a peer. In
particular the reputation of a node is calculated by considering the credibility
of the reporting peers and the first-hand opinions of the users. ROCQ also
introduces the quality of an opinion as a parameter to express the emphasis
that a node poses on its feedback. This is useful when the transaction is less
important or when the reporting peer is not sure of its opinion. The global
reputation values are stored in a decentralized fashion and score managers are
designated to compute and store reputation values anonymously.

3.7.1 Opinion

A peer forms an opinion about the amount of satisfaction it has derived from
a transaction which it takes part in. The term Ok

ij refers to peer i’s opinion
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about its kth transaction with peer j and is normalized to take values in [0, 1].
A peer keeps a record of its own first-hand experiences in the form of averaged
opinions. Oavg

ij is the average amount of satisfaction that peer i has received
from peer j (eq. 3.7) in Nij interactions.

Oavg
ij =

∑Nij

k=1 Ok
ij

Nij
(3.7)

3.7.2 Reputation

The reputation of a peer j is the result of the feedbacks’ aggregation computed
by the score managers. It represents the global system-wide view of the average
amount of satisfaction a peer is likely to derive through an interaction with j.
The reputation of a peer is also normalized so that it lies between 0 and 1.

Rmj =

∑
i O

avg
ij · Cmi · Qij∑
i Cmi · Qij

(3.8)

Eq. 3.8 shows the aggregated reputation Rmj of peer j computed at the peer
m. Cmi is the credibility of the reporting peer i according to peer m. Oavg

ij

is the reported average opinion of peer j by peer i and Qij is the associated
quality value sent by reporting peers. Thus, peer m weighs more ratings that
are considered to be of a high quality and that come from peers that he believes
to be more credible.

3.7.3 Credibility

In ROCQ, credibility ratings are based on first-hand experience only and, unlike
opinions, they are not shared with other peers. Credibility ratings are normal-
ized so that they lie between 0 and 1. If a peer gives wrong feedback about
other peers its credibility rating is decreased and its subsequent reports have a
reduced impact on the reputation of another peer. Similarly, if a peer’s feedback
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is consistently good, i.e., in agreement with other reporting peers, its credibility
rating goes up.

The credibility is computed upon the agreement of the reported opinions and
the computed reputation value. When a peer reports an opinion to another peer
for the first time, its credibility is set to 0.5. Thereafter, on the k + 1th report to
peer m, the credibility of peer i is computed as shown in eq. 3.9.

Ck+1
mi =

Ck
mi +

(1−Ck
miQij)
2 (1 − |Rmj−Oavg

ij |
smj

), if |Rmj − Oavg
ij | < smj

Ck
mi −

Ck
miQij

2 (1 − smj

|Rmj−Oavg
ij |), if |Rmj − Oavg

ij | ≥ smj

(3.9)

Ck
mi is the credibility of peer i after k reports to peer m, Oavg

ij is the opinion
being currently reported by peer i, Qij is the associated quality value, Rmj is the
aggregated reputation value that peer m computed for j and smj is the standard
deviation of all the reported opinions about peer j.

3.7.4 Quality

ROCQ allows a peer to determine the confidence of its feedback. Giving incor-
rect feedbacks can decrease the credibility of a peer. So, a peer can lower the
quality value for opinions about which the opinion are not consistent or they are
few. Quality is also normalized to lie between 0 and 1.

We assume that the expected amount of satisfaction during each transaction
for peer j is a normally distributed random variable. Through interactions with
j, peer i makes observations of this random variable resulting in samples. The
sample mean and standard deviation are then Oavg

ij and sij.

The quality value of the opinion (Qij) is defined as the confidence level that
the actual mean trust rating for a peer lies within the confidence interval. Further
details on how quality values are computed can be found in [50].
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3.8 Security considerations

This section discusses the security problems that arise in the context of repu-
tation management systems. Reputation mechanisms cannot prevent all kinds
of attacks that malicious entities can inflict on autonomous system as they are
soft mechanisms that attempt to enforce good behavior in the network through
incentives. Hence, attacks on the integrity of the underlying network must be
thwarted with hard security mechanisms. We describe some of these attacks,
discussed in Section 2.3.2, and solutions that have been presented in the lit-
erature to detect nodes that, for instance, mis-route messages or impersonate
entities or launch sybil attacks to subvert the system.

3.8.1 False context information

Autonomous systems usually create an overlay network for communication be-
tween the constituents. These overlay networks require collaboration among
users to forward messages and to update routing tables in a consistent manner.
Malicious entities can disseminate false routing updates in the network and they
can falsify information about the location or status of a resource so as to keep
control on the resource.

However, failure in message delivery can be caused either by topology
changes due to the dynamic nature of such networks or by a compromised node.
As a result, it is not trivial to distinguish between benign and malign failures.
Because the operability of such networks depends on the nodes’ willingness to
forward messages, a compromised node will affect more than just the interac-
tions it is part of. Failure tests or redundant [27] and iterative routing [88] can
be used to detect faults and to provide alternative routes around the failed node.
But this results in a cost increase since multiple paths need to be stored and
updated.
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3.8.2 Repudiation and identities

Possible attacks on autonomous systems include denying the existence of data
the node is responsible for and repudiating transactions, as discussed in Sec-
tion 2.3.2. The first type of attack can be avoided by carefully replicating the
object at different locations not under the control of the same node. This ap-
proach can be beneficial when the data stored can be tampered or mislabeled.

However, such a replication scheme will not be effective when a node can as-
sume multiple identities. This attack, known as sybil attack [40] and presented
in Section 2.3.2, can severely compromise an autonomous network, since mali-
cious nodes can counterfeit identities with different reputation values and con-
trol different object in the system. This eliminates any benefit that could have
been obtained from a reputation management scheme, from replicating data or
from using alternative paths for routing.

In [40], Douceur suggests using a trusted identification authority that is in
charge of establishing node identifiers. This solution solves the problem of
sybil attack, but introduce some limitations in the system. The trusted identi-
fication authority must be a centralized entity that must ensure the release of
only one identity or one valid certificate per node. Thus, to be effective lost and
revocation of compromised or stolen identities must be implemented. This is a
complex task to achieve in large distributed systems.

In [27] certified nodeIDs are proposed; this requires each entity to own a
certificate (valid public/private keys) and binds the nodeID to a specific IP ad-
dress. This solution has several drawbacks since node mobility or changes in
the network can cause the node’s IP address to change requiring re-certification
or the assumption of a new identity. Furthermore, the solution does not work
for nodes behind a NAT.

The presence of a certification authority allows a public key infrastructure to
function, which in turn allows for encryption of messages and signing of feed-
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back messages. This ensures the integrity of trust queries, replies and feedbacks
in transit. Furthermore, a peer cannot repudiate a message once it has been sent
and recipients are able to verify the identity of the sender and the authenticity
of the message.

Other solutions to defend against sybil atttacks consist of resource tests, such
as the use of cryptographic tools to reduce the rate at which nodes can generate
a new identity. For instance, crypto puzzle can serve this goal by requiring new
nodes to solve complex task before joining the system. These resource tests do
not solve completely the problem sybil, but they discourage nodes from creating
new identities as they are resources consuming. However, this approach is ef-
fective if there is a central authority that manages the bootstrap of the the nodes
or a distributed authority, formed by pre-trusted peers, that helps nodes in the
process of joining.
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Chapter 4

Extra-signalling in reputation
management schemes

4.1 Overview

Self-organized systems are composed by heterogeneous components that inter-
act to disseminate and collect data in order to accomplish complex tasks, such
as to create new services that evolve in the system and adapt to the context of
the communication. Cooperation is required to achieve scalability of the system
and maintain survivability of the system which evolves continuously. Compo-
nents must follow their obligations to enhance content availability in the system.

Nodes might act selfishly in the sense that they do not share the data they
own or they can be malicious by injecting false content. In this potentially
non-cooperative environment, trust and reputation management schemes have
the key role to sustain the stability of the system and reputation information to
function as fitness criteria for service evolution and adaptation.

However, the presence of reputation information introduces an extra signal-
ing induced by the operations to manage trust in the system and to disseminate
and collect feedbacks from the nodes, as discussed in Chapter 3. While we
can assume that the feedback collection is part of the process required for the
loopback process control of autonomic communication systems, the overhead
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induced by the mechanism must be considered in order to evaluate the effec-
tiveness of injecting reputation information, as presented in Section 3.5.

For instance, mobile networks are formed primarily by battery-powered
components, thus, the number of messages/transactions must be reduced to a
minimum to increase the survivability of the system. In peer to peer networks,
malicious nodes can provide service of poor quality or corrupted content to re-
duce the performance of the application. Trust and reputation can be used to
decide whether to interact with a node to increase network resilience and to re-
duce the number of malicious transactions. But this benefit of reducing attacks
must be quantified by considering the extra signaling of reputation management
schemes.

This chapter addresses the problem of communication overhead of reputa-
tion management systems defined in Section 3.5.3.

4.2 Networking of reputation systems

The definition of reputation management systems comes from the need to cre-
ate a communication framework in online communities similar to traditional
social relationships. The real application of these systems has many facets, as
it is based on the context of communication and the underlying system defini-
tion. The way reputation management systems must be deployed or how their
outcome should impact the decision of the nodes is still not clear and depends
on many factors, such as the application context, type of nodes and risk of the
communication. Thus, to evaluate the effectiveness of reputation management
systems it is important to assess how these systems improve the quality of online
interactions and what is the cost of their use.

As pointed in Section 3.4, a reputation management system is composed
of three functions to 1) collect feedbacks after transactions, 2) aggregate them
to form a useful measure of trustworthiness and 3) disseminate the reputation
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value of a particular node to requesting members.
In this chapter, we discuss architectural solutions and analyze the impact of

the collection and dissemination schemes as the aggregation does not induce
extra communication signaling in the system. The aggregation takes place at
the designated agents or locally at each node in the system.

4.2.1 Networking topologies

There exist two main types of network architecture: centralized and decentral-
ized. In this chapter we only analyze decentralized systems as we can assume
that the communication overhead increases linearly with the number of nodes in
centralized systems. Distributed systems do not assume the presence of a cen-
tralized entity and the load of the server must be distributed to the community.
We can distinguish two topologies: unstructured and structured.

In unstructured systems, nodes have limited knowledge of the network and
they interact only with neighbours or other entities they have met in the past.
Structured overlay are organized topologies and nodes are virtually connected
in accordance to the protocol. The reputation management scheme must follow
the same structure of communication imposed by the protocol. In these settings,
reputation management schemes exploit the structure of the system to elect des-
ignated agents. These agents are responsible to store the reputation values of
other peers and to aggregate feedbacks in some cases [8, 49, 94].

Network properties must also be considered in the definition of the reputation
management architecture. In a mobile scenario, disconnections are frequent and
there is a high churn rate, i.e. nodes that leave and join the system. The inter-
actions are very short-lived and it is important to determine wether reputation
management can be performed. Moreover, when the churn rate is very high,
the design of a reputation management system must deal with high overhead
to exchange messages to keep the reputation view consistent inside the system.
Thus, before setting up a reputation management system in an ad hoc system,
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the overhead and the communication delays must be considered to quantify the
possible benefit of reputation.

Structured peer-to-peer systems are also sensible to high churn rates as they
need to reconstruct the topology [83]. In this case, multiple designated agents
can be chosen to ensure resiliency and redundancy of the information.

4.3 Information dissemination

The collection of feedbacks and the dissemination of reputation information
can be based on proactive, reactive or hybrid approaches. The hybrid scheme
is defined as a combination of the reactive and proactive approaches. The rep-
utation management system does not require specific communication protocols
to achieve its functionality. Communication depends on the network infrastruc-
ture available and overlay network on top of which the reputation management
system is built, as defined in Section 3.4.1.

To reduce the overhead of messages, that are required by the reputation sys-
tem to function properly, several mechanisms can be in place such as piggyback-
ing the information to application messages or aggregate multiple feedbacks in
one message. As defined in Sections 3.4.3 and 3.4.5, different strategies can be
used to disseminate feedbacks and reputation values, and they depend on the
scope of communication.

Feedbacks are formed after transactions locally and reputation values can be
aggregated at several location, as defined in Section 3.4.2. To generalize the re-
sults derived in this study, we analyze a reputation management system where
there exist designated agents to aggregate and store reputation values. Desig-
nated agents are special nodes that only monitor the activities of the members of
a community, but they are part of the community themselves and they interact
with other nodes to provide and receive services.

In our study, we also consider multiple replicas of the same reputation value
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to derive conclusions on the system performance in terms of communication
overhead and the accuracy of the prediction of the behaviour of the nodes. Des-
ignated agents can be chosen by simply hashing the identifier of the node and
looking at the DHT table to find the agent responsible for the resulting key in
the table. Multiple agents can be defined by using different hash functions or
by concatenating the identifiers with other information.

For the sake of completeness, we discuss the setting with designated agents,
in particular when multiple designated agents are available to aggregate and
store the reputation of a node.

4.3.1 Collection of feedbacks

In Section 3.4.3, we have shown that a proactive approach requires nodes to
send feedbacks after each transaction. A transaction is defined as an interaction
between two nodes and it depends on the application context. Few examples
are the transfer of a file or part of it, the forwarding of a message and service
provision. Thus, nodes must locate designated agents and send one message
per agent. This approach enables fast detection of nodes’ misbehaviour but
may incur additional network overhead, as nodes must locate designated agents
and send one message per agent.

If the information is collected reactively, a node only sends its feedback when
it is requested to do so. The reputation collecting service periodically polls
all nodes to gather new feedbacks of all their past transactions or aggregated
values since the previous polling round, as defined for a reactive approach (see
Sections 3.4.3 and 3.4.5) The effectiveness of this approach is based on the
frequency the designated agents query other nodes. If the frequency is too high,
nodes might have few interactions to report and the communication overhead
introduced by the reputation management system is not compensated by a more
accurate measure of the reputation value. On the contrary, if the frequency is
too low, reputation values can be outdated.
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In the reactive approach, the message polling must be initiated by designated
agents. Otherwise, nodes can send messages containing feedbacks at regular
intervals. The reactive approach can be defined with two different strategies
for sending feedbacks: 1) upon receiving a request, each node broadcasts all
available information to the network and the designated agents process the data
for the nodes they are responsible for or 2) each node groups the feedbacks that
are relevant to each designated agent and sends the messages separately.

The first strategy has the advantage of reducing the total number of messages
in the system required to send feedbacks, but it has the disadvantage of asking
every designated agent to process every single message even if it is of no interest
for the node. If we consider that every node in the system can be a designated
agent, the total computational cost is huge. The second strategy increases the
total number of messages compared to the first one, but designated agents only
receive the information, they have asked for.

From a reputation perspective, the hybrid approach requires designated
agents to poll nodes in the system to gather opinions periodically and, for time-
critical interactions, nodes can send feedbacks immediately after a transaction
or they can request a reputation value of a node.

4.3.2 Dissemination of reputation values

Reputation values are aggregated and stored at designated agents, which can,
then, disseminate reputation information for a specific peer to requesting nodes
or they can push all the information they hold in the system. The most effi-
cient method in terms of reaching all the nodes in the system is flooding, i.e.,
messages will be forwarded to all nodes in the community even if they are not
interested in the content. In this case the overhead might be huge and the cost
of the extra signalling may not be compensated for by the benefit of flooding.
Better strategies consist of forwarding the messages by inserting in the system
K-copies, with K < N − 1 where N is the number of nodes, of the same data
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to reduce the time for the dissemination and at the same time the number of
messages.

These approaches enhance the robustness of the system in case of discon-
nected networks or in case the system is dynamic and the topology can change
frequently. Flooding or lighter versions of flooding could be used in highly
connected topologies as few messages are sufficient to reach all nodes in the
system. On the contrary, in mobile networks, processing a great number of
messages can consume the battery of the devices fast.

Multiple designated agents must exist in the system as it is important to
avoid attacks of a malicious designated agent who can falsify reports. This
choice guarantees resilience and robustness in the network. For instance in
a mobility scenario it is not possible to assume that all designated agents are
always present during the whole lifetime of the system. However, the use of
multiple designated agents increases the cost of communication as the same
information is disseminated by every agent.

4.3.3 General considerations

Nodes should also maintain a record of all transactions, they have participated
in, as they form an opinion on the amount of satisfaction the node receives.
Locally, nodes can cache temporary reputation values of all the nodes in the
system or only for a subset of nodes with whom they have already interacted.
This information is useful when interactions between the same nodes are fre-
quent or the communication links are congested or frequently disconnect as for
mobility scenarios.

Since storage capabilities of nodes are limited, out-of-date reputation values
or transactions’ feedbacks can be safely filtered and discarded with mechanisms
based on timestamps. In this context, the timestamp, used to age reputation val-
ues or opinions, can function as indicator of the freshness of the data provided.
This has a twofold meaning: 1) reduce the amount of information stored at des-
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ignated agents and 2) age both the information of the reputation aggregation
function and the computation of the trust value, as defined in Sections 3.4.5 and
3.4.4.

In the following sections, we assume the autonomous system is structured
and organized by using a distributed hash table (DHT). This assumption is
needed to define the overall cost of reputation management systems in spe-
cific topologies. In particular, we assume that the routing of messages is done
by means of the DHT and not with a gossip-based mechanism which might be
used in unstructured networks [98]. However, we do not deal in this chapter
with the messages required to build and maintain the DHT.

4.4 Types of reputation

In reputation management systems, the burden of the communication is mainly
on designated agents which have the function of collecting, aggregating and
disseminating reputation values. The communication is based on packets or on
the notion of messages. Messages should consist of a payload and metadata that
carries the necessary information for a node to process the payload. To decide
the type of information that forms a feedback, we refer to the ROCQ reputation
mechanism, presented in Section 3.7.

In this section we discuss different types of reputation that can be associated
to a node and, at the same time, provide a brief discussion on the use of reputa-
tion values. Nodes store up to three different classes of reputation information:

• First-hand information on nodes (known also as opinion (On) is the
amount of satisfaction a node receives after a transaction. This information
is useful for forming the feedbacks that they send to designated agents

responsible for aggregating reputation values for the transaction partner.

• Second-order information on nodes (known also as credibility Cn) is
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used to weigh feedbacks from nodes or reputation values received from
designated agents. Credibility is defined as a measure of the judging capa-
bility of the reporting node.

• Reputation information on nodes (Rn) is the global system view of the
behaviour of a node. It is maintained locally by designated agents for
nodes they are responsible for or in some case by the node in the system,
as defined above.

4.4.1 Opinion

Each transaction between two entities results in the formation of an opinion on
amount of satisfaction measured for the transaction. Then, this opinion is sent
as feedback along with a timestamp that indicates when the transaction took
place. The feedback also consists of the confidence the reporting node has on
the opinion, i.e., the quality value of the opinion.

Feedbacks can be represented as a tuple (O, TS) where O is the feedback
and TS is the timestamp. The size of the feedback depends on the number and
type of fields. In total, one feedback can be encoded by using 28 bytes and it
consists of:

• Node identifier Id is encoded on a fix number of bytes and it depends on
the choice of the designer, if we use a MD5 hash function to determine the
identifier, this can be represented with 16 bytes. This identifier is required
not for forwarding decisions but to record correctly a transaction. The hash
value of the identifier can be also used to provide anonymity for the node
and avoid possible collusion attacks [8, 49, 63].

• Timestamp TS is used to age the information and it can be encoded by
using 4 bytes. This number can be further reduced by defining different
formats.
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• Opinion value O is the subjective view of the node. This value is between
0 and 1. A value of 0 means a node is not trustworthy and a value of 1

means a node is completely trustworthy. Opinion values can be encoded
on 4 bytes.

• Quality of the opinion Q(O) is the confidence associated to the opinion
value. This value might be used for reputation aggregation at designated
agents as it quantifies the confidence a node has on the reported opinion,
more details can be found in [49, 50]. This value can be encoded by using
4 bytes.

4.4.2 Reputation

Designated agents collect feedbacks encapsulated in messages either in reac-
tive or proactive mode, as defined above. In reactive mode, designated agents
polls the nodes to retrieve opinions or, also, the nodes send their opinions in
response to such a request (thus, reactive) by a designated agent. In proactive
mode, nodes report immediately their opinions without waiting for being asked
for. The cost of this operation is proportional to two factors: 1) the number of
lookups in the DHT, as we assume multiple designated agents, and 2) the cost
of each lookup. The latter depends on the DHT scheme and it is represented by
the number of messages to reach the designated agents, which can be assumed
to be the order of O(logN), as for Chord [90] and Pastry [85], where N is the
number of nodes in the DHT.

Before each interaction, nodes ask the designated agents for the reputation
value of the correspondent party. When providing reputation information, des-
ignated agents may misbehave and send false information. Thus, the second-
order reputation is used to weigh responses, as discussed in Section 4.4. The
reputation value can be further aggregated with the local opinion by using met-
rics similar to eq. 3.5, discussed in Section 3.4.5.
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The payload of the message carrying the reputation value has a length of 28

bytes plus the node identifier and it consists of:

• Node identifier Id is encoded on 16 bytes as defined earlier.

• Timestamp TS is used to age the information and it can be encoded by
using 4 bytes. This number can be further reduced by defining different
format for the timestamp.

• Reputation value R is the reputation value aggregated at designated
agents. This value is between 0 and 1. A value of 0 means a node is
not trustworthy and a value of 1 means a node is completely trustworthy.
Reputation values can be encoded on 4 bytes.

• Quality of the reputation value Q(R) is the confidence associated to the
reputation value. This value might be used for reputation aggregation as it
weighs new reports into the reputation value R by considering the impor-
tance of a transactions. This value can be encoded, like the timestamp, by
using 4 bytes.

The dissemination is done in a way similar to the collection. If a hybrid ap-
proach is implemented, trust values are pushed periodically to nodes and in case
of need they can be retrieved on-demand from designated agents. This message
contains the reputation value for each node the designated agent responsible for
and each value is represented by the tuple (Id, R, Q(R) and TS).

The overhead depends on the frequency of the messages, thus, the rate must
be chosen carefully to not overload the system with reputation messages. The
rate must also consider the number of nodes that are present in the system. An
adaptive scheme can be used for this purpose: if the number of nodes is high,
the rate will be reduced and nodes will rely on a proactive approach if they
require up-to-date reputation values.
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4.4.3 Nodes credibility

Credibility, or second-order trust information, is computed by designated agents
on all nodes reporting opinions and by nodes on the designated agents. Cred-
ibility is not shared with other nodes and is evaluated on a direct-experience
basis only.

Initially, the credibility of all nodes is set at 0.5 by default and designated
agents nodes can increase or decrease their credibility by reporting accurate or
inaccurate information. The second-order trust information is computed locally
and does not require input from other nodes. Thus, it does not introduce com-
munication overhead. Eq. 3.9 shows the metric to compute the credibility factor
for ROCQ.

Credibility is used to aggregate received trust information. For instance, mul-
tiple designated agents compute the reputation value for a node . A designated
agent, misreporting reputation information, can be detected by comparing the
received reputation scores from other designated agents. Its credibility is ad-
justed in accordance.

4.5 Implementation details and experimental results

In this section we evaluate the extra signalling introduced by the reactive and
proactive approaches and we analyze the impact of different parameters on the
performance of reputation management scheme. This analysis is required to
understand the benefit of reputation management systems compared to the waste
of resources due to the communication overhead.

In our experiments we use a simplified model of the ROCQ reputation
scheme [49], discussed in Section 3.7. The parameters we use for the exper-
iments are listed in Table 4.1. We run a number of initial transactions equal
to the number of nodes to bootstrap the reputation management system. One
transaction is counted per iteration and the two nodes are selected randomly
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Table 4.1: Parameters’ setting for overhead estimation

Network Topology random
Number of iterations 45,000
Experiments run 5
Malicious Nodes 30%
Type of maliciousness Transactions and Feedbacks
Collection of feedbacks Proactive or Reactive
Dissemination of reputation values Proactive or Reactive
Frequency of polling every 2,500 or 5,000 iterations
Threshold for trustworthiness 0.5
Designated agents 5 (if otherwise specified)

from the population.

At each iteration corresponds a transaction, the two nodes compute the trust
value of each other and if this value is above the deterministic threshold 0.5, the
interaction takes place. The computed trust value is a function of the opinions,
that a node forms after each transaction, and of the reputation value aggregated
at the designated agents, as presented in eq. 3.5. The use of the opinions or the
reputation value depends on the strategy the node selects.

Our model targets malicious nodes that misbehave when interacting with
other peers, when reporting feedbacks to score managers or when reporting
reputation values to nodes in the role of designated agents. Multiple score man-
agers are used to mitigate the effect of malicious agents in the system. Rep-
utation values of the nodes are aggregated at designated agents and they are
computed by using the feedback received Oi, the credibility of the reporting
node Ci and the confidence the reporting node as on the feedback Qi(O), i.e.
the quality value in ROCQ.

The performance is evaluated in terms of the success rate, defined by eq. 3.6:
the number of correct decisions made (i.e., interactions with good peers plus the
number of avoided interactions with malicious peers) as proportion of the total
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number of decisions made. Only decisions made by good peers are counted.
Moreover, we determine the number of messages exchanged due to the reputa-
tion management scheme and evaluate the impact of the number of messages
on the success rate. Two approaches are considered:

Proactive: the reputation value of the interacting node is requested to the des-
ignated agents before each interaction and the feedback is sent after the
interaction.

Reactive: feedbacks are collected at regular intervals and nodes send to des-
ignated agents only new reports since the last polling. Before sending the
information, each node aggregates the reports that it must send to each des-
ignated agent. The reputation values of all nodes in the system are stored
locally and they are updated when the designated agents disseminate new
values. We simulate two frequencies for collection and dissemination: ev-
ery 2, 500 iterations and 5, 000 iterations.

4.5.1 Overhead messages

Fig. 4.1 shows the number of overhead messages for the proactive and reactive
schemes. We only consider the amount of messages the reputation manage-
ment scheme requires for the collection and dissemination of information. As
expected, the number of messages is highly dependant on the number of nodes
for the reactive scheme, while it is independent for the proactive scheme as
feedbacks and reputation values are requested for each transaction. For this ap-
proach, the amount of overhead depends on the number of designated agents,
which is discussed later in Section 4.5.3.

We simulate two different strategies for the node to decide if carrying on a
specific transaction with the other node: only the reputation of the other node or
a combination of the reputation and the opinion, if previous transactions exist
between the same two nodes. In the former, a node decides to go ahead in a
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Figure 4.1: Overhead messages required by the reputation management scheme to function in a
system composed of 100 or 1, 000 nodes when the Proactive (Pro) approach or the Reactive (Re
- polling every 2, 500 or 5, 000 transactions) approach is used. If not specified otherwise, only
reputation is used as the metric to evaluate the trustworthiness of a node for the forthcoming
transaction. Only for the proactive approach Op+Re is used as a metric, i.e., reputation is used
if there are less than 5 direct interactions.

transaction if the correspondent party has a reputation value above the threshold
0.5. In the latter case, the reputation value is used to decide if there are less than
5 direct interactions, i.e, there are few samples to form correctly the personal
opinion on the behaviour of the node.

In Fig. 4.1 we only plot the two strategies for the case of the proactive ap-
proach as the choice of the strategy does not modify the amount of information
transmitted for the reactive one. The fact that decisions are based only on the
opinion value reduces the number of queries to the designated agents, and thus,
the overall signalling in the the system.

4.5.2 Reactive and proactive approaches

In Fig. 4.2 we plot the fraction of correct decisions as a function of the number
of messages transmitted in the system in order to analyze how the reputation
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Figure 4.2: Impact of the number of nodes on the proportion of correct decisions and on the
number of overhead messages. Collection and dissemination is performed either proactively
(Pro) or reactively (Re) every 2, 500.

management system performs when data are available. The curves show that
the number of nodes has a great impact on the performance. When the system
is composed of few nodes, a smaller number of messages is sent and the suc-
cess rate slightly increases. In particular, the reactive approach shows that the
amount of overhead is proportional to the number of nodes. On the contrary, the
proactive approach stresses that an accurate estimation of the behaviour of the
nodes is a function of the number of the interactions. When there are few nodes
in the system, nodes interact more frequently, thus, there are more samples to
estimate the reputation value of the node.

Fig. 4.2 confirms our hypothesis, as the curves for the proactive approach
show that the success rate decreases initially and then increases, as more infor-
mation is available for the reputation management system. This is more evident
when the number of nodes increases.

In Fig. 4.2, we plot two possible choices for the node: use only reputation (a)
or opinion first and then reputation (b) if few samples are available for opinion,
i.e., less than 5 direct interactions. As evident from the curves in Fig. 4.1, the
proactive approach performs better for a small number of nodes in the system in
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terms of proportion of correct decisions with respect to the number of overhead
messages, when opinion is used first and then reputation, plot (b) in Fig. 4.2.
This is more evident when there are few nodes in the system as the frequency
of the interactions between the same pair of nodes is higher.
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Figure 4.3: Impact of the system size, number of nodes, and polling frequency (2, 500 or 5, 000)
for collection and dissemination on the success rate and on the number of overhead messages
when the reactive (Re) approach is used.

Fig. 4.3 shows the performance of the reactive approach with different val-
ues of the frequency for feedbacks collection and dissemination of reputation
values. We consider the case of 2, 500 and 5, 000 transactions between two
subsequent polls. With a frequency of 5, 000 transactions, the amount of new
information, in terms of feedbacks, is higher, thus, the reputation system is able
to have a more accurate estimation of the behaviour of the nodes. The system
performs better with the same number of messages if we use either reputation or
opinion and then reputation to decide the behaviour for a transaction, as shown
in Fig. 4.3, (a) and (b) respectively.

However, with few nodes in the system (100 nodes in Fig. 4.3), a more fre-
quent collection of feedbacks has the advantage of updating the reputation value
faster and the evaluation of the reputation value is more accurate. As a guideline
for the designer of a reputation management system, the time for the poll must
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be decided based on the number of nodes and on the number of transactions
between two subsequent polls.

 1

 0.9

 0.8

 0.7

 0.6

 0.5

 0  10000  20000  30000  40000  50000

P
r
o
p
o
r
t
i
o
n
 
o
f
 
C
o
r
r
e
c
t
 
D
e
c
i
s
i
o
n
s

Transactions

Pro - 100 nodes
Pro - 300 nodes
Pro - 500 nodes

Pro - 1,000 nodes
Re - 100 nodes
Re - 300 nodes
Re - 500 nodes

Re - 1,000 nodes

(a) Reputation only

 1

 0.9

 0.8

 0.7

 0.6

 0.5

 0  10000  20000  30000  40000  50000

P
r
o
p
o
r
t
i
o
n
 
o
f
 
C
o
r
r
e
c
t
 
D
e
c
i
s
i
o
n
s

Transactions

Pro - 100 nodes
Pro - 300 nodes
Pro - 500 nodes

Pro - 1,000 nodes
Re - 100 nodes
Re - 300 nodes
Re - 500 nodes

Re - 1,000 nodes

(b) Opinion and Reputation

Figure 4.4: Performance of reactive (Re - polling frequency is every 2, 500) and proactive (Pro)
approaches in terms of success rate.

In Fig. 4.4, we plot the success rate as a function of the number of iterations
for the proactive and reactive approach; an iteration corresponds to a transac-
tion between to nodes. We can conclude that the reactive approach introduces
higher overhead, but it gives better performance as all the nodes have global
knowledge in the system. As observed earlier, when there are few nodes in the
system, the fact of having frequent interactions between the same nodes means
that more samples are available to estimate locally the behaviour of a node. In
fact Fig. 4.4 shows that a proactive scheme has a comparable success rate to a
reactive approach when there are few nodes in the system and opinion is used
first to determine the trustworthiness of the correspondent node.

4.5.3 Number of designated agents

To complete the evaluation of the impact of reputation management systems to
the performance of a general application, we analyze how the number of des-
ignated agents is important for the overall computation of the communication
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overhead. Fig. 4.5 plots the success rate as function of the number of messages
transmitted in the case of proactive and reactive (every 2, 500 transactions) feed-
backs collection and reputation dissemination. It is worth noticing that when
only reputation is used as a metric for the trustworthiness of the nodes, a higher
number of designated agents is important to predict better the behaviour of the
nodes, plot (a) in Fig. 4.5.
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Figure 4.5: Impact of the number of designated agents (2, 4 or 6 des. agents) on the success rate
and overhead messages for a system with 100 nodes when the reactive (Re - polling frequency
is every 2, 500) or the proactive (Pro) approach is used.

In our simulation, we consider the case of designated agents that can also
be malicious. Thus, multiple designated agents for the same node means more
estimations of the node’s reputation. This guarantees that the malicious be-
haviour of a designated agent in reporting reputation values does not influence
the evaluation of the trustworthiness of the node. However, the cost of multiple
designated agents is paid in terms of number of messages the reputation system
uses to collect and disseminate the data.

Similar conclusions are derived from the case of opinion and reputation, plot
(b) in Fig. 4.5. In this case, the fact that nodes use opinions to take decisions on
a transaction reduces the need for reputation values in the proactive approach
and the impact of malicious designated agents also for the reactive approach.
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Thus, we can conclude that it is true that, also in this case, the success rate
increases when more designated agent are used, but the gain is lower compared
to the use of only reputation, plot (a) in Fig. 4.5.

4.5.4 Estimation of reputation values

An important metric to evaluate the performances of the proactive and reactive
approaches is to analyze the probability distribution of the reputation values in
the system.

As discussed in previous sections, varying the number of score managers
and the number of nodes in the system has a great impact on the success rate
of the reputation management scheme. The accuracy of the reputation values’
estimation also depends on these parameters.

In order to be effective, a reputation management system should score the
nodes so that malicious nodes are rated with low reputation and high reputation
is associated to cooperative nodes. In Fig. 4.6 – 4.11 we plot the distribution
of the reputation values for 2, 4 and 6 designated agents when 30% of the nodes
are malicious. To be effective, the distribution of the reputation values should
partition the system in two groups: 30% of the nodes with low reputation, i.e.,
close to 0, and 70% of the nodes with high reputation, i.e., close to 1.

In Fig. 4.6 – 4.8 we consider a system with 100 nodes and in Fig. 4.9 – 4.11
to analyze the performance of the proactive and reactive approaches.

As discussed in Section 4.5.3, a high number of score managers is required to
mitigate the effect of malicious agents. Fig. 4.6 shows that when 2 designated
agents are assigned to each node (c), trustworthy nodes cannot be rewarded
for their cooperative behaviour when a proactive approach is used. However,
with 6 designated agents, malicious nodes are identified already after 20, 000

transactions, see plot (a) in Fig. 4.6. We can notice that the population is divided
in two groups, malicious nodes (on the right of the plot) and trustworthy nodes
(on the left of the plot).

76



4.5. IMPLEMENTATION DETAILS AND EXPERIMENTAL RESULTS

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1

2 des. agents
4 des. agents
6 des. agents

(a) After 22, 000 transactions

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1

2 des. agents
4 des. agents
6 des. agents

(b) After 45, 000 transactions

 10000  20000  30000  40000  0
 0.2

 0.4
 0.6

 0.8
 1

PDF Reputation value

Transactions

Reputation Value

(c) 2 Designated Agents

 10000  20000  30000  40000  0
 0.2

 0.4
 0.6

 0.8
 1

PDF Reputation value

Transactions

Reputation Value

(d) 4 Designated Agents

 10000  20000  30000  40000  0
 0.2

 0.4
 0.6

 0.8
 1

PDF Reputation value

Transactions

Reputation Value

(e) 6 Designated Agents

Figure 4.6: Probability Distribution Function (PDF) of the reputation values for a system com-
posed of 100 nodes with a proactive approach for feedback collection and dissemination of
reputation values.
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In Fig. 4.7, we plot the distribution of the reputation value of the nodes when
information is collected and disseminated reactively. In this case, designated
agents poll nodes every 2, 500 iterations.

As anticipated in Section 4.5.2, the reactive approach converges faster for
the prediction of the nodes’ trustworthiness than a proactive one. In particu-
lar, 4 designated agents per node are sufficient to give a good estimation of the
reputation values. This is due to the fact that when nodes send their feedbacks
to designated agents, the feedback is more accurate as it is built on a higher
number of direct transactions. The accuracy in the feedbacks enables the score
managers to predict better reputation values. Thus, a false report from a mali-
cious designated agent is detected timely and its credibility is lowered.

In Fig. 4.8, the frequency of polling for the reactive approach is every 5, 000

transactions. For this setting, we might expect better accuracy compared to the
previous case as nodes form the feedback on a grater number of transactions.

But, the explanation is not completely valid for 5, 000 as the designated
agents query nodes less often. As a result, for their decisions nodes use rep-
utation values that does not map the current state of the system. Thus, they
might decide to interact with a node based on information that is old. This
results in a slower convergence of the reputation management scheme. More-
over, this uncertainty creates room for malicious designated agents to bias the
decisions of the nodes.
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Figure 4.7: Probability Distribution Function (PDF) of the reputation values for a system com-
posed of 100 nodes with a reactive approach for feedback collection and dissemination of rep-
utation values every 2, 500 transactions.
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Figure 4.8: Probability Distribution Function (PDF) of the reputation values for a system com-
posed of 100 nodes with a reactive approach for feedback collection and dissemination of rep-
utation values every 5, 000 transactions.
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In Fig. 4.9 – 4.11 we show the distribution of reputation values for 1, 000

nodes in the system. The number of nodes influences the accuracy of the repu-
tation values’ estimation and the time required to convergence of the reputation
management scheme.

We can notice that when a proactive approach is used for collection and
dissemination, the reputation scheme is not able to differentiate between trust-
worthy and malicious nodes, Fig. 4.9. This is the result of sporadic transactions
between the user and the availability of few samples per node to predict the rep-
utation value. This uncertainty is clearly shown in plots (a) and (b) of Fig. 4.9 as
the reputation values of the nodes are all almost close to 0.5. In this case, mul-
tiple score managers per node do not improve the performance as the impact of
the maliciousness of designated agents is covered by the few direct transactions.

From Fig. 4.10 and 4.11, we can conclude that the increase in the number of
nodes causes a slower convergence for the estimation of the reputation values,
as shown in plots (d) and (e). We recall that when a reactive approach is imple-
mented the feedbacks are collected at regular intervals as clearly shown in plots
(d) and (e) of both Fig. 4.10 and 4.11.

For the reactive approach, it is possible to notice that the number of desig-
nated agents is important to evaluate reputation values correctly. Plots (a), (b)
and (c) of Fig. 4.10 and 4.11 show that 2 designated agents are not sufficient to
make the reputation scheme to function properly. The malicious behaviour of
the designated agents increases the uncertainty, given by few samples, for the
estimation of reputation.
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Figure 4.9: Probability Distribution Function (PDF) of the reputation values for a system com-
posed of 1, 000 nodes with a proactive approach for feedback collection and dissemination of
reputation values.
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Figure 4.10: Probability Distribution Function (PDF) of the reputation values for a system
composed of 1, 000 nodes with a reactive approach for feedback collection and dissemination
of reputation values every 2, 500 transactions.)
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Figure 4.11: Probability Distribution Function (PDF) of the reputation values for a system
composed of 1, 000 nodes with a reactive approach for feedback collection and dissemination
of reputation values every 5, 000 transactions.
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Chapter 5

Game theoretical modeling and analysis

5.1 Introduction

Autonomic communication systems are characterized by heterogeneous com-
ponents that interact to achieve their specific goals and to sustain the scalability
of the system. In these systems, service provision and maintance of the network
rely on nodes’ willingness to fulfill their obligations.

In un-managed and fully distributed systems, incentive mechanisms are re-
quired to foster cooperation among nodes. Cooperation upon previous success-
ful experience (see Figure 5.1 (a)) is applicable if the same nodes interact fre-
quently during their lifetime. However, such approach proves to be ineffective
as nodes sporadically meet. Another approach is based on indirect collabora-
tion of nodes as shown in Figure 5.1 (b), which implies that collaboration can be
established if the transactions are monitored and the result of this observation is
shared among the nodes [77].

To foster cooperation, solutions based on service differentiation have been
proposed: nodes that contribute more will get better services [58]. This solu-
tion leads directly to the adoption of reputation management schemes, defined
in Section 3.3. Reputation can be used to give an estimation of the expected
cooperation level of the nodes in the view of the community.

As presented in Section 3.6, many reputation schemes have been proposed
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Figure 5.1: Node A serves node B only if it has experienced a positive service in the past, i.e.,
direct reciprocity (a). Node A serves node B to build its reputation so that in the future it can be
served by node C, i.e., indirect reciprociy (b).

in the literature and have been deployed in different contexts ranging from
P2P [49, 63, 8] or content distribution networks [51] to mobile ad-hoc net-
works [74, 19]. These schemes rely on the dissemination of trust information
gathered through transactions between nodes so that past experience can be
evaluated and generalized to predict the behaviour of the node. This information
is then shared among nodes who can decide whether interact with trustworthy
nodes or ignore malicious nodes, as discussed in Chapter 3.

Reputation schemes rely on the definition of a heuristic or aggregation func-
tion (see Section 3.4.4) that should capture the nodes behaviour and enable ma-
licious and selfish nodes to be excluded from the system. These schemes are
evaluated through simulations experiments, but the lack of a benchmark or set
of specific tests to determine their performance in real environment does not
help to justify their use in a virtual community.

Moreover, the question how building reputation is important for a node’s
future interactions or how a node values its reputation has not yet been clearly
addressed. Previous work assumes reputation as a metric to define cooperation

strategy or to implement a differential service incentive scheme. This is not
sufficient to explain why a node should increase its reputation value and to
reason on the adoption of reputation management systems from the nodes point
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of view.

If we consider rational nodes, in the sense that they strategize to increase
their expected utility from the system, there is no clear understanding of the
role of reputation in selecting a specific action/strategy. In most cases nodes
want to cooperate to keep their trust value above a certain threshold that allows
them to consume system resources and to provide as few resources as possible
in exchange.

In the literature, Marti and Garcia-Molina [72] propose a game theoretic
approach to model auctions with multiple buyers and sellers. They show that
a weighted calculation of the reputation discourage nodes to defect. Gupta et

al. [59] define the service game where nodes decide whether to serve other
nodes with a probability that depends on the serving node’ reputation. In their
work they show that in equilibrium the behaviour of different nodes is similar
when they provide services.

In this chapter, we analyze reputation management systems from an interdis-
ciplinary perspective taking in consideration social and economic sciences. In
our formalization, we discuss the evolution of the system under the enforcement
of a reputation management scheme. Herein, we concentrate on incentives and
punishment and propose a trust economic model based on the Iterated Prisoner’s
Dilemma for P2P systems. We finally derive conclusions from the adoption of
specific economic theories to model virtual communities and discuss how co-
operation can be enforced in autonomous distributed systems formed by selfish
agents.

5.2 Network model

We assume an autonomous peer to peer network formed by selfish and ratio-
nal nodes who want to maximize their own interests from participating in the
system activities. Moreover, we assume that 1) the system population is com-
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posed of a fix number of nodes (N ) with the same capabilities 2) nodes do not
participate in a collusion and 3) the identities of the nodes are fixed during the
game. Nodes are defined to be rational and strategic: at each interaction they
can choose the action, which will influence the outcome of the system. An
action can be either cooperation or defection.

We identify two possible network models that are worth investigating for the
applicability of reputation management systems in autonomic communication
networks: (1) an interaction between nodes is defined as a simultaneously ex-
change of services, i.e., the transaction is symmetric; (2) interactions can be
asymmetric as nodes have different roles (there is a node that requests a service
and a serving node that decides to satisfy the request).

We analyze the second model: the serving node has to decide on the service
provision and the receiving node should decide whether to reward the action of
the provider. This results in a non-cooperative game, as nodes want to maximize
their utility. The game is played in multiple stages and nodes follow a strategy
(set of actions). We further assume that the end of the game is not known to the
nodes and, thus, it is supposed to run indefinitely and that nodes will be present
in the system for the whole duration of the game.

We assume a system where at each stage there is a resource request and
requests are satisfied at the same rate during the evolution of the game. At the
end of each period of time, the results of the interaction are made available to
the system population and the utility functions of the nodes are updated. The
utility of a node depends on the resources or services it can access and the cost
to provide or obtain them. Thus, it is a function of the actions that other nodes
in the system take.

A reputation value is associated with each node; this value is updated after
every transaction to keep track of node’s behaviour and it is assumed to be
common knowledge.
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5.3 Definition of non-cooperative games

In this section we introduce key notions in non-cooperative games [53] and the
formalism that will be used for the rest of the chapter. We restrict the analysis to
games in strategic form and in particular we introduce the Prisoner’s Dilemma
game that is used to model the reputation system.

A game consists of a set of players N = 1, 2, ..., n and for each player i ∈ N

let Si be the set of possible actions. The deterministic choice of an action si ∈ Si

is called a pure strategy for the player i ∈ N while the vector s = (s1, . . . , sn) ∈
×i∈NSi is the pure strategy profile or outcome of the game. S = ×i∈NSi is
defined as the space of all pure strategy profiles, i.e., the Cartesian product of
the pure strategies of the players.

For any strategy profile s ∈ S and player i ∈ N , the payoff of the player
i, denoted as πi(s), is defined as function of the strategy profile s. Let the
collection of the payoffs of the players be denoted by the vector function π =

(πi(s))i∈N . A strategic game is indicated by the triplet G = (N,S, π).
In game theory we assume that the players are rational in the sense that they

maximize their utility, which is defined by the payoff πi, by selecting the best
strategy against the strategies of the other players given by the deleted strategy
profile s−i = (s1, . . . , si−1, si+1, . . . , sn) with s−i ∈ S−i. S−i is the space of all
pure strategy profiles for all players j ∈ N with j ̸= i.

Definition A strategy s∗i ∈ Si is a best response for player i ∈ N to the deleted
strategy profile s−i ∈ S−i iff πi(s

∗
i , s−i) ≥ πi(si, s−i), ∀si ∈ Si : si ̸= s∗i .

Definition A pure Nash Equilibrium is a strategy profile or outcome s ∈ S iff
∀i ∈ N , si is a best response of player i to the deleted strategy profile s−i. That
is πi(s

∗
i , s−i) ≥ πi(si, s−i), ∀i ∈ N , ∀si ∈ Si : s∗i ̸= si.

This definition states that, in a Nash equilibrium strategy, no player has in-
centives to deviate unilaterally from its best response strategy.

89



CHAPTER 5. GAME THEORETICAL MODELING AND ANALYSIS

Table 5.1: Generalized Form of the Prisoner’s Dilemma game: payoff matrix. Temptation,
Reward, Sucker, Punishment

Receiver
Cooperate Defect

Serving Cooperate (Rs, Rr) (Ss, Tr)

Defect (Ts, Sr) (Ps, Pr)

Thus, an important property of a system is characterized by the outcome
that maximizes players’ payoff, i.e., in finding the Nash equilibrium. However,
multiple Nash equilibria might exist in a game and players might have different
payoffs in different Nash equilibria of the game.

The rules of the game are based on two basic assumptions: 1) players choose
their own strategies optimally based on the beliefs they have on the other play-
ers’ strategies; 2) the prediction of other players’ strategies must be correct.

5.4 Prisoner’s dilemma

We model the autonomous system by using definitions and results based on the
Prisoner’s Dilemma [53, 78]. In this game two nodes decide simultaneously
whether to cooperate or defect without knowing a-priori the choice of the other
player. If both cooperate, they receive a specific reward (R). If both defect, they
receive a punishment (P). If one defects and the other cooperates, the player who
defects will receive a larger reward, temptation (T), and the other will receive a
larger punishment, the sucker’s payoff (S).

Table 5.1 shows the strategic form of the game represented in a bi-matrix
where the rows and the columns are the available strategies for the two play-
ers and each box specifies the payoff to each player, respectively for player
(S)erving and (R)eceiving, when the strategy profile corresponding to that cell
is played.
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The Prisoner’s Dilemma is a non-cooperative and simultaneous game where
in its generalized form the payoffs are not identical for the players. To create
the dilemma, mutual cooperation must provide higher payoff than other strate-
gies and defection should be the dominant strategy. Therefore, the following
conditions must hold:

T > R > P > S (5.1)

Rs + Rr > Ps + Pr (5.2)

In the single stage game, the best choice for the players is to defect, i.e.,
(Defect,Defect), as it is always the best response to the opponent strat-
egy [53]. More interesting is the iterated version of the game where nodes play
against each other repeatedly and track the history of the game. In this setting,
nodes can be punished for their defection in past interactions.

In the iterated version of the game, the payoff of the players are computed
by summing the single stage payoff over all the stages played. However, to
maintain the dilemma in the iterated version, the following inequality must also
be valid:

Rs + Rr > Ss + Tr and Rs + Rr > Tr + Sr (5.3)

Conditions (5.3) state that alternation between defection and cooperation,
i.e., nodes take the action (Defect, Cooperate) and (Cooperate,Defect) in
subsequent transactions, does not give higher payoff than mutual cooperation,
i.e., always Cooperate, Cooperate.

However, in the finite iterated version of the game, rational players defect for
their last move as it has higher payoff. But if the game is iterated infinitely (it is
sufficient to assume that nodes do not know when the game ends) cooperation
results in a Nash equilibrium of the game, i.e., where no player has incentives
to deviate unilaterally from its best response strategy.
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5.5 The reputation game

This section describes the reputation game which is based on the Iterated Pris-
oner’s Dilemma. At each stage of the game two nodes, picked at random, are
considered for the game: one node is acting as resource provider and the other
as resource consumer. Their roles in the system are interchangeable, i.e., a node
who is service provider at time ti might be service receiver at time tj. In our
model, we use the general term resource as it can represent a file in the case
of content distribution networks, a request to cache a file in distributed caching
systems, a job execution request and so on.

The two available actions are collaborate (provide the service) or defect (ig-
nore the request) for the serving node and collaborate (reward) or defect (do not
reward) for the receiving node. We are interested in showing how the decisions
affect nodes utility and reputation values in the long run of the game.

5.5.1 Introducing reputation in the game

First we define the role of reputation in the game. A provider node pays a cost
for providing the service, but this cost is compensated by the increase in its
reputation I and by the reward obtained from the receiving node. A receiver
pays the requested service but it increases its reputation value as a result of
fulfilling its commitment.

After each transaction, the reputation value is updated, based on the repu-
tation calculated at the previous stage and of the outcome of the single stage
game. The updating function is defined as follow:

It+1 =

0, if t = 0

It ∗ (1 − α) + v ∗ α, if t > 0
(5.4)

with 0 ≤ α ≤ 1 and v ∈ {0, 1}, thus, 0 ≤ It ≤ 1.
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This means that if a node cooperates, it will increase its reputation by a
factor determined by the constant α, which models the importance of the new
interaction for the computation of the reputation, and v, a binary parameter that
indicates if cooperation has taken place. α is a system parameter and depends on
network conditions. If transactions are infrequent, a low value of α is desirable
whereas when transactions are frequent, a high value is desirable. Nodes with
high reputation values are considered trustworthy in the system.

5.5.2 The reputation model

The reputation game evolves as follow, where steps 2.a and 2.b are simultane-
ous:

1) The requesting node identified as Nr has an associated reputation value Ir. It
sends a request for a specific service to other nodes in the system by offer-
ing a reward B. The selection of the service provider is done by selecting
the server with the highest reputation Is.

2.a) The serving node Ns has two possible actions: 1) cooperate and send the
service or 2) defect and ignore the request.

2.b) The receiving node Nr has also two possible actions: 1) cooperate and
send the promised reward or 2) defect and fail to meet the commitment.

3) The single stage game ends and the nodes update their utility functions and
reputation values.

The dilemma for Ns consists of deciding to:

a) afford the cost of serving the file and behave correctly, thereby obtaining
the reward Rs if Nr cooperates or the punishment Ss if Nr defects or;
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b) ignore the request obtaining the reward Ts without having sent the file if
Nr fulfills its commitment or the punishment Ps if Nr defects as well (see
Table 5.1).

Nr has to face a similar dilemma but with different payoffs.
The payoffs for a generic serving node Ns and requesting node Nr at a spe-

cific iteration of the game t are given by eq. 5.5 and eq. 5.6.

πt+1
s =



−C + B − Cp(Ir) + f(I t
s), Rs

−C − Cp(Ir) + f(I t
s), Ss

B + f(I t
s), Ts

f(I t
s), Ps

(5.5)

πt+1
r =



−B + S + g(I t
r), Rr

−B + g(I t
r), Sr

S + g(I t
r), Tr

g(I t
r), Pr

(5.6)

where C is the cost for providing the service, B is the reward for serving
nodes and S is the value of a service for the requesting node. Cp(Ir) = B/(1 +

e5Ir) is the punishment factor and f(I t
s) = B ∗ [Is ∗ (1−α)+α∗ v] and g(I t

r) =

S ∗ [Ir ∗ (1−α)+α∗v] are the benefit for the nodes in terms of future payments

based on their level of cooperation, respectively for the serving and receiver
node (refer to (5.4) for the update function of the reputation). The punishment
factor Cp(Ir) is inserted to reduce the payoff of serving nodes when providing
services to untrustworthy nodes. To provide incentives for cooperation to the
nodes, we must have that (B − C) > 0, (S − B) > 0.

The game is a Prisoner’s Dilemma if the conditions introduced in Sec. 5.4
hold. From condition (5.1) we can derive for Ns that f(Is)def > f(Is)coop −
Cp(Ir) − C and B > C + Cp(Ir). This means that the benefit in serving must
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compensate the direct cost and the cost derived from the punishment of serving
less trustworthy nodes.

Hence, the lower the reputation Ir, the greater is the punishment that Ns

will receive, thus, it is more tempted to defect. For the requesting node Nr, it is
sufficient to have that g(Ir)def+B > g(Ir)coop as we have assumed (S−B) > 0.

The dilemma is kept in the iterated version of the game (5.3) if S > C +

Cp(Ir) as we assume the utility, derived from future payments, be greater in
case of cooperation.

5.5.3 Nash equilibrium for the reputation game

In this section we demonstrate the effectiveness of the reputation game and we
show how Nash equilibrium is obtained by analyzing the impact of actions at
each stage on the reputation value. We use a modified version of the ROCQ
reputation management system, defined in Section 3.7, on top of a peer to peer
network to simulate nodes interactions. The parameters’ settings and decision
metrics that we use to evaluate the results, obtained from the simulations, are
summarized in Table 5.2 and they are defined in accordance with the conditions
of the Iterated Prisoner’s Dilemma, introduced in Sec. 5.4.

Table 5.2: Parameters’ setting

Number of Nodes 1,000 Network Topology random
Initial transactions 1,000 Number of iterations 9,000
Experiments run 5 Service value [S] 25
Benefit [B] 15 Cost [C] 5

In the repeated game strategy, reputation is sufficient to sustain cooperation
in the system if the players are patient. Let’s consider the repeated game with a
trigger strategy where the serving node Ns and the receiving node Nr cooperate
for t transactions and at transaction t + 1 the provider node Ns unilaterally de-
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Figure 5.2: Nash Equilibrium for the reputation game: the defecting player has greater payoff
from always cooperation (π =

∑
Ri) rather then cooperation defection (π =

∑t Ri + Tt+1 +∑
t+2 Pi) (this is represented by the points below the curves when t = 10 is the last cooperative

interaction.) The Nash Equilibrium depends from the reputation value at the beginning of the
game.

fects triggering an-open loop for Nr to defect in subsequent interactions. After
transaction t + 1, the best response for Ns is to defect.

The curves in Fig. 5.2 show when the payoff resulting from this action is
equal to the payoff earned from cooperating all the time. This is summarized
in eq. (5.7) that indicates after how many x interactions, with x defined after
transaction t, always cooperate is the best strategy with respect to the entering
reputation value Is(t = 0).

Is(t = 0) ≤10x + 15(2 − α)[(1 − α)t − 1] − 15(1 − α)x

25(2 − α)(1 − α)t
+

+
15/(1 + e5∗{(1−α)t[Ir(t=0)−1]+1})

25(2 − α)(1 − α)t

(5.7)

The plot in Fig. 5.2 shows that the defecting player has no incentive for
being uncooperative at transaction t + 1 as the Temptation reward obtained for
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Figure 5.3: Definition of the regions that define when it is more convenient for nodes to always
cooperate rather than cooperation defection for different values of t, i.e., the first defecting
transaction, with α = 0.1 (a) and α = 0.2 (b).

this interaction is not sufficient to compensate the loss due to future Punishment

rewards.

For different choices of the parameter α (used to calculate the reputation
value, refer to eq. (5.4) for the updating function) and for the initial reputation
value Is(t = 0), that the defecting node Ns had at the beginning of the game, it
is more advantageous to cooperate when Is(t = 0) is below the curves (defined
by eq. (5.7)) as it is the case after 5 interactions (transaction (t + 6)), for all
considered values of α.

Fig. 5.3 shows that the incentive for being cooperative increases as the num-
ber of transactions before defection increases. In particular, when α is small, a
player with a high reputation value has a slight benefit when defecting imme-
diately after entering the game, plot (a). For higher values of α, plot (b), the
reputation value of the player drops to a low value that characterizes the nodes
as untrustworthy in 3 transactions after defection.

Thus, we have established that if nodes are sufficiently patient, i.e., they do
not maximize immediately their payoff by defecting but they value more fu-
ture payments, cooperation is a Nash equilibrium for the reputation repeated
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game.Thus, they need to cooperate for few transactions at the beginning of the
game to build their reputation inside the community, to benefit from their par-
ticipation. The same result can be derived for the receiver as defecting node.

Table 5.3: Strategies available to players

Average A node decides for cooperation if the opponent repu-
tation value is greater than the average reputation.

Adaptive A node considers its reputation value, the correspon-
dent reputation value and the average reputation in
the system to decide for cooperation or defection.

Relative A node cooperates if its reputation value is below the
correspondent reputation value.

Discriminant A node decides for cooperation if the correspondent
reputation value is above a fix threshold (if not spec-
ified the threshold is set to 0.5).

Random A node decides randomly if cooperate (this is the
only strategy that is not based on reputation).

5.6 Experimental results

In our experiments we use the parameters listed in Table 5.2 and we run 1, 000

initial transactions to bootstrap the reputation management system. In each
stage, two nodes are selected randomly, which can act either as service provider
or as service receiver. We follow the strategies defined in Table 5.3 for the game
and the nodes follow the same strategy in each experiment.

Fig. 5.4 shows the impact of the different strategies in terms of fraction of
cooperative interactions. A cooperative transaction is defined as an interaction
when both players are cooperative. In this case, the discriminant strategy gives
better results compared to the others, but this strategy heavily depends on the
threshold for the reputation value chosen to differentiate between cooperation
and defection.
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Figure 5.4: Number of cooperative transactions (both provider and receiver cooperate) in the
system for the available strategies.

Fig. 5.5 also shows that the discriminant strategy performs better as it in-
creases the average reputation value when it is above the fixed threshold.
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Figure 5.5: Average reputation value in the system for the available strategies.

An interesting property is associated with the average and adaptive strategies
as they maintain a constant average trust level (see Fig. 5.5) and constant frac-
tion of cooperative transactions in the system (see Fig. 5.4). The explanation of
this behaviour is associated with the definition of the strategies as they choose
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Figure 5.6: Probability Distribution Function (PDF) of reputation values in the system with
respect to different strategies.

cooperation or defection to maintain stable the reputation value.

Fig. 5.6 shows the distribution of reputation values in the system. The plots
show that the adaptive and average strategies tend to aggregate the reputation
values of the nodes close to 0.5, as anticipated above. For the case of the average
strategy, the threshold used to decide for cooperation or defection is the average
trust value in the system. Thus, nodes choose cooperation and defection alter-
natively to keep their reputation value close to the average. The discriminant
strategy with a low threshold 0.3 shows a behaviour that can be assimilated to
always cooperate. The effectiveness of all strategies depends on the reputation
value of the nodes after bootstrapping the reputation management system.

Fig. 5.7 shows the impact of the initial reputation value I(t = 0) after the
bootstrap of the reputation management system. Fig. 5.7 plot the average repu-
tation values in the system for an initial value close to 0.7 and 0.3. As expected,
the discriminant strategy depends on the threshold that a node chooses to de-
cide whether to cooperate or defect. It is worth noticing that cooperation is not
propagated in the system, if the threshold is above the initial reputation value.
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An interesting property is associated with the adaptive and average strategies
as they work to bring the system to a stable operating point that has the average
reputation value close to 0.5.

Fig. 5.8 plot the difference of the reputation values of the nodes involved in
a transaction. We ran the simulation for 200, 000 interactions to study if the
reputation values of the nodes converge to the same value. The plots for the
discriminant strategy (a) and the adaptive strategy (c) show that nodes tend to
interact with nodes that have similar reputation values. As we have assumed that
the nodes follow the same strategy in a simulation, we can derive conclusions
on the convergence of the system to a stable point for the nodes’ reputation.

In Fig. 5.6, it is shown that nodes tend to have a reputation value close to
0.5 for the adaptive strategy. Thus, the node strategies to have a reputation
value close to the mean value, for this reason we call this strategy adaptive. On
the contrary, the discriminant strategy fosters cooperation in the system, as the
average reputation value increases in Fig. 5.5, and the the reputation values is
close to 1 in Fig. 5.6.
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Figure 5.8: Difference between the reputation values of the peers involved in a transaction.

Thus, we can conclude from plot (a) in Fig. 5.8 that this strategy tends to ag-
gregate the nodes to similar reputation value and it is a good solution to combat
the problem of free-riders in autonomic communication systems if there are no
malicious nodes and the initial reputation value is sufficient to foster coopera-
tion in the beginning.

The nodes that select the random and the average strategies do not converge
to a stable reputation value, i.e., a consistent behaviour in the system. They
tend to alternate cooperation and defection without giving any guarantee to the
correspondent party which cannot predict the next action with accuracy.
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5.7 Impact of defecting nodes

In this section, we analyze the impact of defecting nodes on the strategies dis-
cussed in previous sections. We define two classes of defecting nodes to model
free-riders and completely uncooperative nodes which prefer not be involved in
any transaction.

Free-riders cooperate when they request services, but they deny access to
resources when they receive a request. They are not interested in increasing
their reputation value, but only in accessing the wanted resource and fulfilling
the obligation with the service provider. Uncooperative nodes deny the access
to resources and they do not pay back the service to the provider.

Fig. 5.9 shows the fraction of cooperative transactions, when both players
cooperate, with 10% and 30% of free-riders (plots (a) and (d) respectively) and
of uncooperative nodes (plots (b) and (e)) in the system. A small percentage of
free-riders (a) do not degrade the performance of the reputation system as their
partial uncooperative behaviour is compensated by trustworthy nodes. They ac-
tively participate in transactions when they are receiver, which also counts for
the total number of cooperative transactions. If we increase the percentage of
nodes (d) that are only interested in receiving resources, the fraction of cooper-
ative transaction decreases as there are less nodes that are willing to contribute
resources.

The impact of uncooperative nodes reduces significantly the number of coop-
erative transactions as any attempt to interact with these nodes is useless. Only
the adaptive and the average strategies are able to operate well in this settings,
plot (e) in Fig. 5.9, as the decision for cooperation or defection is based on the
average reputation value.

Our hypothesis is confirmed by Fig. 5.10, as the average reputation value
tend to be close to 0.5. This value implies high uncertainty for the evaluation of
nodes’ behaviour and introduces a higher risk in transactions. This risk is given
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Figure 5.9: Fraction of cooperative transactions (both provider and receiver cooperate) for the
available strategies.

by the fact that nodes are not able to determine if the correspondent party is a
free-rider or a uncooperative node.

The lack of accuracy for the prediction of the reputation value is more ev-
ident in Fig. 5.11. In this figure, we plot the probability distribution of the
reputation values for the nodes in the system. In an ideal situation, two classes
of nodes should be present in the system, cooperative nodes, with high repu-
tation values, and uncooperative nodes, low reputation values. This is not our
case as reputation values are almost uniformly distributed except for the thresh-
old strategy, plots (b) and (d) in Fig. 5.11. This is the result of the behaviour of
defecting nodes that bias the strategies’ performance of cooperative nodes.

Plots (a) and (d) of Fig. 5.11 show the presence of a group of nodes that
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Figure 5.10: Average reputation value in the system for the available strategies.

have similar reputation values for the discriminant strategy. The reason behind
this behaviour is due to the fact that free-riders cooperate when they are service
receivers, thus, they increase their reputation value. However, their cooperation
is only in one direction and this causes the system to lower their reputation
since they are not rated as trustworthy nodes. If we increase the fraction of free-
riders, the distribution of reputation values show that a high fraction of nodes
has a reputation value between 0.4 and 0.6. This is true for all strategies plotted
in Fig. 5.11 except for the discriminant strategy with thresholds of 0.3 and 0.7.

This behaviour is consequence of the amount of risk node put in their inter-
actions. For a discriminant strategy with threshold 0.3, nodes are willing to take
higher risk in their transaction and this risk is compensated by a greater num-
ber of cooperative transaction, see Fig. 5.9, which reflects the high reputation
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(c) 30% defecting nodes
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Figure 5.11: Probability Distribution Function (PDF) of the reputation values of the nodes in
the system with respect to different strategies.

value of the nodes. On the contrary, nodes that choose a threshold of 0.7 do not
want to risk their transactions and prefer to defect if they are not sure about the
outcome.
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Chapter 6

Application of reputation management
schemes to content distribution

6.1 Introduction

End-system cooperation is the latest step in the evolution of content distribution
on the Internet that has progressed from mirrors to proxy caches to server farms
to Content Distribution Networks (CDNs). Collaborative end-user content-
distribution systems are fast becoming the new paradigm for content delivery
as they are cost-effective, inherently scalable and more resilient to network and
equipment failures.

These systems are useful when several users are interested in downloading
the same file from a single server. They exploit the fact that while server band-
width is limited, idle bandwidth is available between the users themselves. The
target file can be split into blocks which can be downloaded simulatenously by
different end-users. The end-users can then collaborate and share these blocks
with each other to reconstruct the original file [32, 54]. This reduces the load
on the server and makes more efficient use of available bandwidth, reducing the
overall download time [15].

Moreover, as more nodes join the network, more bandwidth becomes avail-
able between end-users making the system inherently scalable. Autonomic col-
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laborative systems also successfully handle flash crowds caused by documents
that suddenly become very popular putting the origin server under strain.

6.2 Misbheaviour in content distribution networks

However, making end-systems service providers in addition to being service
consumers increases reliance on machines that may be less secure than ded-
icated servers or proxy caches that formed the backbone of earlier systems.
Even worse, some of these systems may be controlled by malicious users that
wish to disrupt the content-distribution network.

Since the participation of nodes in a collaborative network depends strongly
on whether, and how much, they benefit from it, ensuring compliance of indi-
vidual nodes to the overall goals becomes critical to the success of the system.
As discussed in Section 2.3, two major concerns that have been the subject of
research are free-rider, who download files without giving back to the network,
and malicious users who introduce fake or mislabelled blocks in the network
making reconstruction of the original file difficult if not impossible. In this
chapter, we address the second of these concerns.

If tampered or mislabelled content is downloaded, the receiving peer must
attempt to retrieve the content again. If the fake blocks can be identified, only
those blocks need to be downloaded again. However, if there is no mechanism
to check the integrity of individual parts of the content, as is often the case when
the blocks are encoded, the entire file has to be downloaded again. This magni-
fies the impact of malicious behavior on the network. Therefore, the behavior of
the nodes participating in the content distribution must be monitored carefully.
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6.3 Approach to thwart malicious behaviour

We explore ideas of reputation management that have been developed in other
contexts and apply them for soft management in autonomic and collaborative
content distribution systems. We examine the ROCQ scheme, (Reputation,
Opinion, Credibility and Quality), proposed in [50, 49] and described in Sec-
tion 3.7, a feedback-based trust management system that uses opinions from
past interactions to measure the trustworthiness of a peer. We aim at incorporat-
ing methods to sustain self-optimization of the resources by limiting corrupted
downloads and to provide a minimal degree of protection of the shared content.

In this work, we extend the ROCQ model to function in a collaborative con-
tent distribution system. We simulate both scenarios we mentioned above, i.e.,
when the node(s) providing the fake blocks can be identified and when they can-
not. We then run detailed simulations of the latter case – which we believe is
a more accurate representation of systems currently in place – and measure the
impact of several variables on the performance of the reputation management
scheme.

6.4 System model

The ROCQ reputation management scheme is independent of the underlying
cooperative content distribution mechanism. ROCQ was initially proposed in
the context of virtual communities where all transactions are one-to-one. We
now modify it to be used with content distribution scenarios where a single
file is encoded into several blocks. We give a brief description of the how the
system is modeled as details on the ROCQ reputation management system can
be found in [50, 49] and in Section 3.7.

We assume that each individual peer is identified by a unique ID for the pur-
pose of rating and this identifier cannot be tampered or changed. The global rep-
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utation values are stored in a decentralized fashion using multiple designated
agents, or score managers [50, 49], for each individual peer. Before entering a
transaction, a peer retrieves the reputation value of its potential partner from the
score managers in order to decide if it should go ahead with the transaction.

The basic algorithm is unchanged in content distribution networks except
that now a transaction fails or succeeds and opinions are formed only after all
the blocks required for reconstructing a file have been downloaded. If the file
cannot be correctly reconstructed after receiving the required number of blocks,
one or more of the blocks are corrupted. If blocks can be individually checked
only the senders of bad blocks will get a negative rating. If they cannot be
checked all senders will receive a negative rating.

6.4.1 Content integrity

Once the content is obtained, the peer must check the integrity and the correct-
ness of the data downloaded. This integrity checking must be accomplished to
completely judge the behavior of other peers in the transaction so that affordable
reports on the interaction can be filled.

Methods to assess the integrity of the content and the data contained is fun-
damental to prevent malicious peers to spread tampered content or, worse, virus
or similar harmful content. In a content distribution network, false informa-
tion may cause the peer to request the same content from other sources wasting
networking bandwidth.

The integrity of a file can be calculated by hashing the file and by matching
the result with the public hash value associated to that data. Unfortunately this
solution requires the peer to obtain the full data before being able to check
the integrity. To prevent such situation when dealing with large content, the
hash value of blocks of original files may be calculated and disseminated in
the network. Such solution forces a user to obtain a block unit to check the
integrity. The cost in terms of bandwidth and computations resources increases
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as the number of blocks increases.

If the content transmitted is encoded by the source, simple cryptographic
hash functions are inadequate for authenticating data. For rateless erasure code
on-the-fly verification of the blocks is possible [67] if a secure separate chan-
nel exists. A similar scheme can be used in other contexts to reduce the loss
of bandwidth caused by corrupted blocks to a minimum [55]. More complex
schemes are based on homomorphic signature to ensure integrity of the con-
tent [29].

6.5 Experimental evaluation

In this section we study the performance of the ROCQ reputation management
scheme in reducing inauthentic downloads and in detecting malicious peers in
a collaborative content distribution network. We use FreePastry [85], an open-
source implementation of Pastry that is written in Java, to locate and route mes-
sages over this peer to peer network.

The reputation management scheme is implemented as an application that
runs on top of individual Pastry nodes. The parameters’ settings and perfor-
mance and decision metrics that we use to evaluate the results obtained from
the simulations are listed below and summarized in Table 6.1.

Number of nodes and interactions. In our experiments, we simulate a net-
work of 1,000 peers with 5,000 content transactions taking place in each
simulation run. Note that each transaction involves downloading of k

blocks, where k lies in the set {1, 2, 4, 8, 12}. The default number of score
managers storing reputation ratings for each peer is 6. Each experiment is
performed 10 times and the average of the results is plotted.

Performance metric. To evaluate the performance of the reputation manage-
ment scheme, we calculate the proportion of successful file transfers as a
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Table 6.1: Experimental parameters

Parameters that are fixed for all experiments
# nodes 1, 000

# content transactions 5, 000

# score managers 6

# experiments run 10

type of node maliciousness reports and file
decision metric reputation plus local opinion
type of decision deterministic
trust threshold 0.5

network topology random
Parameters that vary in the experiments

# blocks k ∈ {1, 2, 4, 8, 12}
% malicious peers frac. ∈ {1, 2, 4, 8, 12, 16}

proportion of the total number of content transactions. We also compute
the number of correct decisions made (i.e. interactions with good peers
that proceeded plus interactions with malicious peers that were avoided)
as a proportion of the total number of decisions made.

Types of maliciousness. We assume that peers behave maliciously in both the
content distribution system and in the reputation system. A malicious peer
will send a corrupt block in response to a request. It also gives an incorrect
opinion (or reputation) value to another peer in its capacity as a transaction
partner (or score manager). Hence, if O (R) is the actual opinion (reputa-
tion) value, the value that is sent is (1 − O) ((1 − R)).

Decision metric. A peer decides whether to interact with another peer based on
a combination of the reputation value obtained from the score managers
and of the local opinion value that a peer forms based on the first-hand
interactions. These two values are averaged by using eq. 3.5 defined in
Section 3.4.5 and the decision is taken based on the resulting score.
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We use a threshold of 0.5 and an interaction takes place only when the
score exceeds this value. If a peer does not have a local opinion of the be-
havior of the correspondent peer (thus, they have never interacted), only
the reputation value is used. When there is no reputation information
available for the correspondent peer, the interaction takes place but this
is counted as initial interaction.

Selection of the peers. The simulator is round-based where each round corre-
sponds to the complete transfer of k blocks of a file to a peer, where k

lies in the set {1, 2, 4, 8, 12}. At the start of each round we pick a peer at
random (source) which then requests blocks from k peers in the network
(targets).

The same peer can not be selected as a target more than once in the same
round. The source checks the trust values of each target and rejects targets
that have a reputation value below the threshold. A replacement target is
found for each rejected target till we find k targets with sufficiently high
trust values.

6.5.1 Comparison with the no reputation management case

In this experiment we compare the performance of the extended ROCQ scheme
for content distribution networks with the case when no reputation management
scheme is in effect. We evaluate the performance of the reputation management
scheme both when it is possible to identify the fake block and when it is not
possible to do so.

When it is not possible to identify the fake block(s) in a collaborative down-
load, the content is assumed to be successfully downloaded only if all the k

blocks are uncorrupted. If even one of the blocks is corrupt, the entire down-
load has to be repeated. Since all the peers that sent a block are potentially
malicious, the recipient peer files a negative report for each of these peers. On
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Figure 6.1: Comparison of the reputation management scheme with the case of no reputation
management implemented in the system. A file consists of 8 block (k = 8).

the other hand, if the file is successfully reassembled, all the peers receive a
positive trust rating.

Because one fake block can result in several negative reports, we also ex-
periment with reducing the weight of negative opinions. Positive opinions are
always given a weight of 1, while negative opinions are given the weight: 1, 1

k ,
2
k and 4

k (where k is the number of blocks and the peers involved in the transac-
tion).

We simulate the source requesting 8 blocks (thus k = 8) from different peers
in the network. Fig. 6.1 shows that the reputation management scheme results
in up to 16% more correct downloads than when no reputation management
scheme is used. We also see that varying the weight given to negative opin-
ions does not have any significant impact on the performance of the reputation
management scheme.

The reputation management scheme performs well in both cases when in-
dividual nodes uploading malicious content can be identified and when they
cannot be detected. This is because in ROCQ a peer decides to interact with
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Figure 6.2: Impact of the number of required blocks on the proportion of successful downloads.

another peer based on its reputation value. As a result, malicious peers may be
easily detected before initiating a transaction. Therefore, a fine-grained detec-
tion of malicious peers only slightly improves the performance of the reputation
management scheme. In the remaining experiments, we assume that individual
bad blocks cannot be identified as this is the worst case scenario.

6.5.2 Number of required blocks

In this experiment we measure the impact of the number of blocks required
to reconstruct a file on the performance of the reputation management scheme
in the distribution of content from multiple sources. Fig- 6.2 and 6.3 show
that the proportion of content successfully downloaded and the percentage of
correct decisions decrease as we need more blocks to reconstruct a file. We
plot different lines for different percentages of malicious peers in the network
(ranging from 1% to 16%).

While a larger number of blocks for the same file implies smaller block size
and greater collaboration resulting in better performance, i.e., more available
sources at the same time, it also increases the risk of exposure to malicious
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Figure 6.3: Impact of number of required blocks on proportion of correct decisions.

nodes. Our experiments do not attempt to measure this trade-off between per-
formance and exposure to maliciousness but they do indicate that as the propor-
tion of malicious nodes in the network increases, the optimal number of blocks
that should be needed to reconstruct a file decreases.

6.5.3 Proportion of malicious nodes

In Fig. 6.4 and 6.5 we plot the performance of our scheme with different per-
centage of malicious nodes in the network. As the proportion of malicious
nodes in the network increases, we expect the proportion of correct downloads
to decrease as well. The different lines represent the different number of blocks
considered during the simulation. In all the cases, the percentage of malicious
nodes negatively impacts on the proportion of correct decisions made and the
number of content successfully reassembled.

This is to be expected as when peers are malicious they do not provide correct
blocks and the aggregation of the file can fail with higher probability. Further-
more, we are considering peers that are malicious both for the content provided
and for the reports on the transactions they fill.

116



6.5. EXPERIMENTAL EVALUATION

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  2  4  6  8  10  12  14  16

P
ro

po
rt

io
n 

of
 C

on
te

nt
 D

ow
nl

oa
de

d

Percentage of Malicious Nodes

1

2

4

8

121 Block
2 Blocks
4 Blocks
8 Blocks

12 Blocks

Figure 6.4: Proportion of successful downloads vs. proportion of malicious peers.
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Figure 6.5: Proportion of correct decisions vs. proportion of malicious peers.

The latter impacts on the decisions made by the source when selecting the
targets. The same behavior has been analyzed in [50].

6.5.4 Occasional maliciousness

When peers act maliciously in a consistent fashion, it should be possible to
identify them relatively quickly. However, if peers choose to act maliciously
only some of the time, it may be more difficult to identify such occasional
cheaters.
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Figure 6.6: Proportion of successful downloads vs. chance of peer acting maliciously (with
k = 8).

In Fig. 6.6 and 6.7 we examine the case when the malicious peers cheat only
some of the time. We simulate the source requesting 8 blocks from different
peers in the network (thus, k = 8). The three curves correspond to a total of
1%, 8% and 16% of the nodes being malicious.

Fig. 6.7 shows that the proportion of correct decisions is only slightly af-
fected by the probability of a node cheating. However, Fig. 6.6 shows that pro-
portion of successful downloads decreases much more sharply as the percentage
of time nodes cheat increases. Since the proportion of correct decisions has de-
creased only slightly, we can see that ROCQ has identified malicious nodes with
the same relative success. The reduction in the proportion of correct downloads
can be attributed simply to the larger proportion of malicious transactions. This
also demonstrates how in a collaborative content distribution network, a little
bit of malicious behavior can have a disproportionate impact on the network.
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Figure 6.7: Proportion of correct decisions vs. chance of peer acting maliciously (with k = 8).

6.6 Discussion on content distribution networks

Several techniques for collaborative content distribution have been proposed
recently. Initial proposals focused on extending overlay multicast architectures
and constructing multiple parallel overlay trees such as in SplitStream [28].
Mesh architectures provide an alternative to tree-based systems allowing end-
nodes to benefit from additional connections. The most popular of these is
BitTorrent [32] which is a peer-to-peer application to enable fast downloading
of popular files. Because there is no predetermined path in meshes and content
can cycle within the mesh indefinitely, nodes need to coordinate download deci-
sions. BitTorrent’s solution is to download random blocks in the initial phase of
a download and then download the block that is rarest in a node’s neighborhood.
While this approach is simple, it is not globally optimal.

Alternative schemes have proposed block encoding as a method to improve
the efficiency of content propagation by reducing the need for node coordina-
tion. These schemes allow a large number of distinct blocks to be generated
from a file. The advantage of coding is that only a small subset of the blocks
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has to be downloaded to reconstruct the original file. However, care must be
taken to ensure that the blocks do not overlap too much. Two popular encod-
ing approaches are erasure codes [23, 24] and network coding [9, 54]. In the
former, new codes can only be generated by the server, whereas in the latter,
any node can generate new codes for a file based on a linear combination of all
received blocks for that file present at that node.

However, encoding blocks makes the problem of verifying block integrity
more difficult. A simple checksum is no longer sufficient to check whether a
block has been tampered with in transit. The problem is compounded when
rateless codes are used, as in this case, the total number of codes that can
be generated is very large. Krohn et al. [67] have proposed a homomorphic
collision-resistant hash function as a solution to this problem. Their solution
requires the source node to generate a hash value for the entire file and other
nodes in the network to download this hash to be able to verify block integrity
on-the-fly. They show that this homomorphic hash function is independent of
the encoding rate allowing it to be used with rateless codes. Nevertheless, the
problem remains unsolved in the case of network coding where any node in the
network can generate a new code. Therefore, it is not possible to generate hash
values for all the possible codes a priori.

The techniques to protect content focus on checking the integrity of individ-
ual blocks. If a block is corrupted, it can be identified and all the downloaded
blocks for that file does not have to be discarded and downloaded again. Using
reputation systems, we can identify malicious nodes and thus prevent down-
loading of the corrupted block thereby saving even more bandwidth. Moreover,
the reputation approach works even in the case of network coding.

Incentive mechanisms have also been proposed to combat the problem of
free-riding and to protect the content distribution network from malicious
nodes. BitTorrent introduces tit-for-tat to combat free-riding by requiring nodes
to upload content in order to continue downloading. The difference between the
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amount downloaded and uploaded by any node is bounded.
In [54], two incentive mechanisms are proposed to discourage free-riding for

network coding: exchanges have higher priority over free uploading and a peer
does not upload content if it has not received enough content from the requiring
peer.

6.6.1 Improvement of reputation management systems

In this chapter we presented an application of reputation management systems
and experimental results after applying an extended model of ROCQ to col-
laborative content distribution networks. Unlike other reputation management
schemes, our approach targets collaborative content distribution by splitting
files into blocks and uploading them to different peers followed by the exchange
of these blocks amongst peers.

An immediate applicability of the scheme, proposed in this chapter, is to
content networks relying on network coding. With network coding, blocks are
re-coded at each intermediate node, and block verification cannot be done by
using a predetermined hash of the block. Moreover, the scheme proposed by
Krohn et al. in [67] is computationally expensive.

Our solution to the problem of malicious corruption of blocks is to allow a
peer to select its transaction partners based on the trust he/she places on them. A
collaborative content distribution system is particularly susceptible to pollution

attacks since a single bad block can render the entire download worthless [70].
With ROCQ, a large percentage of malicious nodes are identified and corrupt
block transfers are prevented.

The experimental results demonstrate the advantage of using reputation man-
agement systems in a collaborative content distribution network as opposed to
not using any. We show that as the number of blocks required increases, the
probability that the source downloads the content successfully decreases. Hence
networks with a large number of malicious nodes should keep the number of
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blocks required to reconstruct a file as low as possible.
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Chapter 7

Mobility support for reputation
management systems

7.1 Overview

Autonomic communication networks are self-organizing systems implemented
at the application layer that enable nodes to interact with no regards to which
physical network they are connected to. The easy deployment of these systems
has contributed to their wide diffusion and use by entities who join peer to peer
systems mainly to share content. Following this trend, users must be able to
profit from peer to peer systems also while they are on the move.

In this chapter we focus on the implementation of a reputation management
system in a mobile environment. The mechanisms and the approach, herein de-
fined to properly integrate mobile devices in a reputation system, can be applied
to any distributed system that implements a reputation management scheme.

7.2 Introduction

The increasing use of wireless networks and portable technologies, such as
laptops, cellular phones, and Personal Digital Assistants (PDAs), has enabled
nodes to connect to internet whenever access is available. Nowadays, shop-
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ping centres, airports or city areas for people aggregation and entertainment are
widely covered by hot spots. Nodes can connect easily either after joining a
community or after subscribing to operator services.

This new communication paradigm has changed the role of the user in the
network and the way self-organizing systems, like peer to peer networks, are
used. Furthermore, device mobility and user mobility create new interesting
services, such as food recommendation or news sharing, designed specifically
for nomadic users.

The integration of peer to peer technology with mobile applications brings
new interesting opportunities both for mobile consumers and wireless providers.
This integration has kept the attention of researchers to provide new service
platforms able to integrate the two technologies [64]. This new paradigm also
enables the coexistence of heterogeneous devices, which are the basic compo-
nents of any autonomic system. However, the need for trust relationship and for
mechanisms to foster cooperation between mobile entities remains the same as
in fixed networks, if not of greater importance.

In this scenario, the survivability of self-organizing systems relies on mo-
bile entities who must contribute in terms of bandwidth, storage, battery and
services. But, as presented in previous chapters, the nature of the nodes is not
prone to follow instruction toward the social welfare. Nodes tend to be selfish,
i.e. they look after their own interest and do not share resources with the aim
to increase their utility, refer to Chapter 5, or in the worst case malicious, i.e.
they inject false content or misbehave just for the sake of disrupting the network
functionality, as we have discussed in Chapter 6.

The problems caused by these two types of entities have different effects on
the system performance, but the need to reduce the risks of possible attacks of
selfish and malicious entities is the same, as defined in Chapter 2. However, the
fact that nodes are on the move and they can change location and join different
virtual communities introduces new problems to give an accurate estimation of
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nodes’ reputation.
In this chapter, we define a new mechanism based on the use of a personal

token so that the transactional history of a node in different locations can be cor-
related. Nodes are not considered anymore as new entrants in the systems and
they have an initial reputation value useful to gather privileges. The application
of this mechanism targets mobile nodes, but it can be applied to scenarios where
a node is interested in different communities or contexts.

7.2.1 Introducing reputation in mobility context

Mobility is an issue in distributed and self-organized systems as user reloca-
tion results in a high churn rate. Approaches similar to tit-for-tat as in BitTor-
rent [32] or exchange-based mechanisms [12] that implement a symmetric and
simultaneous service provision are ineffective because nodes change frequently
location, i.e., community. Traditional distributed mechanisms for peer to peer
systems rely on designated agents to store reputation values in a community,
but high churn rates can cause instability in the systems as new nodes join the
virtual community very often, see Chapter 3.

To implement a symmetric scheme or to render effective the use of desig-
nated agents for storing reputation values, nodes can form only one big commu-
nity organized in a hierarchical structure [71] with at the lower layer the groups
that nodes join while on the move. However, the feasibility of this solution
is limited by network boundaries and huge delays in transferring information
between nodes. In addition, in nomadic applications and self-organizing sys-
tems there is the need to exploit locality both for the information and service
provision.

Another solution is to make the community ask other clusters for the repu-
tation value of nodes that have just entered. This option is rather expensive as
nodes move frequently and it is difficult to trace back the relevant history of a
node.
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If we do not count the previous history of a node or do not correlate the
information among communities, nodes are considered strangers and rated as
new entrant when they join a new community. These nodes can hardly start to
benefit from resource provision as other nodes do not initiate transaction with
them because they are unknown and might be reputed to be malicious. Systems
like BitTorrent [69] give the newcomers the possibility to join a torrent by open-
ing random connections to peers so that these newcomers can have content to
distribute and to benefit from. However, aggressive or selfish implementation
of BitTorrent can exploit this functionality to gather files without contributing
bandwidth [79].

Other solutions consist of newcomers who query the system to ask its mem-
bers to lend part of their reputation [52]. This mechanism enables new nodes
to participate actively in the system after joining the community. Although this
solution is appealing, it falls short to address mobile nodes that move across
communities. Nodes are mainly strangers and the interactions are short in time
to establish a trust relationship between nodes.

7.2.2 Approach

In this chapter, we define a token-based mechanism to enable nodes to maintain

the history of past transactions. This solution moves the burden of storing per-
sonal information to the nodes as it is their interest to trace and maintain their
reputation. The token is used to correlate the reputation values earned in differ-
ent communities and it gives a first view of the node’s willingness to cooperate
when joining a new community.

The use of the token has a twofold meaning: 1) it eliminates the problem of
the bootstrap of reputation in a new community and 2) a node can exploit its
reputation to immediately benefit services in a new community. Moreover, it is
interest of a community to admit new nodes, which might bring new content,
and have a preliminary estimation of how this node will behave in the commu-
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nity. Nodes should be rewarded if they prove to be trustworthy. On the contrary,
malicious and selfish nodes should be punished as they reduce the usefulness of
the community and disrupt the system.

A potential criticism to the token-based approach consists of the possibility
for the nodes to fake their old reports to hide the fact they behave maliciously
or they can simply sell/lend their tokens to other nodes. If malicious nodes are
seen as trustworthy can cause high damage to the system. We tackle these prob-
lems by imposing that the score for a node, issued by a community, is bound
to the identity of the nomadic node and it is digitally signed by the community.
Each message is released at periodic intervals and, in new clusters, the aggre-
gated reputation value must reflect the time of the report to age reputation in
accordance. If a record is not present in the token or the node does not disclose
part of the token, designated agents consider the missed information as the node
misbehaved during that period.

7.3 Mechanisms to establish trust relationships

In this section we describe the system model, the mechanism and all the opera-
tions required to transfer reputation among clusters.

7.3.1 System Model

The autonomic communication system is composed by entities that dynamically
change position in an open environment. The movement can be driven by a task
or can be random in the area. We envision hot spots in different locations that
offer connectivity to users in a area while they are in the range of communi-
cation or ad-hoc networks formed spontaneously to enable content and service
exchange. The area is delimited and it is divided in clusters, which can represent
the presence of hot spots or the ad-hoc community.
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We suppose that users are equipped with devices with one interface and,
while on the move, nodes are associated to one cluster and they join the virtual
community defined by the cluster itself. We assume that there are no central
authorities that monitor the activities of the nodes and in each cluster there is
one ad-hoc formed peer to peer network which is fully self-organized.

Nodes can exchange data only with other peers that are located in the same
cluster. This assumption limits the communication of the user from a network-
ing point of view, but it is in line with the definition of self-organized and ad
hoc communities where nodes must exploit local resources: the information has
higher value when it is contextualized to the current location of the node. Exten-
sion to our model can be easily formalized by defining a broader scope for our
approach. For instance, nodes can communicate across cluster by using specific
gateways that hide the location of the nodes and help for the correct function of
the reputation management system.

7.3.2 Node identity and structure of the scheme

Each node is associated with an identifier. This identifier is globally unique
in the system and it is used to identify the node for reputation management
purposes. The reputation is formed by considering past transactions of the nodes
with other peers and each node maintains a local opinion of the trustworthiness
of the peers with whom it interacts.

In our model we assume that the autonomic peer to peer network is organized
in a Distributed Hash Table (DHT) that is used for routing of the messages even
if the reputation management scheme can function either in unstructured and
structured overlay networks. Nodes’ identifiers are hashed and the result gives
the position of the node in the DHT. The job of maintaining the reputation score
of the nodes is assigned to the node responsible for a specific portion of the
table. This node is named designated agent or score manager, see Chapter 3
for definitions. The use of a distributed hash table is not required in a small
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network as the cost of updating the local routing table does not cover the benefit
of the lookup process. However, we formulate the model by using the DHT
to simplify the nomination of designated agents, as the overlay topology of the
community does not impact on the performance of the token-based mechanism
extension compared to the normal functionality of the reputation management
scheme.

Nodes leave and join the cluster due to mobility, and, in case a score manager
abandons the system, it does not transfer the reputation scores, so far computed,
to the node now in charge of controlling the specific portion of the table. Thus,
for resiliency, multiple score managers are used to store the reputation value of
a node. This choice is also important to avoid that a single node is responsible
for the reputation value of other nodes, in particular when this score manager is
found to be malicious.

When a node joins the system, its initial reputation value is null (0), which
corresponds to the value of an uncooperative node. Because the interactions
are based on the reputation value of the requesting peer, the new entrant must
initially cooperate to earn reputation in the community. This behaviour could
be not acceptable by honest nodes, in particular when the system is populated
by free-riders.

For this reason, there is a need to reduce the number of times a node is con-
sidered as new entrant in the system or to define a mechanism for the bootstrap
of the reputation. As discussed above, [52] proposes a mechanism for lending
reputation to new entrants which does not have applicability in mobile context
as nodes are strangers and the churn rate is high. For this reason, the mobility
mechanism must be designed to support transfer of reputation across communi-
ties to reduce the number of newcomers.
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7.3.3 Adversarial model

We consider a system populated by only two types of nodes, as defined in Chap-
ters 3 and 2: selfish or rational nodes and malicious nodes. Selfish nodes strate-
gize their actions and contribute to the system with few resources to maximize
their profit. Malicious nodes can inject false content in the system or they can
misreport information. We specifically do not deal with collusion attacks and
DoS attacks, in the sense that nodes can send multiple requests or multiple re-
ports to overload the serving capabilities of the nodes.

The goal of this scheme is to thwart malicious behaviour and reduce the risk
of impersonation, whitewasher, bad mouthing and repudiation attacks, defined
in Section 2.3.2. Selfish nodes might be uncooperative for resource provision,
e.g., they deny access to a service. But if they decide to join a transaction, they
are assumed to follow the protocol and to be honest when reporting feedbacks
on a transaction. Malicious nodes misbehave in a transaction and in reporting
feedbacks. These nodes can also try to subvert the system and create fake tokens
or modify the entries. For this reason the reports must be secured.

We assume that nodes obtain a certificate from a trusted authority at the boot-
strap and they use their private key to sign each report. To ease the procedure
of constructing certificate-based trust relationships, trust chain mechanisms can
be used to set-up security associations in a complete self-organized system, as
described in [92].

7.3.4 Reputation mechanism

The objective is to identify malfunctioning nodes and free-riders, and to
avoid that malicious nodes access available services. To reach the goal, the
ROCQ [49] reputation management scheme is used and extended. Before inter-
acting with a peer, a node retrieves the peer reputation value and, then, it decides
to provide the service to the requesting peer if this peer is willing to cooperate
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also in the future, i.e. it has a high reputation value. After each transaction, the
two interacting nodes judge the correspondent party and send their opinion to
the designated score managers.

The reputation value is calculated by averaging the reported opinion, the
credibility of the reporting node and the confidence that the reporting node has
in its opinion. The credibility is a measure to detect nodes that report incorrect
opinions, thus, their opinions will have little weight in the aggregate functions.
The quality is used by nodes to weight their opinions and to indicate how their
opinions should count in the reputation calculation.

Multiple score managers aggregate and store the reputation of a node and
the scores that the designated agents report before node’s interactions are ag-
gregated locally, as for eq. 3.8 defined in Section 3.7. The details of the ROCQ
reputation scheme are not explained in this section and the reader can refer to
Section 3.7 for a complete description of the parameters and the aggregation
functions.

7.4 Mobility support: the trust token

Nodes periodically receive a report on how they have behaved in a cluster. This
report is sent by the clusterheads and it is added to the trust token. This token is
personal and it stores the reputation values associated to the activity of a node,
as shown in Fig. 7.1. The token consists of n-entries to contain the history of the
nodes in different periods of time. This is important to judge over more samples
node’s behaviour and to detect nodes that have inconsistent behaviour. Each
entry contains the Identifier of the node (Id), the Identifier of the cluster (c-Id),
a timestamp (T) that indicates when the report has been issued, the reputation
value (R) of the node and the quality value (Q) associated to the reported score.
The report is digitally signed (Sig) by the clusterheads to avoid forgery of the
message and fake reports.
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Figure 7.1: The Trust-Token is formed by n-entries and each entry contains: 1) Identifier (Id)
of the node, 2) Cluster Identifier (c-Id), 3) Timestamp (T) that indicates when the reputation
value has been issued, 4) Reputation (R) value of the node, 5) Quality (Q) value associated to
the entry, 6) Cluster digital signature (Sig) on the report.

The node identifier (Id) is used to bind a report to the node. This binding
ensures that the node does not transfer the token to other entities or that the
node uses the same token to enter a new community with multiple identities.

For instance, lets suppose that a node has built a high reputation value and it
creates several identities, it could decide to join a new community with either a
single identity or multiple identities and behave maliciously. In the former case,
the malicious node is not punished for his behaviour and nodes are incentivized
to misbehave inside the system. In the latter case, the actions of the malicious
peer can have high impact on the performance of the system, as it controls mul-
tiple nodes that have a high reputation and due to this privilege, the malicious
node can cause more damages in the system.

The cluster Identifier(c-Id) specifies the issuer of the token. This has a twofold
meaning: 1) other clusterheads can use the correct cryptographic material to
verify the signature of a report and 2) nodes inside a cluster can determine the
capability of other clusters to recommend nodes, i.e., the cluster credibility. In
our extended version of reputation management scheme to support mobility, the
confidence that a node has in the reporting capability of a cluster is defined as
cluster credibility. This credibility factor is used to weigh the reporting values
an entrant node brings inside a new cluster to form the initial reputation value.
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The behaviour of nodes entering a new community will impact on the cred-
ibility of the cluster that issues reports for the nodes. If a cluster gives wrong
reports about peers, its credibility rating is decreased and its subsequent reports
have a reduced impact on the reputation of an entrant peer. Similarly, if a clus-
ter’s report is consistently good, i.e., in agreement with the behaviour of the
nodes inside the new cluster, its credibility rating goes up.

Cluster credibility ratings are based on first-hand experience only and they
are not shared with other peers. The function to update a cluster credibility is
similar to the function a node uses to update the confidence of a reporting node
for ROCQ, eq. 3.9 in Section 3.7.

In the system, we assume the clusterheads to be trustworthy in providing the
reputation values as they are the nodes that initiated the community and mainly
stable inside the cluster area. They have interested in reporting correctly node’s
reputation; otherwise the cluster will be rated negatively by nodes that belong
to other clusters. However, the clusterheads when acting as score managers
compete with other nodes to access resources. They can be malicious and mis-
report reputation values like other agents.

The timestamp (T) specifies when the report has been issued. The timestamp
is required to order the reports and to age the information contained in the re-
ports when the new entrant reputation value is calculated. Clusterheads release
reports at regular intervals and if a report is not present, null reputation value is
associated to each missed report. Thus, malicious nodes have no incentives to
hide negative reports.

However, if honest nodes disconnect from the system due to networking
problems, they are rated as misbehaving nodes. This might be in contrast with
the nature of the nodes, but they must be incentivized to be active in the system.
Otherwise, from the system designer point of view, their behaviour is similar to
free-riders. Hence, they must be considered uncooperative for the idle period.

133



CHAPTER 7. MOBILITY SUPPORT FOR REPUTATION MANAGEMENT SYSTEMS

This mechanism also dissuades users from not joining a community if they do
not have interest in the available content. Finally, if a node is cooperative, it
re-creates its reputation value in few interactions.

The reputation value (R) gives an estimation of the behaviour of the node
inside a cluster. It is updated after each transaction the peer participates in.
The reported score is the global trust value the node has at the time when the
token-entry is released.

A quality value (Q) is associated to the reputation. It represents the confidence
that the clusterheads have in their reports. Giving incorrect reports can decrease
the credibility of a cluster. So, clusterheads can lower the quality value for re-
ported reputations if they are not sure, therefore risking less loss of credibility
in case their judgment is incorrect: this happens if there few samples to esti-
mate the reputation value of a node or the node behaves inconsistently in the
community.

The quality value is defined as the confidence level that the actual mean
calculated for the reputation of a peer lies within the confidence interval. The
equations for the estimation of the quality value can be found in [49, 50] and
more details of the quality value are discussed in Section 3.7.

The digital signature is done on the hash of the report. The clusterheads sign
the report to provide integrity and a proof of participation of the node to the
system. The signature is verified by the members of other clusters before a
report is considered to be valid. This procedure is required to avoid fake reports
from the nodes and possible modification of the message. The report is not
encrypted for two main reasons: the report is disclosed to different clusters and
the node can track its reputation value.
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7.4.1 Operations to join a cluster

While on the move, nodes change position and they can join a new community.
To enter the community, they submit the trust token so that they can immediately
start to benefit from the services available in the new peer to peer network. The
trust token is defined as the ticket required to enter an already formed cluster.

The token is routed following the protocol communication specification used
inside a community and sent to the designated agents elected for the node. For
instance, the community could be organized in a DHT or be fully unstructured.
It is important to notice that a node can erase the entries contained inside the
token if it does not want to disclose them, but these deleted entries count as neg-
ative transactions in the computation of the reputation value. More important is
the fact that the node cannot generate fake reports or modify an entry as each
entry is digitally signed by the clusterheads. Thus, the public key associated
to a cluster must be available in the system. Certificate issued by a common
certification authority and trust chains can serve easily for this purpose.

The role of the designated agents of a new entrant is to verify the integrity
and the signatures of the token. Then, designated agents compute the new repu-
tation value which is stored locally for future use inside the community. These
agents form the first reputation value by weighting the information the token
contains with the credibility of the clusters that have issued the entries. The
credibility of the cluster is not shared inside a community because it would in-
troduce extra signalling and nodes can also lie for the credibility of the cluster.
If a designated agent has no previous information on the cluster credibility, it
initially considers a value of 0.5 when 0 means no confidence and 1 the desig-
nated agent is fully confident in the reporting cluster.
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Table 7.1: Size (in bytes) of the fields for one token entry.

Field name Id c-Id T R Q Sig
Size 4 4 4 4 4 128

7.5 Communication overhead

In this section we evaluate the communication overhead of the token-based
mechanism.

Clients must store the trust token that has n entries. The size of each entry
is 148 bytes and the total storage for the token is equal to n ∗ 128 bytes, see
Table 7.1. The client and the node identifier are encoded on 4 bytes, assuming
the IP-address is the Id of the client. In a small area, 2 bytes may be enough
to encode the cluster identifier – 1 byte to identify the area and 1 byte to iden-
tify the cluster within the area. As defined in Chapter 4, the timestamp and
the reputation values are encoded on 4 bytes. The quality value is encoded in
accordance with the reputation value.

The digital signature results in 128 bytes and has great impact on the size of
the entry. For our calculation, we consider RSA of modulo 1024 bits to generate
the signature, but more efficient schemes based on elliptic curves can be used
to reduce the size of the signature.

The number of messages depends on the frequency with which clusterheads
disseminate the reports and on the mobility patterns of the nodes. Reports are
distributed at regular intervals and the frequency can also be adjusted based on
the persistence of the users in the system adaptively. Another strategy that can
be used to reduce the overhead is to make the node ask the token before leaving
the group. This solution reduces drastically the number of messages transmitted
at the cost of losing an entry in case of abruptly disconnection from the cluster.
Similar results described in Chapter 4 can be applied to understand the overhead
of the token based mechanism.
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7.6 Security of the token-based mechanism

In this section, we analyze the security solutions that can be adopted to miti-
gate the impact of impersonation and bad mouthing attacks, discussed in Sec-
tion 7.3.3. The token-based scheme makes use of digital signatures to ensure
integrity and correctness of the reports. The signature must be recognized to
belong to the cluster otherwise the report is not valid. A number of options are
available to enforce this method and we analyze each of these possible solu-
tions to derive conclusions on their feasibility in the context of the token-based
scheme.

We assume the existence of an off-line certification authority (CA) that is-
sues certificates for the nodes. Thus, a pair of keys is associated to each node.
This is required by the reputation management scheme as opinions must be dig-
itally signed by the issuer after each transaction. The same procedure could be
adopted by the clusterheads to digitally sign the reports.

This last setting has two main drawbacks: 1) the leaders in a cluster are many
and they do not share the same key pair; 2) the verifiers must know the public
key of the signer. The latter means that each mobile node should store the public
keys of all possible signers present in the system. Even if this solution requires
a great amount of storage for the keys, mobile devices are now equipped with
enough space to store thousand of keys. A typical public key has a size that
ranges from 512 bits to 2048 bits if no elliptic cryptography is used, thus, in the
worst case (2048 bits) 1 MB is sufficient to store 4096 keys.

However, this solution might not be applicable in a dynamic environment
due to high number of messages required to obtain valid certificates. These
certificates might also be piggybacked to the transferred data or asked directly
to the nodes. This is not acceptable as the communities cannot be connected
and the clusterheads cannot be queried for a certificate.

PGP like schemes can be also used to establish security associations in a
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mobile self-organized system, as proposed in [92]. Along with the distribution
of the keys, the main drawback of this solution consists of the form of the sig-
nature. If clusterheads use their own private key to sign the report, this report is
associated to the identifier of the signer and not to the cluster identifier, i.e., what
we want to achieve. In this setting, malicious nodes can collude and generate
valid false reports unless the verifier has the compete list of authorized cluster-
heads. This procedure might be cumbersome as the clusterheads can change
over time and the list must be updated and issued by a trusted third party to be
valid. Moreover, we must guarantee anonymity to clusterheads when they sign
a report to avoid possible reprisals from the node.

7.6.1 Ring signature

Ring signature is a useful cryptographic tool to provide anonymity of the
signer [84]. A clusterhead, responsible for the report, creates an ad hoc ring
signature composed by other cluster entities without their approval or their aid.
In our context, the applicability of this mechanism is to preserve anonymity of
the signer.

The signature is composed as follows: the signer selects a number of clus-
terheads, which are named ring members, and constructs the ring signature of
a report r by using the public keys of the members and its own private and
public keys. The report signature is verified by using a verification function
that requires as input the signature, the report and the public keys of the ring
members. In this scheme, the signer must be part of the ring members and the
verifier knows only that one of these members is the real signer. Thus, the size
of the ring must be greater than 2, otherwise anonymity cannot be guaranteed.
Other schemes that extend the ring signature mechanism are Id-based ring sig-
nature [31, 48] and threshold ring signature [18, 93].

The main drawback of ring signatures is that there is no control on the for-
mation of the ad hoc group. If the verifier does not have any knowledge of the
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authorized members of a group, it cannot assume the signature being generated
on behalf of the group. A simple solution to overcome this problem consists in
distributing the list of members authorized to sign a message.

To create a strong relationship between the signer and the cluster, we can
use Id-based cryptography [16]. In Id-based cryptography the public key is an
identifier and the private key can only be generated from the public key by a
trusted authority upon authentication of the node. In our setting, the identifier
is a tuple that contains the node identifier and the cluster id, e.g. Id.clusterId.
Thus, we can ensure that a signature has been issued by a member of a cluster.
In a dynamic environment, we might want to give the opportunity to the cluster-
heads to outsource other nodes the responsibility to sign reports. To serve our
goal, we can exploit Id-based signatures schemes organized in a hierarchical
structure as proposed in [96].

7.6.2 Group signature

Another approach to implement a signature on behalf of the group and to guar-
antee anonymity of the signer is group signature [30, 13]. An authority gener-
ates the private signing keys and distributes them to the members of the group.
The signer only uses its private signing key to generate the signature. A verifi-
cation key, common for the group, is used to validate the signature. The burden
of the protocol is entirely on the authority who must generate the signing keys
and the public group key.

In our case, group signatures represent the most suitable solution to ensure
that only authorized nodes can generate signatures for the cluster. However, we
must consider two possible scenarios due to the mobility of the nodes. as the
group membership might change: 1) new clusterheads can have the privilege
to issue reports and 2) previous authorized members might leave the cluster.
A new group key and private keys can be generated to reflect the changes in
the group. This solution is drastic and might result in low efficiency in high
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dynamic situations.

In [14, 66] new schemes are defined to allow nodes to join the group sig-
natures without requiring the authority to change all the keys. [17] discusses a
group signature scheme with revocation that requires to notify only the verifiers
of the change in the membership. The verifier accepts only the signatures of
unrevoked entities.

7.6.3 Threshold cryptography

The problem of a compromised entity is not solved by ring and group signature
schemes. If the clusterhead has been compromised or the device tampered and
the private key stolen, a malicious node can issue valid reports and increase its
reputation value. Threshold cryptography [35] can be implemented to require a
group of nodes to generate the signature. In a (t, n) signature scheme at least
(t + 1) clusterheads out of n members of the cluster must sign the same report
and at most t colluding members can generate a valid signature for a different
report with negligible probability.

Two schemes that implement threshold cryptography in ad-hoc mobile net-
works are proposed in [37] and [38]. The latter discusses a dynamic scheme
that allows to increase the threshold to produce valid signature. Thus the cryp-
tographic scheme can better react to network condition changes and to the pres-
ence of malicious entities.

Finally, we can conclude that the system designer must select the most suit-
able signature scheme based on the network conditions and on the type of ma-
licious nodes in the system. If the network is congested, it is better to not
implement a threshold scheme as it requires extra messages to sign a report.
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7.7 Application context

In this section, we describe an application scenario that can be benefit from the
use of the token-based approach to bootstrap the reputation value in a commu-
nity and to interconnect the history of the nodes in different contexts.

The new business frontier in providing wireless connectivity everywhere and
at any time of the day has driven the creation of wireless network communities.
The service is offered by municipalities, operators and private users [4, 1, 5]
in airports, train stations, shopping mall and museums [2]. Users can connect
to these networks to access content or to retrieve information while they are
walking around the city for shopping, leisure or business.

This scenario offers many possibilities to develop new applications for
pedestrians ranging from content distribution to product advertisements. No-
madic users interact and exchange information or suggestions to enrich their
knowledge or to gather multimedia content. For example, a person wants to
download the podcast of the latest local news or in a shopping mall he wants
to know the weather forecast to decide if it is worth to book a weekend on
the sea side. These applications are few example to describe the need for con-
tent exchange and the quantity of content users transfer everyday. However,
the mobile settings and the little time users have to access the resources due to
mobility discourage them from downloading content. This is due to the poor
quality of the service in case the information is corrupted. In Chapter 6, we
show that reputation management systems improve the performance of content
distribution networks as they reduce the amount of corrupted information down-
loaded. However, the applicability of a reputation management system requires
that nodes should last for long in the community to benefit from cooperation.

In mobility scenario, we envision the presence of multiple close hot spots
that follow the users during the day or the formation of spontaneous ad hoc
communities created for the need of users to exchange information. These sep-
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arated communities require the installation of different reputation management
systems because hot spots might not be interconnected or they might be under
the same domain. The token-based extension implements an inter-cluster solu-
tion that justifies the use of reputation management system in different virtual
communities.

Vehicular ad-hoc networks (VANET) can also benefit from a similar ap-
proach. The limit of the applicability is on the speed of the vehicles. But
during rush hours when traffic is congested in the city, the speed is relatively
low and vehicles can form quasi stable communities similar to ad hoc networks
for pedestrians.

7.8 Design and Implementation

We implement a mobility scenario where nodes can move across clusters. We
consider an area of 1, 000 x 1, 000 square meters, which is divided in clusters.
These clusters represent the virtual communities. In each virtual community, a
reputation management scheme is used to detect nodes’ misbehaviour. We de-
fine two types of nodes: clusterheads, or more stable users, and nomadic users.
The number of clusterheads is initially equal for each cluster. The nomadic
users are randomly placed in the area and are divided in two classes based on
the average time they remain still.

We use the Canu mobility simulator [3] to create the trace files from the
mobility scenarios, which defines the movements of the nodes. The random

waypoint model [25] is used to simulate the mobility of the nodes in the area and
we extract the position of the nodes at regular intervals to define the composition
of the clusters. Nodes are assigned to the closest cluster by using the minimum
distance criteria between the position of the node and the center of the clusters;
the center is defined by the initial position of the clusterheads.

We simulate a total of 9 different settings for the same area by varying the
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Figure 7.2: Area of 1000m x 1000m divided in clusters

number of clusters and the speed of the nodes. This results in testing the token-
based mechanism in different contexts. Three different scenarios are defined
based on the number of clusters. Fig. 7.2 shows the area and the position of the
clusters; we divide the area in 5, 13 and 25 clusters as shown in (a), (b) and (c)
respectively.

We assume that the area is open without obstacles and there are no bound-
aries that delimit the clusters. Thus, the movement of the nodes is assumed to
be free and it follows a straight trajectory to reach the destination, which is se-
lected randomly in accordance with the random waypoint model. When a node
reaches the border area it returns in the area with the same incident angle.
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Table 7.2: Parameters’ setting for Slow Mobility

Class I
Min speed 0.18 m/s Max speed 0.46 m/s
Min stay time 30 s Max stay time 60 s

Class II
Min speed 0.18 m/s Max speed 0.46 m/s
Min stay time 36 s Max stay time 120 s

Clusterheads
Min speed 0.018 m/s Max speed 0.046 m/s
Min stay time 3,000 s Max stay time 6,000 s

Simulation Time 90,000 s
Sampling period 90 s
Average number of nodes changing cluster (5) 57.9
Average number of nodes changing cluster (13) 107.1
Average number of nodes changing cluster (25) 148.2

We also define three simulation scenarios that represent the movement of
slow, fast and normal peers in the area. We vary the speed of the nodes and
the time a node remains in a position before moving again. For all settings,
the nomadic users are divided in two classes to simulate a more heterogeneous
population. The difference consist in the time they spend in a place. They are
identified as class I and class II in Tables 7.2, 7.3 and 7.4.

Table 7.2 shows the parameters we use to derive the traces of the nodes’
position for low mobility by using the Canu simulator. Table 7.3 and Table 7.4
show the parameters for medium and fast mobility respectively.

The combination of the type of mobility and of the number of clusters results
in 9 different simulation environments to test the performances of the token-
based reputation mechanism.

The simulations of the mobility models run for 90, 000 seconds. The posi-
tions of the nodes are saved in the output file every 90 seconds to have a fine-
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Table 7.3: Parameters’ setting for Medium Mobility

Class I
Min speed 0.37 m/s Max speed 0.98 m/s
Min stay time 15 s Max stay time 30 s

Class II
Min speed 0.37 m/s Max speed 0.98 m/s
Min stay time 18 s Max stay time 60 s

Clusterheads
Min speed 0.037 m/s Max speed 0.098 m/s
Min stay time 1,500 s Max stay time 3,000 s

Simulation Time 90,000 s
Sampling period 90 s
Average number of nodes changing cluster (5) 113.8
Average number of nodes changing cluster (13) 207.8
Average number of nodes changing cluster (25) 279.9

grained representation of the nodes movement in the area. The position consists
of the Cartesian coordinates of the node. This output file is used as input to
the reputation management simulator to construct the clusters. The reputation
system also requires the position of the clusterheads and the number of clusters.

We implement the token-based mechanism in Java as an extension to the
ROCQ reputation management scheme. The network topology is defined by the
position of the nodes and the number of clusters. In our simulator, we impose
that nodes can only interact within the cluster as we want to test the performance
of token-based mechanism in virtual communities that are independent among
each other. The nodes in a cluster are labeled as score managers, or designated
agents, only for peers in the same cluster.

Each cluster is organized in a DHT to simplify the construction of the overlay
topology and the assignment of designated agents, as discussed earlier. This is
not required for small networks like ours simulated one, but the use of DHT
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Table 7.4: Parameters’ setting for Fast Mobility

Class I
Min speed 0.74 m/s Max speed 1.85 m/s
Min stay time 7.5 s Max stay time 15 s

Class II
Min speed 0.74 m/s Max speed 1.85 m/s
Minimum stay
time

9 s Max stay time 30 s

Clusterheads
Min speed 0.074 m/s Max speed 0.185 m/s
Min stay time 750 s Max stay time 1,500 s

Simulation Time 90,000 s
Sampling period 90 s
Average number of nodes changing cluster (5) 218.7
Average number of nodes changing cluster (13) 385.8
Average number of nodes changing cluster (25) 509

does not affect the performance of the token-based mechanism. Multiple score
managers are used to maintain a consistent view of the reputation values.

Due to the mobility, the cluster community changes and, thus, the score man-
agers assigned to a peer may change over time. In Table 7.2, Table 7.3 and
Table 7.4 we show the average number of nodes that move between two subse-
quent periods. As expected this number is function of the speed and the number
of clusters. For instance, about half of the system population changes cluster
when there are 25 clusters and the speed is high, see Table 7.4. On the contrary,
about 6% of the nodes change community if there are only 5 clusters and the
nodes move slowly, see Table 7.2.
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Table 7.5: Parameters’ setting for the simulation of the reputation management scheme

Number of Nodes 1, 000

Initial clusterheads in each community 5
Number of Nodes Class I 315 − # clusterheads
Number of Nodes Class II 685
Topology random
Mobility Model Random Waypoint
Initial trans. for reputation system 1,000
Initial trans. for reputation and token system 29,000
Number of transactions 470,000
Transactions before nodes’ movement 500; 2,500
Experiments run 6
Number of designated agents 6
Type of node maliciousness report and service
Type of decision deterministic
Trust threshold 0.5

Size of the Token 100
Number of Clusters 5,13,25

7.9 Performance evaluation

We validate the performance of the token-based approach by comparing the re-
sults of this mechanism with the traditional application of the ROCQ reputation
management scheme. In both cases, we simulate that nodes clean the stored in-
formation on the reputation and credibility values of other peers and the quality
values of the nodes with whom they have interacted before changing cluster.

In our experiments we use the parameters listed in Table 7.5. There are
5 clusterheads in each cluster and the number of nomadic nodes depends on
the number of clusters in each experiment. There are 6 designated agents to
aggregate and store the reputation value of a node in a cluster. To calculate the
trust value of a node, either the reputation value, if available, or the average
opinion, if there exist a past direct transaction between the same two nodes, is
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used. Then, nodes use a deterministic threshold 0.5 to decide if the peers are
trustworthy.

At each iteration, two nodes, that belong to the same cluster, are selected
randomly to interact with each other and the result of the interaction is used
to evaluate the performance of the reputation management system. We use the
success rate of transaction as metric, defined by eq. 3.6 in Section 3.5.

We run an initial number of transactions to bootstrap the reputation manage-
ment system and the token-based mechanism, as shown in Table 7.5. This is
required to have an initial reputation value for the nodes, an initial estimation
of the clusters’ credibility and initial reports inside the token. The size of the
token is limited to 100 records. Thus, it stores the history of the node for last
150 minutes. Reports are collected at regular intervals, with a rate that is 1

5 of
the frequency of mobility, which is given by the number of transactions in the
system between two subsequent movements.

The membership of the clusters is updated after the movement, i.e. fix num-
ber of transactions as specified in Table 7.5, and based on the nodes’ position
given by the trace file.

7.9.1 Slow mobility

In Fig. 7.3 we compare the effectiveness of the token-based mechanism, in
terms of fraction of correct decisions, when the nodes move slowly in the area.
The characteristic of the movement are defined in Table 7.2. We simulate two
metrics for the node to take decisions: reputation if there is no direct trans-
action with the correspondent node or opinion if there is no estimation of the
reputation value, indicated by or and ro in the plots respectively. We also sim-
ulate a different number of transactions in the system between two subsequent
movements, indicated by 500 and 2, 500 iterations in the plots, to study the per-
formance of the reputation schemes when there few and many transactions to
build the reputation value within a cluster.
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Figure 7.3: Proportion of correct decisions with slow mobility and 13 clusters.

As shown in Fig. 7.3, the token-based mechanism improves the performance
of the reputation management system, in particular when the fraction of ma-
licious nodes increases in the system (plots (c) and (d)). The improvement is
greater when there are few interactions in the system to form an opinion or to
estimate the reputation of the nodes accurately. This is shown by the curves
plotted for 500 transactions before each movement with an increase of 15% of
correct decisions compared to 10% for 2, 500 transactions.

As expected, a decision based on direct experience increases the success
rate in all cases. This results from the fact that the decisions of the nodes are
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Figure 7.4: Proportion of correct decisions with slow mobility and 30% of malicious nodes.

not biased by the maliciousness of the designated agents, who can report false
reputation values. The token-based mechanism introduces modifications to the
reputation management system for what concerns the evaluation of the reputa-
tion value. Thus, it should not increase the success rate when opinion is used
first for the decisions. However, as newcomers have never interacted in a cluster
after their movement, reputation, estimated with the help of the token, is used
initially by nodes to take decisions on transactions.

In Fig. 7.4, we compare the performance of the reputation management sys-
tems when there is a different number of communities in the area. We plot only
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(b) 20% malicious nodes
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Figure 7.5: Proportion of correct decisions with medium mobility of the nodes and 13 clusters.

the case when nodes decide to transact based on direct experience as it is closer
to a real scenario. When there are few interactions between two subsequent
movements, the presence of more clusters gives a higher success rate, plots (a)
and (b) in Fig. 7.4. This is true for both the traditional reputation scheme and the
extended version. When there are 25 clusters, nodes interacts more frequently
with the same nodes and as such they can form a more accurate estimation of
the nodes’ trustworthiness. If we increase the number of transactions to 2, 500,
plots (c) and (d) in Fig. 7.4, the impact of the number of clusters is smoothed
by a higher number of samples to evaluate reputation values.
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Figure 7.6: Proportion of correct decisions with medium mobility and 30% of malicious nodes.

7.9.2 Medium mobility

In Fig. 7.5 we plot the success rate when the nodes move across 13 clusters
with medium mobility, as defined in Table 7.3. In this case, the token-based
mechanism improves the performance of the reputation management system by
increasing the proportion of correct decisions. The higher mobility, compared
to the slow case analyzed in the previous section, does not allow nodes to stay in
a cluster for the time sufficient to have an accurate estimation of the reputation
value.

In fact, the success rate decreases by 10% compared to slow mobility when
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there are 500 or 2, 500 transactions in the system. This is also valid for the token
based mechanism when the percentage of malicious nodes is high, plot (d) in
Fig. 7.6.

But, when the percentage of malicious nodes is low, the token-based exten-
sion maintains a high precision for the reputation value even if the membership
of clusters changes often. In this case the strengthness of the extension relies
on the designated agents that do not send many false reports for the nodes when
there are few malicious nodes. Thus, the reputation value stored in the token is
more accurate.

Basic reputation scheme Token-based mechanism
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Figure 7.7: Proportion of correct decisions with fast mobility of the nodes and 13 clusters.
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Figure 7.8: Proportion of correct decisions with fast mobility and 30% of malicious nodes.

Higher mobility slightly reduces the impact of the number of clusters on the
system’s performance. This is shown in Fig. 7.6. When the mobility increases
and there few transactions before the movement, the same pair of nodes interacts
less frequently.

Moreover, when there are only 5 clusters, nodes change cluster less often,
which results in a slight decreases in the performance, due to mobility, com-
pared with the case of 13 and 25 clusters. This effect is less evident when
there 2, 500 interactions between two subsequent movements, plots (c) and (d)
in Fig. 7.6.
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7.9.3 Fast mobility

Fig. 7.7 and Fig. 7.8 show the success rate when nodes move fast. The plots
confirm the behaviour, observed earlier, of the reputation management system
when the mobility increases. The success rate decreases and the performance
of the scheme depends more on percentage of malicious nodes in the system.
The number of clusters also do not change the fraction of success decisions.
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Figure 7.9: Proportion of correct decisions vs. proportion of nodes acting maliciously after
200, 000 iterations and medium speed.

Thus, we can conclude that small clusters enables the node to rely more on
their direct experience, as they can exploit the amount of satisfaction in previous

155



CHAPTER 7. MOBILITY SUPPORT FOR REPUTATION MANAGEMENT SYSTEMS

transactions to predict the behaviour of the nodes.
Moreover, the token helps nodes in taking decisions when they must evaluate

the trustworthiness of newcomers.

7.9.4 Proportion of malicious nodes

In Fig. 7.9 and 7.10 we plot the performance of our scheme with different per-
centage of malicious nodes in the network. As the proportion of malicious
nodes in the network increases, we expect the proportion of correct decisions
to decrease. In Fig. 7.10, the plots show the results for the different mobility
settings for both the case of traditional reputation management systems and the
token-based extension.

Fig. 7.10 illustrate the impact of malicious nodes on the number of clusters
and the frequency of the movement. In all cases, the percentage of malicious
nodes significantly impacts the proportion of correct decisions made. We are
considering peers who act maliciously during the transaction and while provid-
ing reports on the transactions.

Thus, when the fraction of malicious nodes is greater than 50%, the success
rate increases as malicious nodes reports the inverse of the amount of satis-
faction they receive from an interaction. The feedbacks are aggregated at the
designated agents that, if malicious, report the inverse of the estimated reputa-
tion value. Hence, if O (R) is the actual opinion (reputation) value, the value
that is sent is (1−O) ((1−R)). This results in the subverting the feedbacks of
the nodes. Correct decisions can be taken even if the malicious nodes dominate
the system. The same behavior has been analyzed in [50] and in Section 6.5.3
for the ROCQ reputation scheme.
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Figure 7.10: Proportion of correct decisions vs. proportion of nodes acting maliciously after
200, 000 iterations with 13 clusters.
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7.9.5 Inconsistent behaviour

Basic reputation scheme Token-based mechanism
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(c) 30% malicious nodes
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(d) 30% malicious nodes

Figure 7.11: Proportion of correct decisions with slow mobility and 13 clusters when nodes
have inconsistent behaviour during their lifetime.

When peers act maliciously in a consistent fashion while moving across clus-
ters, it should be possible to identify them relatively quickly. However, if peers
choose to act maliciously only in some clusters and for some transactions, it
may be more difficult to identify them. This type of attack, known as milking

and defined in Section 2.3.2, causes the credibility of the clusters to be lowered
as they do not provide accurate information if nodes change behaviour.

We simulate that a fraction of nodes, equal to the percentage of malicious
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Basic reputation scheme Token-based mechanism
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(b) 20% malicious nodes
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(c) 30% malicious nodes
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(d) 30% malicious nodes

Figure 7.12: Proportion of correct decisions with medium mobility and 13 clusters when nodes
have inconsistent behaviour during their lifetime.

nodes, changes behaviour with a rate that is half of the frequency of move-
ments, which is given by the number of transactions between two subsequent
movements. In Fig. 7.11 we plot the success rate when nodes move slowly in
the system. A small percentage of nodes, that are initially malicious, decreases
the performance of the system, in particular when the nodes uses reputation to
decide their behaviour in a transaction, as shown in plots (a) and (b) in Fig. 7.11.
The milking attack is more effective when the number of transactions between
two subsequent movement is high, i.e., 2, 500. In this case, nodes form a consis-
tent opinion of the members’ trustworthiness and they put more confidence in
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their reports, sent to designated agents. Thus, when a node changes behaviour,
its attack has higher impact on the performance of the system as the node might
have acquired privileges for being cooperative before.

When the percentage of malicious nodes increases and when there are few
transactions before each movement, the gain of the token-mechanism compared
to the use of the traditional ROCQ reputation management is limited, plots (c)
and (d) in Fig. 7.11. This is due to the low confidence value that the node
has on the clusters that issue reports. If nodes change behaviour, clusters that
have scored these nodes as cooperative (or malicious in the opposite case) have
low credibility for their following reports. Thus, for following entering agents,
designated agents put low confidence in the initial reputation value estimated
from the reports in the token. This explains why the token-based approach
gives little improvement, as new transactions count more in the evaluation of
the trust value.

If we increase the speed of the nodes, the reputation management system
cannot score nodes effectively. Fig. 7.12 and Fig. 7.13 plot the proportion of
correct decisions for medium and fast mobility respectively. The performance
of the token-based mechanisms are similar to the traditional reputation manage-
ment system, when the percentage of malicious nodes increases, plots (c) and
(d) in Fig. 7.12 and Fig. 7.13. However, with 20% of initial malicious nodes, the
token-based mechanism performs better, for 2, 500 transactions before chang-
ing the clusters’ membership, until the cluster confidence is such that designated
agents cannot aggregate the reports correctly. This is shown by the decline of
curves in plots (b) of Fig. 7.12 and Fig. 7.13.

In Fig. 7.14 we plot the success rate of the reputation management scheme
without and with the token-based extension for different number of clusters in
the area. When the number of transaction is low, plots (a) and (b), the number
of clusters do not have impact on the proportion of correct decisions. This
behaviour can be attributed to the small number of transactions on which the
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Basic reputation scheme Token-based mechanism
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Figure 7.13: Proportion of correct decisions with fast mobility and 13 clusters when nodes have
inconsistent behaviour during their lifetime.

reputation value is formed. Moreover, the same pair of nodes hardly interact
when there are few clusters as they are densely populated. This implies that
nodes have inconsistent behaviour in these transaction.

In Fig. 7.15 and Fig. 7.16 we plot the performance of the reputation man-
agement schemes with different percentage of malicious nodes in the network.
As observed earlier for a consisted behaviour of the nodes, the proportion of
correct decisions decreases as the proportion of malicious nodes in the network
increases. It is worth to notice that when the fraction of malicious nodes is
greater than 50%, the percentage of correct decisions remains low in contrast
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Figure 7.14: Proportion of correct decisions for medium mobility of the nodes and 30% of
malicious nodes when nodes’ behaviour is inconsistent.

with what we have observed in Fig. 7.10. This is valid when either nodes use
reputation for the evaluation of the trustworthiness of a node or, in general, the
number of transactions is low, i.e., 500. The constant success rate in Fig 7.16 can
be attributed to the fact that the reputation values cannot predict the behaviour
of the nodes correctly when nodes milk their behaviour. This is independent on
the speed of the nodes.

Fig. 7.16 also shows that the token-based mechanism performs better than
traditional reputation schemes when the fraction of malicious nodes is below
50%. With a low fraction of malicious nodes, the token helps to detect malicious
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Figure 7.15: Proportion of correct decisions vs. proportion of nodes acting maliciously after
200, 000 iterations and medium speed.

nodes immediately. But, when malicious nodes are dominant in the system, the
reliability of the token is low as the behaviour of the nodes is unpredictable and,
since the credibility of the clusters becomes low, the token does not give an ac-
curate view of nodes’ maliciousness. If the number of clusters varies, Fig. 7.15,
the performance of the reputation schemes do not change significantly.
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Figure 7.16: Proportion of correct decisions vs. proportion of nodes acting maliciously 200, 000

iterations with 13 clusters.
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7.9.6 The case of known peers in communities

In this section, we evaluate the performance of the token-based extension when
nodes maintain the history of their past transactions. In this case, the nodes do
not delete the opinions formed on the amount of satisfaction they receive from
other peers, as this information can be used if they meet the same node in other
clusters.

The scenario that we considered in previous sections differs from the one
studied herein as the former is based on the assumption that nodes might spo-
radically meet in the future. In fact, by cleaning the complete history of the
nodes, every time a node joins a cluster, it is considered as a stranger. With
these settings, the results, that we have obtained earlier, can be generalized to
justify the effectiveness of the token-based scheme in a high dynamic environ-
ment where thousands of nodes can join or leave communities.

In many situations, communities are formed by nodes that can reveal simi-
lar mobility patterns or interests that are driven by daily habits. Thus, they can
meet each other and interact while they join different communities. To analyze
this scenario, we simulate a system with designated agents who delete the rep-
utation values of the peers, that they are responsible for. As the membership
of the community can change and the reputation values of the nodes are stored
anonymously, designated agents are not required to maintain this information if
a node leaves the community.

In Fig. 7.17, we plot the success rate for the traditional reputation manage-
ment scheme (plots (a) and (c)) and the token based extension (plots (b) and
(d)). As evident from the curves, in all cases, the performance of the two rep-
utation schemes are comparable when opinion is used as evaluation metric for
the decision, i.e. or in the plots. This is caused by the fact that reputation values
are used sporadically to estimate the trustworthiness of a node, as direct expe-
rience is always available. In fact, when reputation is used to evaluate nodes’
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Figure 7.17: Proportion of correct decisions with medium mobility and 13 clusters.

trustworthiness, the token-based mechanism results in up to 15% more correct
decisions than when no mobility extension is used. The same increase is present
in Fig 7.5. Similar conclusions can be derived for different speed of the nodes
independently.

Fig. 7.18 shows the impact of the number of clusters on the performance
when opinion is used first as metric to judge nodes’ behaviour. Even if there
are few transactions between two subsequent movements, more clusters allow
nodes to interact frequently and form more accurate opinions (recall that the
nodes can only interact within the cluster). Thus, the token-based extension
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Figure 7.18: Proportion of correct decisions when nodes maintan opinion with medium mobility
of the nodes and 30% of malicious nodes

does not increase the success rate when there are 13 or 25 clusters, as shown
in plots (a) and (b) of Fig. 7.17. But, if there are 5 clusters, nodes meet less
frequently and the token-based approach can compensate the lack of opinions.

When the number of transactions increases, we can expect the performances
of the schemes with a different number of clusters to be comparable, as depicted
in plots (c) and (d) of Fig. 7.18, because nodes have a sufficient number of
samples to calculate form opinions on the nodes.
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Figure 7.19: Proportion of correct decisions vs. proportion of nodes acting maliciously after
200, 000 iterations and 13 clusters.
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Proportion of malicious nodes

In Fig 7.19, we plot the success rate as function of the percentage of mali-
cious nodes for different mobility scenarios. As noticed earlier, the token-based
solution and the traditional reputation management system have similar perfor-
mances when nodes base their decisions only on opinion.

Basic reputation scheme Token-based mechanism
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Figure 7.20: Proportion of correct decisions vs. proportion of nodes acting maliciously when
the nodes move with medium speed after 200, 000 iterations.

However, when reputation is used, the token helps the communities to pre-
dict with more accuracy the nodes’ trustworthiness when the percentage of ma-
licious nodes increases upto 50%. This is more evident for a system character-
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ized by frequent changes of the topology due to the high speed of the nodes,
plots (d) and (f) in Fig 7.19.

The plots in Fig. 7.20 show the results of the simulations with medium mo-
bility of the nodes and opinion as metric to evaluate trust values. This case is the
most unfavorable to evaluate the gain of the token-based extension as this ex-
tension to support mobility improves the accuracy of the reputation values and
their timely estimation. The token has no effect on the definition of the opinion
as it is based on the personal experience of the nodes only. For the case of 500

transactions and percentage of malicious nodes below 50%, the token-based ex-
tension increases the success rate for different numbers of clusters, see plots (a)
and (b) in Fig. 7.20. In particular, it is evident in plot (b) that with 5 clusters
there are 10% more correct decisions on average when the token is used.
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(d) 30% malicious nodes

Figure 7.21: Proportion of correct decisions with medium mobility of the nodes and 13 clusters.

Inconsistent behaviour

We now examine the effect of the milking attack in the known peers commu-

nity scenario. In Fig. 7.21 we plot the proportion of correct decisions with 20%

(plots (a) and (b)) and 30% (plots (c) and (d)) of nodes that are initially mali-
cious. The inconsistent behaviour of the nodes decreases the performance of the
system, in particular, when the nodes use reputation to decide their behaviour
in a transaction, see plots (a) and (b) in Fig. 7.21. If there are 500 transactions
before each movement, the reputation management system cannot react effec-
tively to the presence of traitors as the nodes cannot form consistent opinions.
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Figure 7.22: Proportion of correct decisions with medium mobility of the nodes and 30% of
malicious nodes.

However, when nodes interact for 2, 500 iterations before the community
is reorganized, the token-based extension is able to give better performance if
reputation is used to take decision on the trustworhiness of nodes, plots (a) and
(b) in Fig. 7.21. If we increase the percentage of malicious nodes up to 30%,
the gain of the token-mechanism compared to the use of traditional reputation
management is marginal, plots (c) and (d) in Fig. 7.21. This is due to the low
confidence the node has on the clusters that issue reports.

Fig. 7.22 show the success rate for different number of clusters. In (a) and
(c), we plot the performance of the traditional reputation management scheme
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Figure 7.23: Proportion of correct decisions vs. proportion of nodes acting maliciously after
200, 000 iterations when the nodes move with medium speed.

and in (b) and (d) the token-based extension. The number of clusters do not
impact on the fraction of correct decisions for both schemes. This is because
nodes have an alternate behaviour, thus, the number of direct transactions, as
result of the number of clusters, does influence the confidence nodes that have in
their opinions as the quality value is low due to the inconsistent maliciousness.
This also justifies the decrease of the success rate in all cases.

In Fig. 7.23 and Fig. 7.24 we plot the results of the simulations with different
percentage of malicious nodes. The curves show that same behaviour observed
in Section 7.9.5. This is due to the inconsistent behaviour of the nodes.
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(c) Medium Mobility
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Figure 7.24: Proportion of correct decisions vs. proportion of nodes acting maliciously after
200, 000 iterations and 13 clusters in the system.
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7.9. PERFORMANCE EVALUATION

The fact that in the known peers community scenario, nodes have interacted
in the past and have formed a view of the nodes’ trustworthiness do not help
them in taking an accurate decision. The feedbacks are inconsistent and nodes
do not put a high confidence in their reports.

Thus, either the number of clusters or the speed of the nodes do not change
the performance of the reputation management schemes, as the schemes are not
resilient to milking attacks if a node does not behave consistently for a fraction
of transactions. This can be observed in Fig. 7.24 for 2, 500 transactions when
opinion is used to evaluate if nodes are trustworthy.
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Chapter 8

Conclusion and future work

Autonomic communication systems have inherent self-organizing and self-
scalability properties that make their applicability suitable in different contexts,
ranging from content distribution networks to context-aware service applica-
tion. These systems incorporate methods to monitor their dynamic behaviour
and to react in automated ways in order to effectively reconfigure themselves
to adapt to new environments. These concepts of self-management and self-
adaptation are fully applicable in all decentralized peer to peer systems or mo-
bile ad-hoc networks.

In autonomic systems, the intelligence and the monitoring capabilities re-
quired to guarantee the correct execution of the protocol are shared by the nodes
forming these networks. However, relying on the nodes to make the system
functioning properly introduces new threats which derive from the uncoopera-
tive behaviour of the nodes. In un-managed and distributed systems, reputation
management schemes are effective in eliminating malfunctioning component
and in fostering cooperation among selfish nodes.

In this thesis we justify the use of the reputation management schemes to
self-preserve autonomic communication systems and we analyze the applica-
bility of these schemes in specific contexts.

We begin with an overview of autonomic communication systems and with a
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discussion of the new security paradigms and threats in these system. The goal
is to analyze the security requirements of autonomic systems to facilitate the
evaluation of the solutions proposed in the literature. We focus on reputation
management schemes as they can thwart malicious and uncooperative nodes’
behaviour.

In Chapter 3 we define the architecture solutions and the basic components
required for the design of reputation management systems. We discuss security
issues and we critically assess the suitability of existing techniques in auto-
nomic communication systems. In our discussion, we describe the metrics for
an extensive evaluation of the performance of reputation schemes.

In Chapter 4, we evaluate the communication overhead of reputation sys-
tems and we discuss the benefit of using reputation when compared with the
cost of extra-signalling. We find that the design of reputation schemes must
take in consideration the underlying network topology and the application for
which the scheme is deployed. The communication overhead can cause net-
work congestion if the schemes to collect feedbacks and disseminate reputation
overwhelm the normal functionality of the application. A hybrid approach is
more suitable in a dynamic environment, as it must adapt to the context of com-
munication.

In Chapter 5 we propose a game theoretic approach based on the Iterated
Prisoner’s Dilemma to study reputation management systems. We derive the
Nash equilibrium for the reputation game and we show that reputation is suffi-
cient to sustain cooperation if players are patient. We also give a quantitative
estimation of the time a node must wait before being rewarded for its coopera-
tive behaviour. We also assess the performance of the reputation scheme in the
presence of nodes that always defect. Results show that reputation is needed
to isolate faulty components. Unlike other approaches we define a framework
to study how reputation is valuable for a node and we analyze the evolution of
reputation in the system. The results of this work can be generalized to any
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application as we exploit the concept of reputation and use a simplified and
general reputation management scheme.

Next, we concentrate on more realistic application of reputation by propos-
ing an extension to the ROCQ reputation management scheme to study rep-
utation in collaborative content distribution networks. We define the type of
malicious nodes that are active in content distribution systems and we show the
advantage of using reputation management schemes in a content distribution
network through simulations. Our results show that reputation schemes im-
prove the proportion of correct downloads by up to 16% and performs well both
when the sender of the corrupt blocks can be identified and when he cannot be
identified.

Finally, we propose a mechanism to extend the use of reputation in mobil-
ity scenarios. We present a token-based solution, that extends the functions of
general reputation management systems, and allows nodes to carry information
on their reputation defined in different contexts and communities. We discuss
the security threats specific to a dynamic setting when nodes meet sporadically
and form ad hoc communities to exchange content or context information. This
token-based extension moves the burden of storing personal information to the
nodes and enables correlation of reputation values earned in different commu-
nities. We demonstrate the effectiveness of token to eliminate the problem of
the bootstrap of reputation in a new community and to timely detect malicious
nodes. Nodes can exploit their reputation to immediately benefit services in a
new community. Through simulations, we show that the token-based solution
increases the success rate by 15% in the presence of 30% misbehaving nodes.

We end by presenting research areas that build upon the work described in
this thesis.

Service reputation

The game theory model defined in Chapter 5 could be refined to apply the con-
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cept of reputation to service applications. Nodes should not value only the
amount of satisfaction received by other nodes after an interaction, but also if
their participation in the system is beneficial to them. The next step would be
to define a game theoretical model that considers the amount of nodes’ collab-
oration in the utility function to define the best strategy for the node in terms of
shared resources. The reputation value is associated to the quantity of resources
a node shares and the quality of the service provision. The theoretical results
could be evaluated in real case scenarios for homogeneous and heterogeneous
levels of cooperation.

Reputation in BitTorrent

The work presented in Chapter 6 and Chapter 7 can be combined to deploy a
reputation management system suitable for BitTorrent. BitTorrent is a popular
file sharing system that distributes files in blocks by using the concept of torrent.
The implementation of BitTorrent considers the contribution level of nodes that
participate in each torrent separately. This approach fasten the distribution of
a single file but it does not help to transfer the reputation from one context to
another.

We could apply a modified version of the token based mechanism to correlate
torrents. By changing the algorithms that BitTorrent use to distribute blocks, we
can assign higher priority to trusted peers. These peers should deploy a faster
distribution of the content to other nodes. Moreover, reputation management
schemes can thwart malicious nodes that distribute polluted content.

Reputation for vehicular communities

The high mobility of cars does not facilitate the definition and deployment of a
suitable reputation management scheme. Vehicular networks are characterized
by the ad hoc formation of communication links and in general small avail-
able bandwidth to transfer data. In this settings, the token-based mechanisms,
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presented in Section 7, could be applied in this highly dynamic context if the
communities are organized in a way that they reflect the current networking
system.

We cannot rely anymore on permanent designated agents for a node as the
topology of the network and the communication links change continuously.
Gossip-based approaches could be used to disseminate reputation in vehicular
communication systems and the reputation could be stored by using the token-
based mechanism.
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