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in the inertial frame. Furthermore, we proposed a simple impedance
controller to support the feet or hands to adapt to a low-friction ground
without prior knowledge of the ground condition.

We experimentally validated our controller on a torque-controllable
biped humanoid robot. The robot not only can adapt to unknown ex-
ternal forces applied to arbitrary contact points but to unknown time-
varying terrain without sensing contact forces or terrain shape as well.
A logical extension of this paper would be to enlarge the range of the
terrain adaptability by foot placement [19], [20] with effective fusion
of vision and contact information.
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Omnidirectional Visual-Servo of a
Gough-Stewart Platform

O. Tahri, Y. Mezouar, N. Andreff, and P. Martinet

Abstract—This paper deals with the visual control of the Gough—Stewart
platform using a central catadioptric camera observing the platform’s legs.
This allows a large field of view to be obtained and avoids the occlusion
problems observed when a classical perspective camera is used. An auto-
matic and simple method to detect the projections of the leg in the image is
also proposed. The control scheme presented here is shown to encompass
the classical perspective camera case, as well as catadioptric ones. Finally,
experimental results comparing two kinds of visual features (leg directions
and leg edges) are described.

Index Terms—Omnidirectional camera, parallel robots, visual servoing.

I. INTRODUCTION

Most of the effort in visual servoing is devoted to serial robots, only
a few studies have investigated the case of parallel mechanisms, while
it has been shown in [2] that vision could be an interesting alternative
to joint sensing for the following reasons:

1) Vision allows direct observation of the variables that are both
relevant for kinematics and for control, namely the leg directions
(which are crucial in the differential kinematic matrix, yielding
a simpler solution to the forward kinematic problem) rather than
the leg lengths.

2) Vision observes these directions, which are elements of the 3-D
space, directly in their space and in a common reference frame
for all legs, whereas joint sensing (namely, in the U-joints at the
base) is an indirect observation in separate frames (one for each
Sensor).

3) Observation by vision reduces the kinematic parameter set, while
joint sensing yields additional calibration or additional mechan-
ical accuracy to position the joint sensing frames relative to each
other.

4) Vision-based control is a sensor-based control, while joint-based
control is a model-based control, which is inherently more sen-
sitive to model errors.

The authors of [3] and [9]-[11] translated 3-D pose visual servoing
techniques to parallel mechanisms using standard kinematic models.
More recently, three kinds of features have been proposed for visual
servoing of parallel mechanisms [1], [2], [7]. The end-effector pose
in [7] is measured by vision and used for regulation. However, the
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Fig. 1. Gough-Stewart platform observed by a classical perspective camera.
(a) Camera position with respect to the platform and (b) image of the legs. A
Gough-Stewart platform observed by an omnidirectional camera. (¢) Camera
position with respect to the platform and (d) image of the legs.

direct application of visual servoing techniques assumes implicitly that
the robot inverse differential kinematic model is given and that it is cal-
ibrated. Therefore, [1] and [2] propose, respectively, image-based and
position-based visual-servo schemes by directly observing the platform
legs with a classical perspective camera. Unfortunately, to position ad-
equately the camera to observe simultaneously all the platform legs is a
complex task. The camera was positioned in [1] and [2] in front of the
platform [see Fig. 1(a)]. In this case, the legs in front of the platform are
closer to the camera than the ones in the back. As a consequence, the
extraction of the image features lying on legs in the back will be less
robust. Furthermore, large parts of the legs in the back are occluded by
the front legs [see Fig. 1(b)] and full occlusions can happen. This is
an important drawback since the vision-based control assumes that all
legs can be observed during the servoing task. A first solution to ad-
dress this issue could be to employ a system made of multiple cameras.
However, in this case, data provided by each camera must be synchro-
nized and the multicamera system calibrated. A second and simpler
solution, whose first results were presented in [14], consists of posi-
tioning a single omnidirectional camera (vision system providing 360°
panoramic views of the scene) at the platform center [see Fig. 1(c)].
This way, all the legs can be simultaneously observed in a panoramic
view, and potential occlusions cannot occur [see Fig. 1(d)]. Moreover,
by positionning the omnidirectional camera at the platform center, the
feature extraction should be more robust than when a conventional
camera is employed since the legs will be closer to the image plane.
Finally, observing legs, even using an omnidirectional camera allows
a linear calibration of the platform [6]. Clearly, visual servoing of the
Gough-Stewart platform will benefit from the enhanced field of view
provided by an omnidirectional camera. However, omnidirectional im-
ages exhibit supplementary difficulties compared with conventional
perspective image (for example, the projection of a line is no more a
line but a conic curve). In this paper, we propose to use the unified
model described in [8], since it allows to formulate control laws that
are valid for any sensor obeying the unified camera model. In other
words, it encompasses all sensors in this class [8], [13]: perspective
and catadioptric. Some classes of fisheye cameras are also covered by
this model [5], [13].

Parallel robots are supposedly capable of realizing a large displace-
ment in a limited period of time. Thus, the motion of the legs projection
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Interpretation
planes

Cylindrical leg

Fig. 2. Projection of a cylindrical leg onto the image plane.

in the image could be very large. At this level, tracking algorithms
based on iterative minimization (refer for example to [4] and [12] for
algortihm dedicated to omnidirectional images) might break down. To
overcome these problems, we propose an automatic detection of the
platform legs from an omnidirectional image which is thus suitable for
high-speed tasks. Further, control laws obtained using legs orientation
and the legs interpretation planes with perspective camera are extended
to the case of omnidirectional camera. Experimental results comparing
two kinds of visual features (leg directions and leg edges) and control
laws in perspective and omnidirectional cases are also described.

In the next section, a camera model, cylindrical leg observation, and
control laws are recalled. In Section III, an automatic leg detection
in the image is proposed and exploited to robustly estimate the visual
features. Section IV is dedicated to experimental results.

II. MODELING AND CONTROL
A. Camera Model

Central imaging systems can be modeled using two consecutive
projections: spherical projection and then perspective one. This geo-
metric formulation called unified model has been proposed by Geyer
and Daniilidis in [8] and has been intensively used by the vision and
robotics community (structure from motion, calibration, visual servo-
ing, etc.). Let us outline the essentials of this model. Consider a virtual
unitary sphere centered in M, as shown in Fig. 2, and the perspective
camera centered in C'. The frames attached to the sphere and the per-
spective camera are related by a simple translation of —¢ along the
Z-axis. Let X be a 3-D point with coordinates X = [X Y Z]" in F,,, .
The world point X is projected in the image plane into the point of
homogeneous coordinates p = Km, where K is a 3 x 3 upper trian-
gular matrix containing the conventional camera-intrinsic parameters
coupled with mirror-intrinsic parameters and

.
1] M

The matrix K and the parameter £ can be obtained after calibration
using, for example, the methods proposed in [13]. In the sequel, the
central imaging system is considered calibrated. In this case, the inverse
projection onto the unit sphere X,,, can be obtained as

€17
Xm:)»{xylfx] 2)

X Y
Z+ XN Z+ X

m:[wyl]Tz{
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E+/1+(1-62) (22 +y?)

where A = s,

B. Cylindrical Leg Observation

A Gough—Stewart platform has six cylindrical legs of varying length
g; (j =1,...,6) attached to the base by spherical joints located at
points A ;, and to the moving platform by spherical joints located at
points B; (see Fig. 1). The image of the jth leg is defined by the
projection onto the image plane of two lines (ﬁ'{ and ﬁé), as depicted
in Fig. 2. Let n} = [n%, n}, n},]" (i =1, 2) be the unitary vector
orthogonal to the interpretation plane 7} defined by the line £} and the
projection center. The points X, lying on the intersection between 7;
and the sphere are then defined by

HX'm H =1
{ n,}TXm =0. (3)

Using the spherical coordinates given by (2), it can be shown that 3-D
points lying on E; are mapped onto points m lying on a conic curve
I‘;:, which can be written as

agz? +a1y2 + 2002y 4+ 2032 + 204y + a5 =0 4)
where g =nl; —&(1-nf), a1 =nj —&&(1-n}), az=
nt,nt, (1 —&%), ag =ni,ni., ay =nj,nj , and a; =n'2. Let us
note that (4) is defined up to a scale factor. If a5 # 0, the number of

parameters can be reduced to
Box® + B1y? + 2Bawy + 2052 + 201y + 1 =0 )

with 3, = 3—" From the parameters (3., it is possible to determine the
perpendicular vector to the interpretation plane as follows:

i : p - i i i i
n;: = (ﬂ% +/8£ + 1) 27 n]_L = ﬂ3 njz? njy = ﬂ‘i njz' (6)

The case where a; = 0 corresponds to a degenerate configuration
where the optical axis lies on the interpretation plane. Unfortunately this
happens for several end-effector poses in our application. Therefore, the
estimation of n; using (6) will not be suitable, since a3 = gy = a5 =
0. For this reason, a more robust estimation of n from the projection
onto a sphere will be proposed in the following portions of this paper.
The orientation of the jth leg, which is expressed in the camera frame,
can straightforwardly be computed from the related normal vectors

[N

n, Xn

<

L
J
1

O]

u;

)

~ mj xm3

J

<

C. Control

In few words, let us recall that the time variation § of the visual
features s can be expressed linearly with respect to the relative camera—
object kinematic twist v by § = Ly v, where Ly is the interaction matrix
related to s. The exponential decay of s — s* (s* being the desired value
of s) can be obtained using the following control law:

v=-A i\; (s —s%) 3

whg{e f; is a model or an approximation of L, i\; the pseudoinverse
of Ly, and A a positive gain tuning the time to convergence.

1) Visual Servoing of Leg Directions: To servo the leg directions,
we define s as the geodesic error between the current leg orientation
u; and the desired one u;

Su

j=u;xu;, j=1,...,6. ©)
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This means that s, ; = 03x1,j = 1,...,6. Following [2], the interac-
tion matrix associated with a leg orientation u; is

u, =M;v (10)
M, = *qij L —wu ][ —[A; +qul].  AD
By combining (9) and (10), we obtain
Su; = Lu; v (12)
Ly, = —[uj]xM;. (13)

Now, the standard method applies. We stack each individual error s in
a single overconstrained vector s,, as well as each associated individual
interaction matrix Luj into a compound one L, and impose a first-order
convergence to s, . Finally, the control law (8) is used for the platform
positioning.

2) Visual Servoing of the Interpretation Planes: Another possible
set of visual features to control the Gough—Steward platform is com-
posed of the two edges of each cylinder leg. Contrary to the perspective
case where the leg edge projection is a line (and can be represented by
a simple change of coordinates of the interpretation plane), the general
case requires to reconstruct the interpretation planes in the frame re-
lated to the sphere (i.e., the sphere defined in the camera-unified model)
from the image data, knowing the intrinsic parameters. More details
about the interpretation planes reconstruction in the general case is
given in [14]. Formally, the features related to the interpretation planes
are defined by

i xn, j=1,...,6,i=1,2.

s 14)

n =n

i
The derivative of a leg edge expressed in the camera frame can be
obtained as described in [1]

0 ="J,M;v (15)
(u; x n%)AT .

nJ,=|—2—2" 9 _1|un. (16)
[Aj<uj x )T 1

Consequently, by combining (14) and (16), the time derivative of s
J
can be written as

Spi =Liv a7
J J

L

n
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—[n;*]x nJqu.

j
III. IMAGE PROCESSING AND ESTIMATIONS

A. Fast and Automatic Detection of the Platform Legs in Image

The region beneath the end-effector and between the legs is com-
pletely separated from the workspace. For this reason, a white back-
ground is used to facilitate the leg detection. Furthermore, the projection
of the legs in the image is almost radial [see Fig. 3(a)]. This property is
used to develop a fully automatic detection algorithm. A set of circles
centered on the principal point with diameters ranging from a minimal
value d,,;, to a maximal value d,, ., is first defined. As we can see in
Fig. 3(a), dyuin and d,, . and the circle center are fixed such that only
the image part, where the legs are projected, is under consideration.
Next, the image is scanned along each circle providing a monodimen-
sional signal [see Fig. 3(b)] that is then thresholded to obtain a binary
signal [see Fig. 3(c)]. The peaks of the signal derivative are obtained
using a gradient filter [see Fig. 3(d)]. The peaks of the signal provide
then the image of the leg limbs. It is possible to detect the peaks from
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(© (d

Fig. 3. Automatic detection of legs in the image. (a) Detection principle,
(b) monodimensional signal along the defined circle, (c) signal along the defined
circle after thresholding, and (d) the derivative of the obtained signal after
thresholding.

the derivative of the signal without the thresholding step. However,
in this case, unexpected peeks appear. The thresholding step has got
to avoid them and make the detection of the peaks belonging to the
platform legs easier.

In theory, two circles are enough to determine each leg’s edges in
the image. In practice, more than two image points of each edge are
required to obtain a robust estimation. For our experiments, a set of
17 circles (which is a good compromise between robustness and time)
with d,,;, = 184 pixel and d,, ., = 370 pixel is defined. Finally, note
that the proposed method is fully automatic (no initialization by the
user is required) and that less than 0.3 ms is necessary to detect the leg
edges with a conventional labtop.

B. Estimation of Leg Orientations and Their Related
Interaction Matrices

Assume now that the image points belonging to the leg’s edges
have been extracted using the method described previously and that
the corresponding points in the normalized plane have been estimated
knowing the camera parameters. The perpendicular vector to the inter-
pretation plane n can then be computed in two ways: 1) The conic’s
parameters J; are first linearly estimated using (5) and then exploited
to compute n from (6); 2) the point on the sphere is first estimated
from the point coordinates in the normalized plane using (2), and
then, n is linearly estimated using (3). In practice, the second method
gives more robust results with respect to noise. This is expected since
the first method uses a set of nonminimal parameters (five param-
eters instead of only two independent ones), while the second one
uses a set of minimal parameters in a linear optimization procedure.
Once the perpendicular vectors to the two leg edges are computed, the
corresponding leg orientations can be computed from (7). From (10),
we note that the interaction matrix depends on the leg orientation, the
attachment points A; expressed in the camera frame, the articulation
value ¢;, and the leg’s orientation vector itself. The joint values g;
appear two times in (10): under the form [A; + ¢; “u] and as a gain.
Considering the order of magnitude of A; and g;, one can neglect small
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Fig. 4. Sensitivity of estimation. (a) Three components of the normal vector
to the interpretation plane of the first limb (unitless), (b) the three components
of the normal vector to the interpretation plane of the second limb, and (c) the
three components of direction vector of the first leg.

errors in the joint offsets. Moreover, since the joints are prismatic, it is
easy to measure their offsets manually with millimetric accuracy. This
is also sufficient to ensure that the gain is accurate enough. Now, to to-
tally determine the interaction matrices, the attachment points A; have
to be computed. In [6], a calibration procedure was proposed, using
leg observation. This method can be combined with the automatic leg
detection to make it more practical.
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Fig. 5. Experimental results. (a) Initial configuration, (b) desired configura-
tion, (c) initial image, and (d) desired image.

IV. EXPERIMENTAL RESULTS

The proposed approach has been validated on the commercial
Deltalab Table de Stewart shown in Fig. 5. The legs of the plat-
form have been modified to improve image processing. The experi-
mental robot has an analog joint position controller interfaced with
Linux-RTALJoint velocity control is emulated through this position
controller with an approximate 20-ms sampling period. The omnidirec-
tional camera used is a parabolic mirror combined with an orthographic
lens. It is approximately placed at the base center.

A. Robustness of Estimation

In a first experiment, a sequence of end-effector poses was performed
by the robot. Further, nearly 1700 images were acquired while the
robot was moving between the various poses in order to get a smooth
leg’s edges.For each image of the platform legs, the corresponding
perpendicular vector to the interpretation planes as well as the direction
vector of the legs in the camera frame were computed. Fig. 4 shows
the estimation results obtained for one robot leg (the results for the
other legs are similar). First, Fig. 4(a) and (b) give the entries of the
perpendicular vector to the interpretation plane of the two leg edges.
From these figures, we note that the variation of vector entries for the
image sequence is very smooth. This shows that the detection method,
as well as the estimation method of the vectors n used in this paper,
are particulary robust. On the other hand, Fig. 4(c) shows the variation
of the entries of the leg direction vector for the same image sequence.
From this figure, the variation of the vector entries is still smooth but
noisier compared with the results obtained for the perpendicular vectors
to the interpretation planes for the same leg.

B. Visual Servo of the Gough—Stewart Platform

In the following experiments, we give an example of an omni-
directional visual servo of the Gough—Stewart platform. The initial
and desired configurations of the platform are given, respectively, on
Figs. 5(a) and (b). The corresponding images are given, respectively, on
5(c) and (d). In a first experiment, the leg directions were used to control
the end-effector pose. Fig. 7(a) gives the behavior of the feature error
squares s; | s;. From this figure, we note that these errors decrease to 0.
Furthermore, the obtained plots are smoother than the results obtained
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Fig. 6. Errors Sn; slj (unitless) using the leg edges (snj) as visual features
with respect to time.
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(presented in [1]) with respect to time (expressed as iteration number).
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errors Z;‘:] [Isu; Su; [[) with respect to time. Results using leg orientation
(dashed plot), and results using leg edges (continuous plot).

Evolution of leg orientations during the control (sum of norms of the

using a conventional perspective camera reported in [1] [see Fig. 7(b)].
This is expected, since the omnidirectional cameras allow for the full
observation of the robot legs. Furthermore, the latter are closer to the
image plane than in the case where a conventional camera is used. Last,
the edges detection is more robust.

In a second experiment and for the same initial and desired robot
configurations, the leg edges were used to control the end-effector pose.
The same scalar gain A was used for the first and second experiments.
Fig. 6 shows that the system converges. However, plots of the feature
errors are clearly smoother and less noisy than in Fig. 7(a). This was
expected, since the estimation of the leg orientation is less robust than
the estimation of the perpendicular vectors to the interpretation planes,
as was shown in Section IV-A. Furthermore, Fig. 8 gives the plot of the
variations of the leg orientation using leg orientation or leg edges as
features in the control law. From this figure, it can be noticed that the
variation of the orientation using leg edges (dashed plot) in the control
is smoother and less noisy than using leg orientations (continuous plot).

Concerning the stability, it is well known that if the interaction matrix
is full rank then the classical (asymptotic) convergence condition holds,
i.e.,, LL™ > 0. From this condition it is clear that if the interaction ma-
trix can be perfectly measured, then the convergence is ensured since
LL*™ = I. Note that only local (asymptotic) convergence is achieved
when the interaction matrix of the desired configuration is used in the
control law. However, when the interaction matrix cannot be perfectly
measured (measurement noise, calibration errors, and errorsAin 3-D
information), then the analysis of the convergence condition LL* > 0
is an open problem (in the case of catadioptric camera as well as in
the case of conventional camera). Now, we are concerned with the
statistical studies of the convergence rate using both leg’s orientation
or leg’s edges. In this way, 10000 of random poses for the current
and the desired positions of the platform have been generated using
a robot simulator. However, only those poses where the leg’s length
belong to a defined interval gy in gmax] are allowed. These limits cor-
respond to the joint limits of our real Gough—Stewart Platform. The
convergence percentage (the percentage of the case where the platform
has reached the desired position) is computed using each feature. In
the ideal case (no calibration errors), the percentage of the convergence
success among 10000 different tests generated was 100% using the
two kinds of features.
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V. CONCLUSION

To date, and as far as we know, there is no study coupling the use of
the central catadioptric camera and parallel robots control. The use of an
omnidirectional camera allows the observation of all the platform legs
without any occlusion. Furthermore, the leg positions with respect to
the image plane make their detection by a fully automatic method very
easy. No initialization of the leg positions in image is required. From the
leg projections onto catadioptric plane, the interpretation plane vectors
corresponding to leg edges, as well as the leg orientations, could easily
be determined. Experimental results comparing the control behavior
using each one of the latter features were given, showing that we can,
expect better results using leg edges than with leg directions.
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