Compliant Physical I nteraction based on
External Vision-Force Control and Tactile-Force
Combination
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Abstract This paper presents external vision-force control andefaactile integra-
tion in three different examples of multisensor integnatior robotic manipulation
and execution of everyday tasks, based on a general frarkéhairenables sensor-
based compliant physical interaction of the robot with theimnment. The first
experiment is a door opening task where a mobile manipukatsito pull the han-
dle with a parallel jaw gripper by using vision and force s#rsn a novel external
vision-force coupling approach, where the combinatioroisedat the control level;
the second one is another vision-force door opening tagkinbluding a sliding
mechanism and a different robot, endowed with a three-fadjband; finally, the
third task is to grasp a book from a bookshelf by means ofléaatid force inte-
gration. The purpose of this paper is twofold: first, to shawlvision and force
modalities can be combined at the control level by means ekéarnal force loop.
And, second, to show how the sensor-based manipulatiorefrank that has been
adopted can be easily applied to very different physica&ratttion tasks in the real
world, allowing for dependable and versatile manipulation
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1 Introduction

Management of uncertainty is one of the big challenges inléségn of robot appli-
cations able to operate autonomously in unstructured mowients like human or
outdoor scenarios. Robot grasping and manipulation ofctdjs not an exception,
but one of the fields in robotics more affected by the uncetitzs of the real world.
The use of data coming from multiple sensors is a valuabletboavercome these
difficulties.

In particular, vision and force are the most important ses$or task execu-
tion. Whereas vision can guide the hand towards the objectapervise the task,
force feedback can locally adapt the hand trajectory adegrd task forces. When
dealing with disparate sensors, a fundamental questioistdow to effectively
combine the measurements provided by these sensors? Owaetpfs to combine
the measurements using multi-sensor fusion techniqueblfdjever, such methods
are not well adapted to vision and force sensors since tlaetldey provide measure
fundamentally different physical phenomena, while mséirsory fusion is aimed
at extracting a single information from disparate sensta.danother approach is
to combine visual and force data at the control level, as w@gse in this paper,
where a novel vision-force control law [11], based on thecemt of external control
[13], does the coupling in sensor-space, which allows tdrobwaision and force on
all the degrees of freedom, whereas only the vision cordmli$ directly connected
to the robot.

In the literature we can found several applications of relpatrforming physical
interaction tasks in real life environments, such as fomgxe [14], [12] and [5].
However, very few approaches consider multiple sensorsgergral framework.
Instead, ad-hoc applications are usually implementedjrgan specialized robots
unable to perform many different manipulation tasks.

In [17], we presented a general framework for enabling caanpphysical inter-
action based on multiple sensor information. The purpogaisfpaper is twofold:
first, to show how vision and force modalities can be combizietthe control level
by means of external vision-force control. And, secondhtmshow this framework
can be used for the fast implementation of sensor-basedaathyisteraction tasks
in very different robotic systems, as well as its versatilowing to perform very
different tasks in household environments, without hagpgcific models of them,
and without being specifically programmed for a particudeskt For this, three dif-
ferent applications are described in different scenasnd,involving several robots
and sensors: the first one is a door opening through exteisiahvforce control; the
second one is another vision-force door opening task, lolidimg a sliding mech-
anism and a different robot, endowed with a three-fingereaihéinally, the third
task is to grasp a book from a bookshelf by means of tactilf@me integration.

The paper is organized as follows: the sensor-based physieeaction frame-
work detailed in [17] is outlined in section 2. Sections 3, & describe three
different examples of the framework application, invotyitifferent robots and sen-
sor combinations. The novel vision-force coupling apphoacintroduced in the
first experiment. Conclusions and future lines are givereatisn 6.
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2 A framework for sensor-based compliant physical interaction

A framework for describing physical interaction tasks,dshen multisensor inte-
gration is presented in detail in [17]. Our approach is basedhe Task Frame
Formalism [2, 10], where dask frame is defined as a cartesian coordinate system,
given in object coordinates, where the task is defined ingarhvelocity and force
references, according to the natural constraints impogéldeoenvironment.

We describe the task by the following elements (see [17] fmraplete descrip-
tion):

e Thetask frame, T, where the task motion can be naturally described in terms of

a velocity/force reference.

e Thehand frame, H, defined in hand coordinates, and trasp frame, G, defined
in object coordinates, which indicate, respectively, tae pf the hand used for
performing the task, and the part of the object where to pertbe task.

e The task velocityy*, and the task forcé;, given in the task frame. The velocity
reference is suitable for tasks where a desired motion iect®d, whereas the
force reference is preferred for dynamic interaction witk €nvironment, where
no object motion is expected, but a force must be applieg@bshing a surface,
for example). A 6x 6 diagonal selection matrixg¢, is used to choose whether
a particular task direction needs a velocity or a force ezfee. A suitable force
controller must convert the force references on forcefotlet degrees of free-
dom (DOFs) to velocities, so that the task is finally desatid@ga desired velocity
given in the task framety.

In general, the task frame is not rigidly attached to the temal-effector frame.
The task frame, according to its definition, must be alwaigsall with the natural
decomposition of the task. Therefore, sensors must berateatyin order to pro-
vide an estimation of the task frame position and orientatioring task execution
(sensor-based tracking of the task irgme [2]). This estonas represented by the

homogeneous transformation matik 1, so that the desired task velocity,, can
be transformed from the task frame to the robot end-effdtaone, according to:

e=FWr 17 (1)

whereEWr is the 6x 6 screw transformation matrix [6] associated&l T,
which is computed from\the kinemati/c\chain linking the robot-effector with the
object mechanism, i.EM1 = EMy -HMg-CM1 [17].

The relative pose between the robot end-effector and thkeftasie depends on
the particular execution and must be estimated on-line byréibot sensors, be-
cause it can vary during execution due to the particularabjechanism, or due
to task redundancy, where a particular DOF is controlled bg@ndary task. The
robot must always estimate the hand-to-object relatigndbiring task execution by
means of the model, world knowledge, vision sensors, tasghsors, force feed-
back, etc. so that the task frame is always known with resjoettie end-effector
frame, thus allowing the robot to perform the desired taskiano
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Fig. 1 The different frames
used for manipulation. The
vision task is to align hand
frameH, set at the middle-
point between the fingertips,
and the grasp fram@, set to
the door handle. The task of
pulling open the door is spec-
ified as a negative velocity
alongZ axis of the task frame,
T.

\\\\\\

~D
Open door

3 Examplel: pulling open a door through external vision-force
control

In this section, the framework for sensor-based complidaysizal interaction is

applied to the task of pulling open the door of a wardrobengisi mobile mani-

pulator composed of an Amtec 7DOF ultra light-weight robwh anounted on an

ActivMedia PowerBot mobile robot. The hand of the robot iscavBrCube parallel

jaw gripper. This robot belongs to the Intelligent Systenes@&arch Center (ISRC,
Sungkyunkwan University, South Korea), and is already amdbwith recognition

and navigation capabilities [7], so that it is able to redegithe object to manipulate
and to retrieve its structural model from a database.

3.1 Planning thetask, hand and grasp frame

The structural model of the door is shown in Figure 1. The tdghulling open the
door can be specified naturally as a rotation arodrakis of frameO, but also as
a negative translation velocity alogaxis of the frames. The second alternative
has the advantage that we can®ktt = | 4,4, without the need to know the door
model. We adopt this approach in order to make the solutitid f@ other doors.
Thus,T = G, and we sev* to be a negative translation velocity aloAgxis (the
desired opening velocity). As there is no need for forceresfees for this task,
f* =0andSt = Ogye.

For the parallel jaw gripper, there are very few maniputagimssibilities. We
consider only one possible task-oriented hand preshagehvgithe precision pre-
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shape. The hand frame is set to the middle point between lgjérfips, as shown
in Figure 1.

As the door contains a handle, the grasp frame is set to thildhaso that the
grasp is performed on it. More concretely, the grasp framsetscentered at the
handle main axis, as shown in Figure 1. Then, according tgpkeification of the
hand and grasp frames, the desired relationship betwe@nddME = 14,4, i.€.
the identity: when grasping, the hand frame must be conipletened with the
grasp frame (the handle must lie in the middle point betwexth fingertips).

3.2 Task execution

For this task, a position-based vision-force servoingaedieloop approach has been
adopted. A robot head observes both the gripper and thetabjddries to achieve
the desired relative pose between both.

3.2.1 Estimating hand-handlerelative pose

Virtual visual servoing [8] is used to estimate the pose eftiand and the handle,
using a set of point features drawn on a pattern whose modgd@sition is known.
One pattern is attached to the gripper, in a known posfidizp. Another pattern
is attached to the object, also in a known position with respethe object refer-
ence frame®Mp. As future research we would like to implement a new feature
extraction algorithm in order to use the natural featurethefobject instead of the
markers, as in [4] or [3]. Figure 1 shows the different franmeslved in the relative
pose estimatioigrocess and the task.

The matrixHM g, which relates hand and handle, is computed directly froen th
pose estimation of the gripper and the object, accordinigeddllowing expression:

— _ -1 ~
HMG = (“Mep-"Mgp-EMu) - Mop-OMgh- Mg (2)

where®Mgp is an estimation of the pose of gripper pattern, expresseben
camera frame, anfMop is an estimation of the object pattern pose, also in the
camera frameéeMy and®Mg are the hand and grasp frame positions with respect
to the end-effector and the object reference frame resdgtas set in the previous
points.

3.2.2 Improving the grasp

After pose estimation, a measure of the error between theede@Mg) and cur-

rent Q"/I\/I\@ hand-handle relative pose is obtained. It is desirabletigh a control
strategy so that the grasp is continuously improving dutask execution. With a
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Fig. 2 Kinematic screw dur-

ing hand-to-handle alignment, oo
following an exponential de-

crease, which is the classical
behaviour on visual servoing
tasks. The kinematic screw

converges to zero, when 8 ool —%
HM c= Hm E é Y

vision-based approach, any misalignment between the gyrigopd the handle (due
to sliding, model errors, etc.) can be detected and conettiugh a position-
based visual servoing control law [9]. We set the vestof visual features to be

s=(t ud)", wheret is the translational part of the homogeneous maﬁﬁx\e,

andu@ is the axis/angle representation of the rotational pal'ﬁ‘ﬂ\t;. The velocity
in the hand framey is computed using a classical visual servoing control law:

—

= —A _—
TH e+ ot 3)

wheree(s, s7) = L{ (s— %) (in our cases’ =0, as' M =14.4). The interaction
matrix L s is set for the particular case of position-based visual@egr

oo lax3 Osxa
s Osx3 —Lw

6 sind6) 2
Lw=l3xa—sUx+|(1-——=5-][u
w 3x3 2[}>< ( Slncg(g)>[]><
where[u]« is the skew anti-symmetric matrix [6] for the rotation adis=inally,
the end-effector motion is computedms= EW\ - 1. Figure 2 shows the kinematic
screw, computed by equation 3 from the error between theeateéiMg) and the

current {'Mg) relative pose of the hand and the grasp frame during regchim
handle.

3.2.3 Task motion and coping with uncertainties
The end-effector velocity that the robot has to achieve deoto perform the task

motion, is computed by transforming the task velocity, friva task frame to the
end-effector frame, according to equation 1.
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Fig. 3 The mobile manipulator at ISRC opening a door by means of exteisian-force control.
The leftimage shows a frame of the reaching process. The right isfenyes the interaction phase.
Small snapshots at the top-right corner of each image show thécabwra view in each case.

Even if the relative pose between the hand and the hatlig, is estimated and
corrected continuously, this estimation can be subjechfmoitant errors, consider-
ing that it is based on vision algorithms, that can be stipaffected by illumina-
tion, camera calibration errors, etc. Due to this fact, timt motion is also subject
to errors, and cannot match exactly the desired motion fotabk. As the hand is in
contact with the environment, any deviation of the hand arotegarding the task
trajectory will generate important forces on the robot htrad must be taken into
account.

We adopt a novel external vision-force control law (see [fbt]details) for in-
tegrating vision and force and coping with uncertaintiesth\this approach, the
force vector, with current external forces, is used to e@ahew vision reference
according to:

s =& oL b KL ) )

wheref* is the desired wrench, added as input to the control loopifnthis par-
ticular case)K is the environment stiffness matrix, asdis the modified reference
for visual featuresL . relateste andXg according toXg = Ly e [9]. Then, the
visual servoing control law, described in the previous pdakes as visual reference
the new computed referencsf, Unlike most of existing approaches, our approach
for vision-force coupling does the coupling in sensor-gpadhich allows to control
vision and force on all the degrees of freedom, whereas twelyision control law
is directly connected to the robot, thus avoiding local miai[11].

In conclusion, there are two simultaneous end-effectolianst one, computed
by equation 1, which is in charge of performing the task nmotend another one,
computed by equation 3, in charge of continuously alignivegttand with the handle
by external vision-force control. Figure 3 shows two snapslof the real robot
performing the task, taken at reaching and during intesactor more experimental
results of the vision-force-based door opening task, aleitlg a detailed analysis
and a demonstration video, please refer to [15].
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Fig. 4 Specification of the sliding door opening task with the adogtathework (left), and the
mobile manipulator at Jaume-1 University opening a sliding dooh farce-vision control (right).

4 Examplell: opening a dliding door through external
vision-for ce control

This experiment is very similar to the previous one in thessetihat two comple-
mentary sensors (vision and force) are used for a door ogeask. However, in
this case, we deal with a sliding door and a more complex r@botobile manipu-
lator composed of a PA-10 arm, endowed with a three-fingeade Hand, and
mounted on an ActivMedia PowerBot mobile robot (the UJI 8xRobot).

4.1 Planning the task, hand and grasp frame

The structural model of the new door is shown in Figure 4. Titlg difference with
the previous case is that the task is now specified as a negalivcity alongX axis
of frame O. However, as before, we choose to specify it as a positivestagion
velocity alongZ axis of the frameG, so that we can SEM T = | 4,4, Without the
need to know the door geometric model.

The Barrett Hand offers more advanced capabilities thapahallel jaw gripper.
A task-oriented grasp planner [16] selects a hook preshafieanore suitable hand
configuration for the intended task, and the hand frame i®d4ée inner part of the
fingertips, as shown in Figure 4.

The grasp frame is also set by the task-oriented grasp plémiige right part of
the handle. Then, according to the specification of the hawldgaasp frames, the
desired relationship between bothiM g = 14,4, which means that the robot has
to use the fingertips to make contact with the right face ohtuedle.
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4.2 Task Execution

Once the task has been specified, it is performed by the sant®dseexplained

in the previous experiment, supporting the claim that tHeotas not specifically
programmed for one particular task. Instead, the sameitiiges are applied, but
its execution depends on the task specification and thesan#or information that
the robot receives during execution. As in the previous gtanan external camera
tracks the robot hand and the object simultaneously and gigpebased visual
servoing control is performed in order to reach and keep #séred relative hand-
object configuration*,*Mg. At the same time, force control is used for ensuring a
successful execution of the task, even in the presence efiamtties and errors.

5 Examplelll: grasping a book through force-tactile
combination

Now, the sensor-based compliant physical interaction éwaank is applied to the
task of taking out a book from a bookshelf, using the UJI SerRobot and force-
tactile combination. The goal of the task is to extract a bfsokn a shelf, while
standing among other books. The approach is to do it as hudramsly one of the
fingers is used, which is placed on the top of the target bodkisnsed to make
contact and pull back the book, making it turn with respe¢htobase, as shown in
Figure 6. In this task, the force/torque sensor is used tdyapforce towards the
book and avoid sliding, whereas a tactile array sensor gesviletailed information
about the contact, and helps estimating the hand and g frelationship. This
sensor consists of an array ok& cells, each one measuring the local pressure at
that point.

5.1 Planning thetask, hand and grasp frame

In Figure 5, a representation of the book grasping taskudich the necessary
frames, is shown. There are two possibilities for the taakfr in this case. The first
is to set it to the book base (frarfé in Figure 5), so that the task is described as a
rotation velocity around this frame. The second possyhiitto set the task frame
to the top edge of the book (franfein Figure 5), so that the task is described as
a negative translational velocity alongdirection. We have opted for the second
solution, because, in this case, the task frame coincidésthe grasp frame, and,
then, there is no need to know the book model. In the first dhseheight of the
book should be known in order to transform the task velocioyf the task frame
to the hand frame. By adopting the second solution, we makepproach general
for any book size. Two references are set in the task frarhend f*. The first
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Fig. 5 Frames involved in the
book grasping task. A tactile
array sensor, placed on the
inner part of the fingertip, is
used to estimate the relation-
ship between the hand and the
grasp framet'Mg. The task

is specified as a hand velocity
along negativeX axis of the
task frameT, while applying

a force along axis.

one is set to a negative velocity X axis, in order to perform the task motion,
whereast* is set to a force alon@ axis. This force is needed in order to make
enough pressure on the book surface and avoid slip. We haitesd0 N for our
particular system, but it depends on the friction coefficiatween the fingertip and
the book. For small friction, a bigger force would be needdterefore St is set to

St =diag(0,0,1,0,0,0).

For this task, we define a special hand posture where one thtfers is slightly
more closed than the other ones, so that we can easily makactam the top of
the book with one finger, as shown in Figure 5. The hand fransetiso the inner
part of the middle finger fingertip, just in the centre of thetita sensor. The hand
frame pose with respect to the robot end-effeckdr, is computed from hand
kinematics.

The fingertip has to make contact on the top of the book. Thesgfve set the
grasp frame to the book top surface, which could be locategtigign or range
sensors. The desired relationship between the hand anddbp frame™Mg,, is
set to the identity.

5.2 Task execution

In this case, the task is performed by combining force antilédeedback. Tactile
information is used to estimate and improve the contact éetvthe hand and the
book, whereas force feedback is used in order to cope witbrtainties and ensure
that a suitable force is performed on the book surface sdlieag is no slip.
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Fig. 6 The robot grasping the book by means of force and tactile-basgthaous estimation of
hand-to-object relative pose.

5.2.1 Estimating hand-book relative pose

Contact on the book is performed with the tactile array. Delpeg on the sensor
cells that are activated, the relative pose between theossnsface and the book
can be estimated. It is not possible to compute the comp¢diéve pose only with
tactile sensors, because they only provide local inforomatvhen there is contact.
However, we can obtain a qualitative description of thetiedgpose. For example,
if there is contact with the upper part of the sensor, but rith the lower part, we
can deduce that the sensor plane is rotated ar¥uaxis with respect to the book
top plane.

All the tactile cells lie in theXY plane of the hand frame. We consider that the
finger is completely aligned with the book surface when tlaeescells activated on
each of the fouXY quadrants of the hand frame, i.e., all the tactile sensdacer
is in contact. If there is contact on the upper half of the sersut not on the lower
half, or vice versa, we consider that there is a rotation mddtiaxis, between the
sensor (hand frame) and the book surface (grasp frame)laBiyna rotation around
X axis can be detected.

5.2.2 Improving the grasp

The goal of this process is to align the finger (tactile sensarface with the book
surface, taking as input the qualitative description of iblative pose, described
in the previous point. We follow a reactive approach, whéeefingertip rotation
aroundX andY axis of the hand frame is continuously controlled, in ordesktain
contact on each of th¥Y quadrants of the hand frame. With this approach, the
behaviour of the robot is completely reactive to the taslasor readings. The goal
is to keep the sensor plane always parallel to the book tapeptaus ensuring that

HMg ="M = 14xa.



12 Mario Prats, Philippe Martinet, Sukhan Lee and Pedro J. Sanz
5.2.3 Task motion and coping with uncertainties

According to the task description, the task motion is penfed by moving the hand
along negativeX axis of the task frame, while applying a force alahgxis. This

motion makes the book turn with respect to the base, as showigure 6. Note
that, as the fingertip moves backwards and the book turndattide sensor may
lose contact with the lower part. This situation is detedigdhe qualitative pose
estimator, and corrected with the control strategy desdrib the previous point,
so that the hand frame is always aligned with the grasp framsyring that task
motion can successfully be transformed to end-effectordinates by equation 1.
Figure 6 shows a sequence of the robot performing the task.

6 Conclusion

We have shown three different examples of robotic execudfogveryday chores,
built on top of a new vision-force controller [11] and a gealdramework for speci-
fying multisensor compliant physical interaction taskg][TTwo door-opening tasks
with different robotic systems and a book grasping task Haen implemented
making use of external vision-force control and forceitadhtegration. The three
examples exhibit a reasonable degree of robustness, ietise ¢hat the use of force
feedback allows to deal with uncertainties and errors. faeievision-force control
allows to avoid local minima which is one of the main drawtsmokthe existing ap-
proaches. The implementation of these examples in vergréiff robotic systems
during a short period of time shows the suitability of thenfeavork for versatile
specification of disparate multisensor physical intecactasks.

As future research, we would like to use the proposed framiefeo the specifi-
cation and compliant execution of several tasks, basedemtagration of visual,
tactile and force feedback. We think that the combinatiomaftiple and disparate
sensor information for hand-to-object pose estimationkeyapoint for successful
and dependable robotic physical interaction.
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