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Abstract— Image-based servoing is a local control solution,
it requires thus the definition of intermediate subgoals in the
sensor space when the robot initial position is far away from the
desired one. This issue is crucial when using omnidirectional
cameras since very large motions can be achieved. This paper
addresses the problem of generating smooth trajectories in
the image space of the entire class of central cameras (in-
cluding conventional perspective cameras). The model of the
observed target is assumed to be unknown. First geometrical
relationships between imaged points and lines in two views are
exploited to estimate a generic homography matrix. A closed-
form homography path between given start and end-points is
then derived and used to generate the trajectories of image
features. Results obtained with real data are finally presented.

I. INTRODUCTION

Image-based servoing is now a well known local control
framework. In this approach, the reference image of the
object corresponding to a desired position of the robot is
acquired first (during an off-line step) and some image
features are extracted. Features extracted from the initial
image are matched with those obtained from the desired
one. These features are then tracked during the robot (and/or
the object) motion, using for example a correlation based
method. An error is obtained by comparing the image
features in the current image and in the reference one. The
robot motion is then controlled in order to minimize the error
(using for example a gradient descent approach). Since the
error is directly measured in the image, image-based servo
has some degrees of robustness with respect to modelling
errors and noise perturbations. However, sometimes, and
especially when the initial and desired configurations are
distant, the trajectories induced by image-based servo are
neither physically valid nor optimal due to the nonlinearity
and singularities in the relation from the image space to the
workspace. Dealing with this deficiency, path planning in the
image-space is a promising approach. Indeed, if the initial
error is too large, a reference trajectory can be designed
from a sequence of images. The initial error can thus be
sampled so that, at each iteration of the control loop, the
error to regulate remains small. In [11], relay images that in-
terpolate initial and reference image features using an affine
approximation of the relationship between initial and desired
images, coupled to a potential switching control scheme, are
proposed to enlarge the stable region. In [12], a trajectory
generator using a stereo system is proposed and applied to
obstacle avoidance. An alignment task for an 4 DOF robot
using intermediate views of the object synthesized by image
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morphing is presented in [21]. A path planning for a straight-
line robot translation observed by a weakly calibrated stereo
system is performed in [20]. In [15], a potential field-based
path planning generator that determines the trajectories in
the image of a set of points lying on an unknown target
has been proposed. To increase the stability region, Cowan
and Koditschek in [5] describe a globally stabilizing method
using navigation function for eye-to-hand setup. However,
none of these works were dealing with optimality issues.
In [23], a numerical framework for the design of optimal
trajectories in the image space is described and applied
to the simple case of a one dimensional camera in a two
dimensional workspace. In [16], the problem of finding the
trajectories in the image space of 3D points imaged with
a conventional perspective camera corresponding to optimal
3D camera trajectories is addressed. In this paper, we extend
this framework to the entire class of central catadioptric
cameras. Indeed when using such a sensor this issue is crucial
since the motions that can be realized by the robot are very
large.

There is significant motivations for using central cata-
dioptric cameras. Indeed conventional cameras suffer from
restricted field of view. Many applications in vision-based
robotics, such as mobile robot localization and navigation,
can benefit from panoramic field of view provided by
omnidirectional cameras. In the literature, there have been
several methods proposed for increasing the field of view of
cameras systems. One effective way is to combine mirrors
with conventional imaging system. The obtained sensors
are referred as catadioptric imaging systems. The resulting
imaging systems have been termed central catadioptric when
a single projection center describes the world-image map-
ping. From a theoretical and practical view point, a single
center of projection is a desirable property for an imaging
system [2]. Clearly, visual servoing applications can also
benefit from such sensors since they naturally overcome the
visibility constraint. Vision-based control of robotic arms,
single mobile robot or formation of mobile robots appear
thus in the literature with omnidirectional cameras (refer for
example to [4], [19],[17]). Image-based visual servoing with
central catadioptric cameras using points has been studied in
[4], [9]. The use of straight lines has also been investigated
in [17], [10].

The above mentionned control schemes are local control
solutions as when using a conventional perspective camera.
Furthermore, omnidirectional cameras can be used to realize
much more larger displacement since they can provide a
larger view of the environment. In this case path planning
should not be considered as optional and should be inte-
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Fig. 1. Central catadioptric image formation

grated. This paper addresses this issue. A solution to plan
the trajectories of features directly in the image space of
central catadioptric cameras is proposed. The structure from
motion problem using imaged 3D points and lines (conics) is
firstly studied. Geometrical relationship between two views
are exploited to linearly estimate a generic homography
matrix. A smooth closed-form homography path between two
given points is then obtained and the trajectories of the image
features corresponding to minimal length camera trajectories
are derived.

II. CENTRAL CATADIOPTRIC IMAGING MODEL

The central catadioptric projection can be modeled by a
central projection onto a virtual unitary sphere, followed by
a perspective projection onto an image plane. This virtual
unitary sphere is centered in the principal effective view point
and the image plane is attached to the perspective camera. In
this model, called unified model and proposed by Geyer and
Daniilidis in [7], conventional perspective camera appears as
a particular case.

A. Projection of point

Let Fc and Fm be the frames attached to the conventional
camera and to the mirror respectively. In the sequel, we
suppose that Fc and Fm are related by a simple translation
along the Z-axis (Fc and Fm have the same orientation as
depicted in Figure 1). The origins C and M of Fc and Fm

will be termed optical center and principal projection center
respectively. The optical center C has coordinates [0 0 −ξ]T

with respect to Fm and the image plane Z = f(ψ − 2ξ) is
orthogonal to the Z-axis where f is the focal length of the
conventional camera and ξ and ψ describe the type of sensor
and the shape of the mirror, and are function of mirror shape
parameters (refer to [3]).

Consider the virtual unitary sphere centered in M as
shown in Fig.1 and let X be a 3D point with coordinates
X = [X Y Z]T with respect to Fm. The world point X is
projected in the image plane into the point of homogeneous
coordinates xi = [xi yi 1]T . The image formation process
can be split in three steps as:

- First step: The 3D world point X is first
projected on the unit sphere surface into a point of

coordinates in Fm: Xm = 1
σ

[
X Y Z

]�
, where

σ = ‖X‖ =
√

X2 + Y 2 + Z2. The projective ray Xm

passes through the principal projection center M and the
world point X .

- Second step: The point Xm lying on the unitary
sphere is then perspectively projected on the normalized
image plane Z = 1 − ξ. This projection is a point of
homogeneous coordinates x = [xT 1]T = f(X) (where
x = [x y]T ):

x = f(X) =

[
X

Z + ξσ

Y

Z + ξσ
1

]�

(1)

- Third step: Finally the point of homogeneous coor-
dinates x

i
in the image plane is obtained after a plane-to-

plane collineation K of the 2D projective point x: xi = Kx.
The matrix K can be written as K = KcM where the
upper triangular matrix Kc contains the conventional camera
intrinsic parameters, and the diagonal matrix M contains the
mirror intrinsic parameters:

M =

⎡
⎣ψ − ξ 0 0

0 ψ − ξ 0
0 0 1

⎤
⎦ , Kc =

⎡
⎣fu αuv u0

0 fv v0

0 0 1

⎤
⎦

Note that, setting ξ = 0, the general projection model
becomes the well known perspective projection model.

In the sequel, we assume that Z �= 0. Let us denote η =
sσ/|Z| = s

√
1 + X2/Z2 + Y 2/Z2, where s is the sign of

Z . The coordinates of the image point can be rewritten as:

x =
X/Z

1 + ξη
; y =

Y/Z

1 + ξη

By combining the two previous equations, it is easy to show
that η is the solution of the following second order equation:

η2 − (x + y)2(1 + ξη)2 − 1 = 0

with the following potential solutions:

η1,2 =
±γ − ξ(x2 + y2)

ξ2(x2 + y2) − 1
(2)

where γ =
√

1 + (1 − ξ2)(x2 + y2). Note that, the sign of
η is equal to the sign of Z and then it can be shown (refer
to Appendix) that the exact solution is:

η =
−γ − ξ(x2 + y2)

ξ2(x2 + y2) − 1
(3)

Equation (3) shows that η can be computed as a function of
image coordinates x and sensor parameter ξ. Noticing that:

Xm = (η−1 + ξ)x (4)

where x = [xT 1
1+ξη

]T , we deduce that Xm can also be
computed as a function of image coordinates x and sensor
parameter ξ.
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B. Projection of lines

Let L be a 3D straight line in space lying on the inter-
pretation plane which contains the principal projection center
M (see Figure 1). The binormalized Euclidean Plücker coor-
dinates [1] of the 3D line are defined as

[
ū

T
h̄

T h
]T

.
The unit vectors h̄ = (hx, hy, hz)

T and ū = (ux, uy, uz)
T

are respectively the orthogonal vector to the interpretation
plane and the orientation of the 3D line L and are expressed
in the mirror frame Fm. h is the distance from L to the
origin of the definition frame. The unit vectors h̄ and ū are
orthogonal, thus verify h̄

T
ū = 0. If the 3D line is imaged

with a perspective camera then the unit vector h̄ contains
the coefficient of the 2D line l in the image plane, i.e the
homogeneous coordinates x of the perspective projection of
any world point lying on L verifies:

(K−T
h̄)T

x = l
T
x = 0 (5)

with l = K
−T

h̄. If the line is imaged with a central
catadioptric camera then the 3D points on the 3D line L
are mapped into points x in the catadioptric image lying on
a conic curve:

x
T
K

−T
ΩK

−1
x = x

T
Ωix = 0 (6)

where Ωi = K
−T

ΩK
−1 and:

Ω ∝
⎡
⎣h2

x − ξ2(1 − h2
y) hxhy(1 − ξ2) hxhz

hxhy(1 − ξ2) h2
y − ξ2(1 − h2

x) hyhz

hxhz hyhz h2
z

⎤
⎦

C. Polar lines

The quadratic equation (6) is defined by five coefficients.
Nevertheless, the catadioptric image of a 3D line has only
two degrees of freedom. In the sequel, we show how we can
get a minimal representation using polar lines.

Let Φ, A be respectively a 2D conic curve, a point in the
definition plane of Φ. The polar line l of A with respect to
Φ is defined by l ∝ ΦA. Now, consider the principal point
Oi = [u0 v0 1]T = K[0 0 1]T and the polar line li of Oi

with respect to Ωi : li ∝ ΩiOi, then:

li ∝ K
−T

ΩK
−1

Oi = K
−T

ΩK
−1

K[0 0 1]T

∝ K
−T

h̄
(7)

Moreover, equation (7) yields:

h̄ =
K

�
li

‖K�li‖ (8)

It is thus clear that the polar line li contains the coordinates
of the projection of the 3D line L in an image plane of an
equivalent (virtual) perspective camera defined by the frame
Fv = Fm (see figure 1) with internal parameters chosen
equal to the internal parameters of the catadioptric camera
(i.e Kv = KcM). This result is fundamental since it allows
us to represent the physical projection of a 3D line in a
catadioptric camera by a simple (polar) line in a virtual
perspective camera rather than a conic. Knowing only the
optical center Oi, it is thus possible to use the linear pin-
hole model for the projection of a 3D line instead of the non
linear central catadioptric projection model.

III. SCALED EUCLIDEAN RECONSTRUCTION USING

HOMOGRAPHY MATRIX OF CATADIOPTRIC VISION

Several methods were proposed to obtain Euclidean recon-
struction from two views [6]. They are generally based on the
estimation of the fundamental matrix [14] in pixel space or
on the estimation of the essential matrix [13] in normalized
space. However, for control purposes, the methods based
on the essential matrix are not well suited since degenerate
configurations can occur (such as pure rotational motion).
Homography matrix and Essential matrix based approaches
do not share the same degenerate configurations, for example
pure rotational motion is not a degenerate configuration when
using homography-based method. The epipolar geometry of
central catadioptric system has been more recently inves-
tigated [8], [22]. The central catadioptric fundamental and
essential matrices share similar degenerate configurations
that those observed with conventional perspective cameras,
it is why we will focus on homographic relationship. In the
sequel, the collineation matrix K and the mirror parameter
ξ are supposed known. To estimate these parameters the
algorithm proposed in [3] can be used. In the next section,
we show how we can compute homographic relationships
between two central catadioptric views of co-planar points
and co-planar lines.

Let R and t be the rotation matrix and the translation
vector between two positions Fm and F∗

m of the central
catadioptric camera (see Figures 2 and 3). Consider a 3D
reference plane (π) given in F∗

m by the vector π∗� = [n∗ −
d∗], where n

∗ is its unitary normal in F∗
m and d∗ is the

distance from (π) to the origin of F∗
m.

A. Homography matrix from points

Let X be a 3D point with coordinates X =
[X Y Z]� with respect to Fm and with coordinates X

∗ =
[X∗ Y ∗ Z∗]� with respect to F∗

m. Its projection in the unit
sphere for the two camera positions are:

Xm = (η−1 + ξ)x = 1
ρ

[
X Y Z

]�

X
∗
m = (η∗−1 + ξ)x∗ = 1

ρ

[
X∗ Y ∗ Z∗

]�
Using the homogenous coordinates X = [X Y Z H ]� and
X

∗ = [X∗ Y ∗ Z∗ H∗]�, we can write:

ρ(η−1 + ξ)x =
[

I3 0
]
X =

[
R t

]
X

∗ (9)

The distance d(X , π) from the world point X to the plane
(π) is given by the scalar product π∗� · X∗ and:

d(X∗, π∗) = ρ∗(η∗−1 + ξ)n∗�
x
∗ − d∗H∗

As a consequence, the unknown homogenous component H∗

is given by:

H∗ =
ρ∗(η∗−1 + ξ)

d∗
n
∗�

x
∗ − d(X∗, π∗)

d∗
(10)

The homogeneous coordinates of X with respect to F∗
m can

be rewritten as:

X
∗ = ρ∗(η∗−1+ξ)

[
I3 0

]�
x
∗+

[
01×3 H∗

]�
(11)
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Fig. 2. Geometry of two views of points

Fig. 3. Geometry of two views of lines

By combining the Equations (10) and (11), we obtain:

X
∗ = ρ∗(η∗−1 + ξ)A∗

x
∗ + b

∗ (12)

where

A
∗
π =

[
I3

n
∗

d∗

]�
and b

∗
π =

[
01×3 − d(X ,π)

d∗

]

According to (12), the expression (9) can be rewritten as:

ρ(η−1 + ξ)x = ρ∗(η∗−1 + ξ)Hx
∗ + αt (13)

with H = R + t

d∗
n
∗T and α = − d(X ,π)

d∗
.

H is the Euclidean homography matrix written as a
function of the camera displacement and of the plane co-
ordinates with respect to F∗

m. It has the same form as in
the conventional perspective case (it is decomposed into a
rotation matrix and a rank 1 matrix). If the world point X
belongs to the reference plane (π) (i.e α = 0) then Equation
(13) becomes:

x ∝ Hx
∗ (14)

B. Homography matrix from lines

Let L be a 3D straight line with binormalized Euclidean
Plücker coordinates [ū�

h̄
� h]� with respect to Fm and

with coordinates [ū∗�
h̄
∗� h∗]� with respect to F∗

m. Con-
sider that the 3D line L lies in a 3D reference plane (π) as
defined below.

Let X1 and X2 be two points in the 3D space lying
on the line L. The central catadioptric projection of the
3D line L is fully defined by the normal vector to the
interpretation plane h̄. The vector h̄ can be defined by
two points in the 3D line as h̄ = X1×X2

‖X1×X2‖
. Noticing

that [HX
∗
1]× = det(H)H−�[X∗

1]×H
−1 ([HX

∗
1]× being the

skew-symmetric matrix associated to the vector HX
∗
1

) and
according to (4) and(14), h̄ can be written as:

h̄ ∝ det(H)

‖X∗
1
× X∗

2
‖H

−�(X1
∗ × X2

∗)

Since h̄
∗ =

X
∗

1
×X

∗

2

‖X∗

1
×X∗

2
‖ is the normal vector to the interpre-

tation plane expressed in the frame F∗
m, the relationship

between two views of the 3D line can be written by:

h̄ ∝ H
−�

h̄
∗ (15)

The expression of the homography matrix in the pixel space
can be derived hence using the polar lines. As depicted
below, each conic, corresponding to the projection of a 3D
line in the omnidirectional image, can be explored through
its polar line. Let li and l

∗
i

be the polar lines of the image
center Oi with respect to the conics Ωi and Ω

∗
i

respectively
in the two positions Fm and F∗

m of the catadioptric camera.
From equation (7), the relationship given in equation (15)
can be rewritten as:

li ∝ G
−�

l
∗
i

(16)

where G = KHK
−1 = K(R + t

d∗
n
∗T )K−1.

Note that the homography matrix related to (π) can be
linearly estimated using points or lines. When points are
used, the equation (14) can be tuned into a linear homoge-
neous equation: x × Hx

∗ = 0 (where × denotes the cross-
product) and thus H can be estimated up to a scale factor,
using four couples of coordinates (xk;x∗

k), k = 1 · · · 4,
corresponding to the projection in the normalized image
space of world points Xk belonging to (π). When lines are
used, equation (16) can be rewritten as: li × G

−�
l
∗
i

= 0,
G can thus be estimated using at least four couples of
coordinates ((lik, li

∗
k), k = 1 . . . 4). The homography matrix

is then computed as H = K
−1

GK.
In both cases (points or lines visual), the camera motion

parameters R, t
∗
d = t

d∗
and the structure of the observed

scene (for example the vector n
∗) can be determined from

the estimated Euclidean homography matrix (refer to [6],
[24]).

IV. PATH PLANNING IN THE CATADIOPTRIC IMAGE SPACE

In the sequel, the current position of the camera with
respect to its desired position is given by the rotation matrix
R(t) and the scaled translational vector td∗(t) = t(t)

d∗
. In this

case, the homography matrix is H(t) ∝ R(t) + td∗(t)n∗�.
We assume that the initial image (I0 at time t = 0) and
the final image (I1 at time t = 1) corresponding to the
initial and desired robot positions are available. From the
extracted image features the homography matrix H0, at time
t = 0, can be computed. The rotation matrix R0, the scaled
translational vector t0d∗ and the normal vector n

∗T can then
be extracted from H0. Note also that, when the desired
configuration is reached (at time t = 1), the homography
matrix is proportional to the identity matrix: H1 ∝ I, and
this configuration corresponds to R1 = I and td∗(1) = 0.
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The paths of R in S0(3) and of t in R3 corresponding to a
minimal length camera trajectory are given by [18]:

t(t) = (1 − q(t))t0 and R(t) = R0e
[θ0]q(t) (17)

where [θ0] = log(R�
0 ) = θ0

2 sin θ0

(R�
0 − R0) (θ0 is the

rotation angle computed from R
�
0 ), q(t) is a polynomial

such that q(0) = 0 and q(1) = 1. The polynomial q(t)
can be chosen in order that equation (17) corresponds to the
solutions of the minimum energy problem (i.e, if U denotes a
vector containing the six components of the camera velocity
equation (17) corresponds to the solution which minimizes
J =

∫ 1

0 U
T
Udt if q(t) = t) or of the minimum acceleration

problem (i.e, equation (17) corresponds to the solution which
minimizes J =

∫ 1

0
U̇

T
U̇dt if q(t) = −2t3 + 3t2) [18].

According to equations (17), the path of the homography
matrix is given by:

H(t) = R0e
[θ0]q(t) + (1 − q(t))t0d∗n

∗� (18)

Knowing start points, the trajectories of imaged points
between I0 and I1 can now be obtained by combining
equations (14) and (18). The trajectories of polar lines can
be derived from equations (16) and (18). Since there is
a one-to-one mapping between polar lines and the matrix
representation of imaged lines (conics), one can deduce the
trajectories of the conic curve in the image space from the
trajectories of the polar lines (refer to equation (7) and (8)).

V. RESULTS

In this section, we present two experiments of the proposed
path planning scheme with catadioptric camera. In the first
experiment points have been used as visual features and
in the second one, the trajectories of imaged lines (conics)
have been planned. In theses experiments, a calibrated para-
catadioptric camera (parabolic mirror combined with an
orthographic lens) is used.

A. Points visual features

In this first experiment, points features are extracted from
the catadioptric image of a checkerboard. The images cor-
responding to the initial and final positions of the catadiop-
tric camera are given in figures 4 and 5 respectively. The
catadioptric camera displacement between initial and final
images is very large. The trajectories in the catadioptric
image space given in figure 5 correspond to the solution
of the minimum energy problem (i.e q(t) = t). Figures ??
shows the corresponding camera trajectories. Note that only
the temporal behavior is different when choosing a different
polynomial q(t).

B. Lines visual features

In this experiment, conics features are extracted from the
catadioptric image (refer to figures 6(a) and 6(b)). Polar lines
associated to the principal point with respect to the extracted
conics, are used to calculate the collineation matrix between
the initial and final positions of the catadioptric camera. The
images corresponding to the initial and final positions of
the catadioptric camera are given in figures 6(a) and 6(b)
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Fig. 4. (a) Initial image, (b) camera trajectory (minimum energy

Fig. 5. Final/trajectories images.

respectively. The catadioptric camera displacement between
initial and final images is very large. The trajectories of the
conics in the catadioptric image space are showed in figure
6(b) (the polynomial q(t) has been set to t). Figure ?? shows
the corresponding camera trajectory.
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Fig. 6. (a) Initial image, (b) camera trajectory (minimum energy)

VI. CONCLUSIONS AND FUTURE WORKS

Since Image-based servoing is a local control solution,
it requires the definition of intermediate subgoals in the
sensor space. In this paper, we have addressed the problem
of finding the trajectories of visual features imaged through
central cameras corresponding to a minimal camera trajec-
tory. The model of the observed target is not required in the
proposed approach. First geometrical relationships between
imaged points and lines in two views have been investigated
and exploited to derive a closed-form homography path
between given start and end-points. It was then possible to
generate the trajectories of image features. We have finally
validated the method with real data. A natural perspective
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Fig. 7. Final/trajectories images.

for this work is the incorporation of obstacle avoidance in
the path planning process as well as the incorporation of
non-holonomic constraints.

APPENDIX

η (given by equation (3)) has the sign s of Z if the sign of
its denominator is −s since its numerator is always negative.

Let C+, C0 and C− be three sub-spaces of the world
defined by Z > 0, Z = 0 and Z < 0 respectively.

Any 3D points in the world space is projected in the nor-
malized catadioptric image plane into the point of homoge-
neous coordinates [x y 1]�. Consider r =

√
x2 + y2 (refer

to figure 8). A 3D point of the sub-space C+ (respectively
C0 and C−) is projected into an image point of coordinates
[x+ y+ 1]� (respectively [x0 y0 1]� and [x− y− 1]�). It is

clear that r+ < r0 < r− with r+ =
√

x2
+ + y2

+ (r0 =√
x2

0 + y2
0 and r− =

√
x2
− + y2

−). As depicted in figure (8),

r0 = 1
ξ

and it is easy to show that:

if Z > 0 ⇒ r+ < r0

⇒ η > 0
and

if Z < 0 ⇒ r
−

> r0

⇒ η < 0

Hence, η has the sign of Z.
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