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Abstract

In this article, we present the kinematic calibration of a H4 parallel
robot using a vision-based measuring device. Calibration is performed
according to the inverse kinematic model method, using first the de-
sign model then a model developed for calibration purpose. To do
so, the end-effector pose has to be measured with the utterst accu-
racy. Thus, we first evaluate the practical accuracy of our vision-based
measuring system to have a precision in the order of magnitude of
10µm and 10−3deg. Second, we calibrate the robot using our vision
system, yielding a final positioning accuracy of the end-effector lower
than 0.5mm.

1 Introduction

Compared to serial mechanisms, parallel structures may exhibit a much bet-
ter repeatability [Mer97], but their large number of links and passive joints
often limits their performance in terms of accuracy [WM93]. A kinematic
calibration is thus needed. The algorithms proposed to conduct calibration
for parallel structures can be classified in three classes: methods based on
the direct use of a kinematic model, on the use of kinematic constraints on
mechanism parts, and methods relying on the use of redundant propriocep-
tive sensors.

The use of additional proprioceptive sensors on the passive joints of the
mechanism enables one to have a unique solution to the direct kinematic
model [TTM95], and to perform the kinematic calibration [WA92, Zhu97,
Dan00], or to improve their accuracy [MCKP02]. Practically speaking, the



mechanism design has to take into account the use of such extra sensors.
Nevertheless, not all kinds of mechanisms can be equipped with additional
sensors.

Methods based on kinematic constraints of the end-effector [Dan00] or
the legs [GH94a, ZR93, KB99, Dan99] solve this problem. However, the
former methods are not numerically efficient [Dan00], and kinematic con-
straints of the legs of the mechanism in position or orientation seem difficult
to achieve in practice on large structures.

The forward kinematic model of parallel structures can rarely be ex-
pressed analytically [Mer97]. The use of this model to achieve kinematic
calibration may consequently lead to numerical instability [Dan00]. On the
other hand, the inverse kinematic model can usually easily be derived. Cal-
ibration can then be performed by comparing the measured joint variables
and their corresponding values estimated from the measured end-effector
pose and the inverse kinematic model. Each leg can furthermore be cal-
ibrated independently [ZYM98]. Up to now, the inverse kinematic model
method seems the most efficient method [Dan00].

Its main limitation is the need for accurate measurement of the full end-
effector pose (i.e. both its position and its orientation). Among the proposed
measuring devices [CSP99, VPG94, MJ95, SZ99], only a few have been used
to conduct kinematic identification of a parallel structure [ZYM98, GH94b,
FDAF96, VC98]. Indeed, the systems are either very expensive, tedious to
use or with low working volume. On the opposite, a vision-based measuring
system enables one to perform the pose measurement accurately [RADM02],
is low-cost and easy to use. Using this device and the inverse kinematic
method may therefore be an efficient way to conduct kinematic calibration.

In this article, we present the vision-based kinematic calibration of a
H4 robot [PMCG01], focusing on experimental accuracies of the calibration
process as well as of the vision system itself (see [Ren03] for details). In
section 2, two different kinematic models are detailed. The first one (Model
12) corresponds to the initial design of the mechanism, and the second one
(Model 31) is developed for calibration purpose. Then, section 3 addresses
briefly the specific problems due to the use of a vision-based measuring sys-
tem for kinematic calibration. The identifiability conditions bound to the
use of such an exteroceptive sensor are underlined. Section 4 is devoted to
the presentation of the methodology used for evaluating the practical accu-
racy of our vision-based measuring device. Experimental results, given in
Section 5, split in two parts : first, we evaluate a precision in the order of
10µm and 10−3 deg for the end-effector pose measurement; second, using
our vision system, we calibrate a H4 prototype, performing statistically in-
dependent validation experiments and showing a final positioning accuracy
of the end-effector of less than 0.5mm. The calibration gain induced by the
use of the calibration model is discussed. Finally conclusions are given on
the use of a vision-based measuring device for the calibration of this class
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Figure 1: H4 and vision-based measuring system

of mechanisms.

2 Kinematic Modeling

2.1 H4 Description

The H4 mechanism (Fig. 1) is a parallel mechanism composed of four chains,
actuated by four angular motors located between the base and the arms. The
forearms linking the arms and the nacelle are composed of two rods. The
end-effector has four degrees of freedom (three translations and one rota-
tion) if the closed loops constituted by these four pairs of rods correspond
to spatial parallelograms [PMCG01]. The end-effector is linked to the na-
celle with a mechanical amplification system to achieve a higher rotation
capability.

2.2 Model 12

2.2.1 Hypotheses

In the following, the end-effector will be assumed to have only four degrees
of freedom. The hypothesis validity will be discussed in paragraph IV. Since
each forearm parallelogram is assumed perfect, it is thus equivalent to a link
ensuring a circular translation of the nacelle with respect to the arm. In
this part, we assume furthermore that the rotary joint centers Pi, i ∈ [1, 4]
between the base and the arms are located in the same plane, at equal
distance R from the corresponding joint centers Ai on the nacelle when this
latter is considered to be in the base plane (Fig. 2). The four arms are
supposed to be of equal length L, and the forearms of length l. Considering
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Figure 2: Location of the joints between base and forearms
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Figure 3: Definition of the nacelle’s angle

the nacelle dimensions h and d (Fig. 3), the mechanism geometry is therefore
defined by nine parameters : R, l, L, h, d, αi with i ∈ [1, 4]. With such a
model, parameter d has however no influence on the kinematics [PMCG01].
Taking into account the joint offsets qi0 , i ∈ [1, 4], twelve parameters finally
define the mechanism kinematics.

2.2.2 Inverse Kinematic Model

An implicit model can be readily written between the end-effector pose
(X,Y, Z, θ) (Fig. 3) and the joint variables by expressing the i-th forearm
length, i ∈ [1, 4] as a function of the parameters [PMCG01]:

L2 − l2 − ‖−−→PiAi‖
2

= −2

( −−−→
PiAix.l.cos(αi).cos(qi)

+
−−−→
PiAiy .l.sin(αi).cos(qi)

−−−−→PiAiz .l.sin(qi)

)
(1)

The inverse kinematic model can then be derived from this implicit model
[PMCG01]:

qi = 2.Atan
(
N+εi

√
N2+M2−G2

G+M

)
, i ∈ [1, 4] (2)

with
G = L2 − l2 − ‖−−→PiAi‖

2
, N = 2.l.

−−→
PiAiz
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Table 1: Model 31 kinematic parameters
Designation Parameter

xi, yi, zi, i ∈ [2, 4] Rotary joint positions

ψi, βi, i ∈ [1, 4] Rotary joint orientations

qi0 , i ∈ [1, 4] Joint offsets

li, Li, i ∈ [1, 4] Arm and forearm lengths

h, d Nacelle dimensions

M = −2.l.(
−−→
PiAix.cos(αi) +

−−→
PiAiy.sin(αi))

and εi = ±1 depending on the assembly.

2.2.3 Calibration method

To identify the parameter vector ξ, an error function is minimized, which
compares the estimated joint variables and the measured ones q̃ for N dif-
ferent end-effector poses (Xj , Yj , Zj , θj):

min
ξ

N∑

j=1

4∑

i=1

(
qi(ξ,Xj , Yj , Zj , θj)− q̃ij

)2
(3)

2.3 Model 31

2.3.1 Hypotheses

The former geometry corresponds to the mechanism design. Due to the
manufacturing tolerances, assembly errors, the previous assumptions about
the geometry may be questionable. In this part, the mechanism is still con-
sidered as a four degrees of freedom mechanism and the nacelle is assumed
to be planar with dimensions h et d. On the other hand, no assumption is
now made about the position and orientation of the revolute joints between
the base and the arms, nor on the arm and forearm lengths.
The base frame is attached to the first joint center P1 (Fig. 4), its axis −→zB
parallel to the end-effector rotation axis, and orientation defined by the “H-
configuration” of the nacelle. The position of the joint centers Pi is defined
relatively to the corresponding joint centers on the nacelle in a similar way
to the Model 12. The joint axis −→zi are defined by Euler angles ψi and βi.
Thirty-one parameters are then necessary to define its geometry (Table 1).

2.3.2 Implicit model

The implicit model can be obtained as in 2.2 for each kinematic chain i ∈
[1, 4]:

‖Li
−→
Vi +

−→
Wi‖2 = li

2 (4)

5



! !! !"
"

# ## #$
$

%&'(

) )) )
) )
* ** *
* *++,
,

- -- -
- -
. .. .
. .

ψ3

θ3
−→xB

P1

−→zBP2

−→zB

x4 y4

P4

−→z3
P3

−→yB
−→xB

Figure 4: Definition of the base frame and orientation of rotary joint between
base and arm for the Model 31

with
−→
Vi =

(
sin(qi+qi0)cos(βi)sin(ψi)−cos(qi+qi0)cos(ψi)
−sin(qi+qi0)cos(βi)cos(ψi)−cos(qi+qi0)sin(ψi)

−sin(qi+qi0)sin(βi)

)

−→
Wi =

(
X−xi+(1+ε1i−ε2icos(θ))h

Y−yi+d−ε2ihsin(θ)
Z−zi

)

and ε1i = ±1, ε2i = ±1 depending on the assembly. The inverse kine-
matic model consists in expressing qi as a function of (X,Y, Z, θ), which is
analytically tedious.

2.3.3 Calibration method

The parameter vector ξ is obtained from the implicit model by solving:

min
ξ

N∑

j=1

4∑

i=1

(
li − ‖Li

−→
Vi j +

−→
Wij‖

)2
(5)

3 From Vision to Calibration

In this part, we consider how to use vision to perform the kinematic cali-
bration of the H4 mechanism.

3.1 Vision-based measurement characteristics

The vision-based measuring system is composed of a camera, fixed onto the
base, and a calibration board fixed onto the end-effector (Fig. 1). The
system is calibrated at the beginning of the experiment by acquiring a se-
quence of about 8 images, using a software developed at LASMEA [LVD98].
After calibration, the pose CTcb of the calibration board with respect to
the camera can be computed for each image [DRLR89]. Furthermore, the
measuring system is easy to use, and the experimental procedure for the
kinematic calibration is fast.
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3.1.1 From Image to Pose

The camera being calibrated, the image is supposed to respect the pin-hole
model [HM93]. Recall that the image coordinates (x, y) of a point are related
to its coordinates (X,Y, Z) in the calibration board frame by the perspective
projection:

s




x
y
1


 =

(
KR Kt

)



X
Y
Z
1


 (6)

with CTcb = (R, t) the pose to determine, K the intrinsic parameters of the
camera. This projection equation is only defined to an arbitrary factor s.
The intrinsic parameters related to this model, including optical distorsions,
are determined during the calibration of the measuring system. In practice,
the pose CTcb is determined by non-linear optimization [DRLR89].

3.1.2 Using the pose

The full-pose measurement enables one to perform calibration using either
the inverse kinematic model (3) or the implicit kinematic model (5). In this
method, the end-effector pose BTee is defined by its position and orientation
with respect to the base frame, and related to the pose measurement by the
relation:

BTee = BTC
CTcb

cbTee (7)

Two transformations have therefore to be identified simultaneously with the
kinematic parameters: BTC between the camera and base frames, and cbTee
between the calibration board and the end-effector.

3.2 Prior Kinematic Analysis

Information about the kinematics of the system can be obtained before con-
ducting the identification process. Indeed, the H4 robot has a constant
rotation axis, perpendicular to the nacelle, provided that the assumption
concerning the forearm parallelograms is valid. Consequently, the calibra-
tion board also rotates around this constant axis. The latter can hence be
immediately estimated in the camera frame since the rotation matrix be-
tween the calibration board and the camera CRcb can be computed for each
end-effector pose. Furthermore, as the rotation axis corresponds to the vec-
tor −→zb , this vector can be identified in the camera frame RC . This enables
us to reduce the number of kinematic parameters identified simultaneously.
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3.3 Identifiability

3.3.1 Model 12

Identifying CTB and cbTee is equivalent to base-world and tool-hand cali-
bration problems. Since the calibration board movement is limited to one
rotation w.r.t the camera, the transformation cbTee cannot be completely
identified [TL89, AHE01]. Moreover, in our context, due to visibility condi-
tion of the calibration board, the camera and calibration board are approxi-
mately aligned with the mechanism rotation axis (Fig. 1). Then expanding
(7) shows that zcb,ee and zB,C (the translation components along z of the
transformations cbTee and CTB) can be identified only by their sum. Fi-
nally, as the angles defining parallelism between the end-effector and the
calibration board have only a second-order influence, their identification
seems also tedious. Hence the a priori value of these parameters will then
be used. These remarks have been confirmed by the numerical estimation
of the Jacobian matrix.

3.3.2 Model 31

This model is also invariant with respect to a simultaneous rotation of the
location of the joints between the base and the legs, the camera frame and
the calibration board frame around the axis −→zB. Therefore, one parameter
between the two corresponding angles of the transformations BTC and cbTee
has here again to be fixed to its a priori value. In the same way, the nacelle
dimension d and the translation component yB,C of the transformation BTC
are only identifiable by their sum. The a priori value of the parameter d is
then used.

The identification by the inverse kinematic model method is therefore
submitted to two identifiability problems: The first one is the number of
degrees of freedom of the mechanism, that prevents from achieving the com-
plete calibration of the transformations related to the measuring device.
The second one comes from the number of degrees of freedom introduced in
the joint location parameterization for the Model 31. We can also remark
that the identification of the transformations related to the measuring de-
vice imply a global identification of the mechanism, and not the independent
identification of each kinematic chain.

4 Measuring System Evaluation

The measuring system evaluation is achieved by conducting simultaneous
measurements with the vision-based system and a laser interferometer on
a high-speed machine-tool axis (Figures 5 and 6). It consists in estimating
trueness, expressed in terms of bias, and precision. Trueness is the closeness
of agreement between the average value obtained from a large series of test

8



Figure 5: Camera and reflector on a high-speed machine-tool axis.

Figure 6: Interferometer, LCD monitor and laser source.

results and an accepted reference value and precision the closeness of agree-
ment between independent test results obtained under stipulated conditions
[ISO94].

4.1 Laser Interferometer Measurement Principle

The laser interferometer set-up consists of a laser source and 2 optics : an
interferometer (Figure 6) and a reflector (Figure 5). A single degree of
freedom is measured for each laser interferometer configuration, defined by
the mounted optics. Only a differential measure is provided: an initial pose
has to be arbitrarily defined in order to express the measured displacement.
Nevertheless, optics have to be modified to access to the different degrees of
freedom. Measurements are therefore not expressed in a common coordinate
frame.
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Figure 7: Measurement coordinate frames and associated transformations.

4.2 Measurement Coordinate Frames

The laser interferometer measures some of the components of OmTOf , the
transformation from ROm, the reflector coordinate frame, to ROf , the in-
terferometer coordinate frame (figure 7). The vision-based system measures
CTM , the transformation from the camera coordinate frame RC to the cal-
ibration board frame RM . During each experimentation, the calibration
board and the interferometer are rigidly linked and their relative position
can be defined by MTOf , transformation between their respective coordinate
frames. In the same way, the reflector and the camera are rigidly linked and
their relative position defined by the transformation OmTC . Notice that in-
terferometric and vision-based measurements are not expressed in the same
coordinate frames.

4.3 Precision Estimation

The evaluation of the measuring system consists in determining measure-
ment trueness and precision. Pose measurements, achieved for different
axis positions, include the axis behavior and measurement errors. Consec-
utive positions are chosen close enough so that the pose difference can be
considered only due to the measurement error. The measurement standard
deviation is then computed from the set of pose differences in the calibration
board coordinate frame.

4.4 Trueness Estimation

The trueness estimation is achieved considering interferometric measures to
be reference values. For comparison sake only, vision-based measures have to
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be expressed in the interferometer coordinate frame. For each axis position
i, the transformation between the interferometer and reflector frames can
be expressed as a function of the vision-based measurement:

OmT iOf = OmTC
CT iM

M
TOf (8)

As interferometric measures are differential, equation (8) is expressed be-
tween two consecutive measurement positions i and i+ 1:

OmT iOf (OmT i+1
Of )−1 =Om TC

CT iM (CT i+1
M )−1(OmTC)−1 (9)

The measurement coordinate frames are positioned such that frame orienta-
tions are almost identical. The angles characterizing the previously defined
transformations remain therefore to a small amplitude, and (9) can be lin-
earized:





∆αOmOf = ∆αCM
∆βOmOf = ∆βCM
∆γOmOf = ∆γCM
∆xOmOf = −∆γCM .yMOf + ∆βCM .zMOf

+∆xCM − γOmC .∆yCM + βOmC .∆zCM
∆yOmOf = ∆γCM .xMOf −∆αCM .zMOf

+γOmC .∆xCM + ∆yCM − αOmC .∆zCM
∆zOmOf = −∆βCM .xMOf + ∆αCM .yMOf

−βOmC .∆xCM + αOmC .∆yCM + ∆zCM

(10)

Thus, the angular variations are directly comparable. However, 6 parame-
ters related to the experimental set-up (xMOf , yMOf , zMOf , αOmC , βOmC , γOmC)
have to be estimated in order to compare the translation displacement mea-
sures. As these parameters interfere linearly in (10), a least-squares estima-
tion can be computed. Estimation bias is reduced by performing parallel
filtering of the linear system [Ric98].
Due to the use of the laser interferometer, measurement path has to be lin-
ear. This exciting trajectory [KD99] is too weak to allow the identification of
the 6 parameters. For each interferometer measurement configuration, only
two parameters can be identified, and the other parameter a priori values
are employed. Bias analysis is consequently rather delicate.

5 Experimentation

5.1 Vision-based measurement accuracy

5.1.1 Set-up

The measuring system is composed of a CCD camera (Figure 5), fixed on
the moving part, and a calibration board, composed of several dots. The
calibration board is generated using a LCD monitor (Figure 6).
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The high-speed machine-tool axis stroke is equal to 400mm. A Renishaw
ML10 interferometer is employed, with a fixed interferometer (Figure 6)
and a moving reflector (Figure 5). Three measuring system set-ups were
experimented in order to evaluate the influence of the calibration board
size, focal length and sensor resolution. In the first case, the camera has a
resolution of 768×576pixels, 8bit-encoded with a 50mm lens. For the second
set-up, the same camera is equipped with an 8mm lens. For the third set-
up, the camera has a resolution of 1024 × 768pixels, 8bit-encoded with a
6mm lens. Images are stored on a PC via a video capture board. Calibration
boards are displayed on a 14′′ LCD screen, with a 1024×768pixels resolution.

The axis displacement between two measurements is equal to 5mm. For
each position, 10 images are stored and their average value is considered
for the pose evaluation, in order to reduce high-frequency noise. The axis
displacement direction z corresponds roughly to the camera axis.

5.1.2 Screen-displayed Calibration Boards

Measurement accuracy is bound to the quality of determination of the dot
centers and to the sensitivity of the optimisation process to the components
of the pose CTcb.

The determination of the dot centers is achieved by identifying gray-level
variations in the image with the contour of the dots. By using calibration
boards generated with the LCD monitor, the geometry of the dots and
the gray-level variations can be precisely defined in order to ensure a more
accurate localization of the dot centers than with physical calibration blocks.

Pose estimation accuracy increases with the size of the calibration board
image. However, the calibration board has to stay in the field of view of the
camera for any measurement configuration. In order to meet these two re-
quirements, several calibration boards, with different sizes, are generated on
the LCD monitor. For each camera position, the largest visible calibration
board i is used to determine the pose CTcbi , which defines the transformation
from the calibration board coordinate frame RMi to the camera coordinate
frame RC . The set of calibration boards is generated with a common coor-
dinate frame, which enables one to express finally all the pose measurements
in a single coordinate frame. The ratio measurement volume/accuracy can
therefore be increased by the use of screen-displayed calibration boards.

5.1.3 Precision

First measurement set-up With a 50mm lens, the calibration board im-
age size is almost constant during the axis displacement. First measurements
were then achieved using a single calibration board, to minimize influence of
image size. The measuring system precision is higher for displacement mea-
surements along x and y axis and rotation around the z axis (Table 2 - Set-up
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Table 2: Estimated standard-deviations.
D.o.f Set-up 1 Set-up 2 Set-up 3

Rx 0.105◦ 1.8E − 3◦ 1.5E − 3◦

Ry 0.110◦ 1.5E − 3◦ 1.6E − 3◦

Rz 1.4E − 3◦ 1.8E − 3◦ 1.0E − 3◦

Tx 3.17µm 3.98µm 2.6µm

Ty 3.98µm 4.53µm 3.0µm

Tz 135µm 18µm 12µm

1). This behavior is bound to the measuring principle and the measurement
configuration: displacements in the calibration board plane are directly per-
ceptible in the camera image, contrary to displacements orthogonal to the
board plane.

Influence of the Calibration Board Size A second calibration board,
observable for 0 < z < 200mm, is computed to quantify the influence of
the calibration board size. A significant decrease of the estimated standard
deviations is observed: precision is increased by about 45% for a size modi-
fication of 60%. Hence, the interest of multiple screen-displayed calibration
boards is confirmed.

Influence of the Focal Length For the second set-up, the image size
variation is higher, with a smaller calibration board image for z = 0. The
measuring precision is however significantly higher (Table 2 - Set-up 2).
This precision increase is certainly due to the better respect of the pin-hole
model.

Influence of the CCD Resolution With the third set-up, precision is
increased by approximately 30% (Table 2 - Set-up 3). This increase can be
attributed to the combination of a shorter focal length and a higher CCD
resolution.

In terms of precision, the displacement measurements in the calibration
board plane directions are comparable to the interferometric ones (Table 3).
For this instrument, rotation around z cannot be measured. The vision-
based measuring system also provides us simultaneously with accurate mea-
surement of rotations.

5.1.4 Trueness

First Measurement Configuration An angular measurement bias can
be observed on figures 8, 9. Translation measurement bias in x and y di-
rections remain of small amplitude (figures 10, 11, 12), with an order of

13



Table 3: Interferometer specifications.
D.o.f Interferometer specification

Rx 1.7E − 5◦

Ry 1.7E − 5◦

Rz non−measurable
Tx 1.15µm

Ty 1.15µm

Tz 0.35µm
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Figure 8: Rotation around x w.r.t position z = 0.

0.01mm. Their quantification is however quite delicate because of the pre-
viously underlined identification problem.

Influence of Calibration Board Size Increasing pose estimation sensi-
tivity to rotations, by modifying calibration board size, lowers significantly
measurement bias. For the axis positions where the second calibration board
can be observed, measurement bias is reduced by a factor 3.
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Figure 9: Rotation around y w.r.t position z = 0.
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Figure 10: Translation along the x axis in the interferometer coordinate
frame - Reference z = 0.
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Figure 11: Translation along the y axis in the interferometer coordinate
frame - Reference z = 0.

Influence of the Focal Length and CCD Resolution The measure-
ments with set-ups 2 and 3 have been achieved without the interferometer.
The bias estimation procedure cannot therefore be applied. However, since
the axis repeatability is very high, presence of bias can be evaluated by the
amplitude of the measured angular variations. In the second measurement
set-up, the use of a 8mm lens leads to angular variations comparable to
the variations previously measured with the interferometer. Trueness seems
therefore sharply increased with the use of this lens. Modification of the
sensor resolution (Set-up 3) does not modify significantly the measurement
bias.

5.2 Calibration of the H4

5.2.1 Set-up

The camera sensor has a resolution of 1024× 768 pixels, 8bit encoded, with
a 3.8 mm lens. Images are stored on a PC via an IEEE1394 bus. For
each position, 10 images are stored and their average value is considered for
the pose evaluation, in order to reduce high frequency noise. The pose can
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be measured with accuracy in the order of respectively 0.2 mm and 0.03◦

for each translation and rotation component. This lower accuracy comes
from the fact that we could not use the LCD monitor. Indeed, during the
calibration process, the LCD monitor is observed by the camera under too
sharp angles of view to get enough contrast in the image. Therefore, we had
to use a standard calibration board made of retroreflective dots.

Eighty-one poses are used, equally distributed in a 200× 200× 150 mm3

volume, with three different orientations (θ = −20◦, 0◦, 20◦). Out of them,
seventy-one poses are randomly chosen for the calibration, the other ten are
used to perform a validation test.

5.2.2 Kinematic Analysis

The variation of the rotation axis in the camera frame is quantified by the
variation of the angle between the axis and its mean direction. The estimated
standard deviation is equal to 0.12◦. The amplitude of the axis direction
variation confirms that the mechanism can be safely considered as having
four degrees of freedom.

5.2.3 Identification

Model 12 The computation of the estimated parameters is achieved using
the inverse kinematic model method, with non-linear optimization. The
Levenberg-Marquardt algorithm is used, and columns of the identification
Jacobian matrix are scaled with extremal scaling value [Sch93] to avoid
biased estimation. The identified parameters related to the mechanism are
listed in Table 4, and compared to their a priori values.

It is noticeable that using the a priori parameters, rather than the op-
timally estimated ones, yields an average positioning error of the nacelle of
26mm and 0.022rad.
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Figure 12: Translation along the z axis in the interferometer coordinate
frame - Reference z = 0.
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Table 4: A priori and identified kinematic parameters of the model 12 (IS
units)

h l R L

a priori 0.060 0.2600 0.1400 0.4800

Identified 0.0610 0.2600 0.1413 0.4876

α1 α2 α3 α4

a priori 0 3.1416 4.7124 4.7124

Identified -0.0015 3.1016 4.6807 4.6859

q01 q02 q03 q04

a priori 0 0 0 0

Identified -0.0662 -0.0080 -0.0476 -0.0561

Table 5: Mean and root mean square errors on joint variables (rad)
Variable q1 q2 q3 q4

Before calibration

Mean 9.0E−2 3.5E−2 7.3E−2 8.3E−2

R.M.S 9.0E−2 3.7E−2 7.4E−2 8.3E−2

After calibration - Model 12

Mean 7.1E−5 1.1E−4 −7.7E−4 −2.1E−4

R.M.S 1.4E−3 1.3E−3 1.4E−3 2.6E−3

After calibration - Model 31

Mean −2.0E−4 5.2E−4 −4.7E−4 7.4E−5

R.M.S 2.9E−3 2.6E−3 1.8E−3 3.1E−3

Model 31 The angle around −→zB between the nacelle and the calibration
board identified with the Model 12 is used to achieve the kinematic calibra-
tion with the second model. The a priori value of d is employed.

5.2.4 Validation

Joint residuals For Model 12, a first validation consists in estimating
with the identified inverse kinematic model the joint variables from the ten
pose measurements that were not used for calibration, and compare these
values to the recorded joint variables. The mean and root mean square errors
of the four joints are indicated in Table 5, showing an accuracy increase from
some 0.1rad before calibration to some 10−4rad afterwards. For Model 31,
the validation is achieved by computing the errors committed in the joint
variables estimation, to enable comparison with Model 12. The errors are
of the same order.
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Figure 13: Validation experiment - Kinematic constraint on the end-effector

Table 6: Straightness evaluation for the two experiments with initial and
calibrated kinematic parameters

Direction 1 2

Before calib. 1.3E−3 2.3E−3

Model 12 4.9E−4 5.8E−4

Calib. model 5.9E−4 1.1E−3

Straightness evaluation To confirm these results independently from
the measuring device, an experiment is conducted where the end-effector is
manually constrained to follow a line materialized by a ruler (Fig. 13). The
corresponding joint variables are stored. From these joint variables values,
poses are computed by means of a numerical forward kinematic model. The
physical set-up implies that these poses should lie on a straight line. Hence,
the straightness of the line is computed for the two kinematic parameter sets
(a priori and identified) as the root mean square of the distance between
the different positions and the line estimated by a least squares criterion.
The experiment is conducted with two different orientations of the rule. The
results are presented in Table 6. For Model 12, the straightness improvement
is equal to 63% and 75% , which confirms the first validation. For Model
31, the improvement is actually lower, with a relative gain around 50% for
the two experiments. The low decrease of straightness improvement can be
due to several factors. The first one is the diminution of the ratio between
the pose number and the kinematic parameter number, even if this ratio
remains acceptable (36 parameters and 284 equations). The second factor is
the identifiability problem bound to the use of an exteroceptive measuring
device. Eventually the hypothesis concerning the spatial parallelograms may
be questionable, and a kinematic model taking into account the geometry
of the rods may be necessary.
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Before calibration:
~104mm x 107mm

After calibration:
~100mm x 100mm

Figure 14: Validating the model by control: set-up (left) and result (right).

With the control law Another validation is performed by introducing
the identified kinematic parameters in the control law, which uses Model
12. The end-effector is then displaced along a 100mm × 100mm square
trajectory, visualized graphically (Figure 14). The error committed on the
square side is reduced from 5mm to less than 0.5mm.

6 Conclusions

In this article, the kinematic calibration of a H4 parallel mechanism using a
vision-based measuring device was presented.

Composed of a single camera and screen-displayed calibration boards,
the system is low-cost, easy to use, and the pose measurement enables one
to perform calibration using the standard calibration method based on the
Inverse Kinematic Model. Precision in the order of 1µm for 2 translations
and 10−3deg for the 3 rotations have been estimated for a displacement of
400mm. These specifications may be improved by the use of now available
higher resolution CCD sensors, and by the introduction of a second camera
to improve measurement performance on the third translation measurement.
However, the system is still hampered by the loss of contrast when observing
an LCD monitor.

Nevertheless, using the same methodology with a standard calibration
board, a final positioning accuracy of the end-effector lower than 0.5mm
could be obtained, and the accuracy improvement has been confirmed by
several validation experiments. The vision-based measuring device allows
us also to qualify directly the assumption validity concerning the number
of degrees of freedom. For such a mechanism with less than six degrees of
freedom, the parameter identifiability has been analyzed, showing that all
the parameters related to the sensor installation cannot be identified.

The lower results with the second presented kinematic model need fur-
ther analysis concerning the modelling of the spatial parallelograms. To
get more information about the kinematics of the mechanism, the use of the
camera to look at the legs of the mechanism will be also further investigated.
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