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A b s t r a c t  

Visual servoing requires an object in the field of view of 
the camera, in order to control the robot evolution. Oth- 
erwise, the virtual link is broken and the control loop 
cannot continue to be closed. 
In this paper, a novel approach is presented in order to 
guarantee that  the object remains in the field of view of 
the camera during the whole robot motion. It consists 
in tracking an iteratively computed trajectory. A posi- 
tion based modeling adapted to a moving target object is 
established, and is used to control the trajectory. A non- 
linear decoupling approach is then used to control the 
robot. 
Experiments, demonstrating the capabilities of this ap- 
proach, have been conducted on a cartesian robot con- 
nected to a real time vision system, with a CCD camera 
mounted on the end effector of the robot. 

1 I n t r o d u c t i o n  

Over the last decade, visual servoing applications have 
increased very quickly. The use of a camera in closed- 
loop control schemes seems to be efficient, and many con- 
trol laws and modeling have been proposed [6]. However, 
some problems remain unsolved or not well addressed. 
Among them, there are the problem of local minima [1], 
and the problem which occures when the object, used 
to control robot motion, does not remain in the field of 
view of the camera. In this paper, the second problem is 
addressed. 

In classical image based visual servoing (2D approach), 
this problem occures when a high value in rotation angle 
along the optical axis is necessary to perform the servoing 
task. The regulation task is supposed to make an expo- 
nential decay of each visual information: some of them, 
may not remain in the field of view of the camera. 
In position based approach (3D approach), the main goal 
is to guide the robot with regard to a target object, 
since an estimation of the 3D pose of the robot is ob- 
tained from an embedded camera and a reconstruction 
algorithm. During this servoing task, the target object 

has clearly to remain in the field of view of the camera. 
Nevertheless, as no constraint regarding the trajectory of 
visual features in image space is used in 3D approach, 
one cannot prevent from the lost of these visual features. 

Recently, different approaches have been developed. In 
[9], the authors use a mixed 2D-3D approach in order to 
take into account for the size of the shape in the image 
space. They define an ellipsis which includes all the lea- 
tures used in the reconstruction algorithm, and design a 
control law in order to keep it in the image plane. In [8] 
and [3], original approaches based on the use of potential 
fields in image space are presented. More precisely, in/8] 
some potential fields are defined on the image sides, and 
are integrated in path planning as a constraint to be sat- 
isfied in order to avoid the lost of the object in the field 
of view of the camera. In [3], potential fields are used to 
retreat the camera when the object features approach the 
boundary of the image plane. Such a motion is achievable 
since the control scheme ensures that  the camera trans- 
lation along the optical axis, and the camera rotation 
around it, are decoupled from the other camera motions. 
In [11], a new formalism based on the combination of 
both robust quadratic stabilization and saturation non- 
linearities representations can take into account for any 
constraint (2D, 3D, saturation). However, most of the 
time the solution is conservative, and the performances 
of the control law are weak. In [5], the authors propose 
to generate intermediate reference images by interpola- 
tion in order to take into account for the possible lost of 
the object or the presence of obstacles. 

In this paper, we also propose to rely on a trajectory, but 
it will be computed on line. Therefore, our approach does 
not rely on any open-loop path planning technique, but 
belongs actually to closed-loop control schemes, exhibit- 
ing then all the advantages of such techniques. We first 
present kinematic modeling of the pose features, when 
the objective is to follow a mobile target. Next, a control 
law achieving this goal is designed. Then, this result is 
adapted to ensure that  the object remains in the field of 
vision when achieving positioning tasks. Finally, experi- 
mental results on our robotic platform and parallel vision 
system show the validity of this approach. 
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2 N o t a t i o n s  

In this paper, the following notations are used: 

- italic characters, boldface characters and capital 
boldface characters denote respectively scalars, vec- 
tors and matrices. 

-a l i  means that  vector a is expressed in frame 9ri. 

- Ri / j  denotes the rotation matr ix  that  expresses vec- 
tors in frame 9ci into vectors in frame 9cj: 

alj = l:li/j ali 

- vi/jlk and wi/jlk denote respectively the translation 
and rotation velocity vectors of frame ~ci with re- 
spect to frame 9cj, expressed in frame 9ok. 

- [a]x denotes the skew symmetric matrix associated 
with vector a =  [ax, ay, az]T: 

0 -az  ay 1 [a]× = a~ 0 - a ~  
- a y  ax 0 

It is well known that: 

.T (1) 

3 M o d e l i n g  

F r a m e s  

In the sequel, three frames are considered (see figure 1): 

- 5CC denotes the sensor frame (actual camera frame) 

- ~ T  denotes the target  frame (desired camera 
frame). 

- 9CA denotes an absolute frame. 

The control objective is to drive the camera in order that  
9rc converges to 5cT. 

y 

.... t . . . . .  ,ra:  
~ x  / _ x 

~ / ~  T lmtial target frame ~ = x ~  Object frame 

F i g u r e  1" Frames used in the modeling. 

S y s t e m  v a r i a b l e s  

The sensor configuration is hereafter described by the 6- 
dim. vector ~ = [x T, yT]T: 

- x: 3-dim. vector describing the relative position 
between ~ c  and -~T, namely: x -- TOIT, 

- y: 3-dim. vector describing the relative orientation 
of ~Cc with respect to 9CT. More precisely, y = 
sin 0 u,  where u and 0 are respectively the unitary 
3-dim. axis vector and the positive scalar ampli- 
rude of the rotation existing between the 2 frames. 
Alternative orientation representations could also 
have been chosen, see for instance [12]. 

In this paper, we address the case where no constraint is 
placed on the camera motion. The system exhibits then 6 
dof. In order to simplify the modeling, the 6-dim. system 
control vector T has been expressed with respect to £ c :  

~ -  [ v~,  ~°T] ~ = ["~/AIc, ~°~/~lc] ~ (2) 

In the general case, the target  frame 9CT is moving. Its 
twist is hereafter denoted by: 

T T T [ ~ / A  T 
= cor~S] = WT/AIT] (3) Tref [Vref} IT' 

State space model of the system is now derived. 

P o s i t i o n  s t a t e  space  e q u a t i o n  

By definition: 

x = T-----~IT = R A / T  XlA 

Derivating equation (4) leads to: 

- -  RA/T XlA + RA/T Xld 

Reporting (1) into (5) provides us with: 

= [~A/TIT]x RA/T XIA + RA/T XlA 

Moreover: 

RA/T XlA -- 

(4) 

(8) 

(6) 

d A---¢j~) RA/T --~ (-A---~IA + 

RA/T (--VT/AIA + VC/AIA) 

--RA/T VT/AIA -I-RA/T I~C/AVC/AIC 
(7) 

For the sake of simplicity, let us introduce R = RC/T. 
Then, by reporting (7) into (6), and by using (2) and (3), 
we finally obtain: 

;~ -- --[03ref]× X -- Vref + R V (8) 
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Or ien t a t i on  s t a te  space equa t ion  

From Rodrigues formula, it can easily be shown that" 

1 (R- R T) (9) [y]× = 

Derivating (9) and using (i) leads to" 

[Ylx -- 21 ([COG~TIT] x R + t {  T [COG~TIT] x) (10) 
Then, after basic but tedious computations (see [7]), it 
can be shown that" 

1 ( t r a c e ( R ) I a -  R) ¢oC/TIT (11) ~)-~ 
Considering that: 

O.;C/T]T -- COC/AIT -JF COA/T]T 

= R w - wref (12) 
the final expression is: 

1 (trace(/{) I3 - R) (R w - w ~ f )  (13) ~=~ 

Global  s t a t e  space equa t ions  

By merging (8) and (12), state space representation of 
the system can be written as: 

= Ao ~ + A(~) ( r -  ~'<~fIc) (14) 

with: 

( 
T r e f l  C --  R T  O.~re f 

( 1 3  03 ) ( R 0 3 )  
A ( ¢ ) =  Oa B(y) 0a R 

1 ( t r a c e ( R ) I 3 -  R) (15) B(y)  = 

By using Rodrigues formula in (15), it can be established 
successively (see [7]) that: 

trace(R) = 1 + 2 cos 0 

B(y) - cos0 I3 sin0~__ [U]x - ------7----1 - cos0 [u]2 x (16) 

71" B(y) can be shown to be invertible provided that 0 < ~. 
Moreover, it can be derived that'  

1 sin 0 1 - cos 0 
B-I (Y)  : c--0~s 0 I3+  1 + cos------~ [ U ] X + ~ c o s  0 [u]2x (17) 

P a r t i c u l a r  case : fixed t a r g e t  

When the target frame is motionless (i.e. the robotic task 
is reduced to a positioning task), state space representa- 
tion (14) is simplified into" 

= A(~) T (18) 

4 Con t ro l  design 

The control objective, i.e. bringing ~'o on S-T, can be 
written as bringing (2 to 0. Nonlinear decoupling ap- 
proach provides us with the following control law: 

. = A - ~ ( ¢ ) ( - K  ¢ -  A0 ¢ ) +  ~ S , c  (19) 

where gain matrix K is given by K = ( kz I303 kv03 ) i 3  

Reporting (19) into (14) establishes clearly that ~ expo- 
nentially decreases. Moreover, the convergence of x and 
y are decoupled, and their exponential decay can be ad- 
justed independently by tuning scalar gains kx and k v. 

When the target is motionless, we recover the classical 
control law (as previously established in [7]): 

T = - n - l ( ~ )  K 4 (20) 

5 Keep ing  the  ob jec t  in the  c a m e r a  field of view 

We now focus on positioning tasks, i.e. we want to bring 
~Cc to a special configuration. 

Control law (20) requires the on-line measurement of the 
camera frame configuration ¢. To this end, an object 
whose geometrical model is known, is located in the scene. 
As long as it remains in the camera field of view, ~ can 
be computed. However, control law (20) does not ensure 
that this condition is satisfied during the whole camera 
motion. 
Therefore, we propose here to achieve positioning tasks 
by using general control law (19). The target frame tra- 
jectory can then be used to keep the object in the cam- 
era field of view. In order to demonstrate the feasibil- 
ity of this approach, a very simple design of 5rT trajec- 
tory is presented herebelow, and has been investigated 
experimentally, as displayed in the following section. In 
future works, a more thorough design of 9cT trajectory 
should however be considered, in order to improve con- 
trol law (19) features. 

As abovementioned, control law (19) ensures that the $'c 
translation and orientation behaviours (i.e. behaviours 
of x and y) are decoupled. This feature allows to sim- 
plify $-T trajectory design as follow: we can let y expo- 
nentially decrease without any reference trajectory, and 
then ensure that the object remains in the camera field 
of view by only specifying a target frame 9CT translation. 
In other words, we can consider that ~CT orientation is 
fixed (namely identical to the orientation of $ c  goal con- 
figuration), therefore wref = 0, and we have then only to 
design v~ef. 

The most elementary way to keep the object in the cam- 
era field of view is to force its frame origin to describe 
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a straight line in the camera image plane, and to con- 
trol the distance between the camera and the object such 
that,  not only the object frame origin, but each object 
feature, belongs to the image plane. 

Let us first impose the object frame origin motion. Let 
(u, v) T denote the projection of the object frame origin in 
the image plane, (ui, v~) T and (uf ,  v f )  T denote its initial 
and final values (as evaluated from respectively ~-c initial 
and goal configurations), see figure 2. Our objective can 
then be writ ten as: 

- + 

where a (y)  is a smooth function monotonously varying 
from 0 when y = yi (with yi the initial value of y) to 1 
when y = 0. c~(y) allows to tune the convergence to the 
goal location with respect to those of the orientation. We 
have here chosen c~(y) - 1 -  IlYll For any values l Yil # 

0, this relation ensures a suitable trajectory generation. 
When IlYill ~ 0, IlYil[ can be shifted to any arbitrary non 
null value, and then the main results remain unchanged. 

Init ial  posi t ion 

ight l ine 

~, v ( y ) ]  , ~ [  u ( y ) ' ~  N4~ Current  posi t ion 

>, 
Image plane 

F ina l  pos i t ion  

F i g u r e  2: Trajectory in image plane. 

In order to completely describe the target  frame location, 
it remains now to specify the depth of the object frame 
origin in the camera frame. Provided that  the projection 
of that  point in the image plane at initial and/or  final po- 
sition is not located on the boundary of the image plane, 
and provided that  the initial and/or  final position of the 
camera is not glued to the object (these conditions are 
very largely satisfied in most practical applications), one 
can rely on the simplest choice: 

zi and z /  are respectively the depth of the object frame 
origin in initial and final camera frames, and Zd is the de- 
sired depth when Yc  orientation has reached the value 
y. In some rare applications where the 2 abovemen- 
tioned conditions are not met, relation (22) should then 
be replaced by another one, dedicated to the application 
that  is considered. In all forthcoming experiments, re- 
lation (22) has successively been used, although object 
features at initial or final position were in a corner of the 
image plane. 

From relations (21)-(22), we can now easily compute, as 
a function of y, the location of the camera that  would 
ensure that  the object frame origin moves according to 
a straight line in the image plane. This defines target 
frame 9CT location. It is then only tedious computations 
to derive the expression of v~ey as a function of y, see [2]. 

Control law (19) ensures then that  $-c location converges 
to )rT location. Moreover since initial ~cc and 9CT loca- 
tions are identical (by definition, see figure 2, orientation 
part does not interfere here), from a practical point of 
view, $-c location will always remain very close to ~T 
location. This ensures that  the object remains always in 
the camera field of view, as desired. 

6 E x p e r i m e n t a l  r e s u l t s  

This section presents experimental results obtained with 
our robotic platform. Our experimental cell is composed 
of a cartesian robot with 6 dof (see figure 3). A CCD 
camera is embedded on the end effector and is connected 
to the vision parallel architecture Windis. The manage- 
ment of the system is ensured under VxWorks Real Time 
Operating System [10]. 

~ti~i~t~;::~!~=1~:i~:~i~i~i~:ii~i:i~.:~.~:~i~;;;~:~ iiiiiiiiit!:~iii'~i',iii';~iii::;;~iiiiiiiiNiiiiiiiiii}NNNN ........... i',',i',~i',',i',t',ii~:;iN!NN 

."~.~ ..... .~ . ~ . ~  " . ~ " ~  t,. :"t :k'? ;i----------}~ " :i::iii!i!i!~!~i 

N ~ - - ' - ' - - - - : ' : ~ @  Nit~i!!!i:i:i'i:i:i 

"~ : ' " ~ . ~ : . - ~ t ~ : : . . : . : . : .  :':" ~ . :::::::::::::::::::::::::::::::::: .:iii: 

: i -~ i 

F i g u r e  3: Robotic platform and reference object. 

The vision process has been implemented on the Windis 
architecture. The reference object (see figure 3) is com- 
posed of four points (4 LED) which define a tetrahedron. 
On the low level board, the grey levels and a list of se- 
lected pixels corresponding to the highest gradient are 
extracted. The pose of the object is extracted from the 
images and an internal model with Dementhon's  algo- 
ri thm [4]. All of this implementation is made at twice 
video rate (80 ms). 

We have defined 2 special camera configurations. In 
C1, the object is centered in image plane (the cam- 
era configuration with respect to the object frame is 
([0, 0, 0.6], [0, 0, 0]) T in (meter, degree)). In C2, the object 
is in the right down corner of the image (the camera con- 
figuration is then ([0.86, 0.48, 0.67], [ -20, -20, - -681)T) .  
The experiments consist in moving from one configura- 
tion to the other one. 

We have first experimented the classical control law (20). 
All the gain values are fixed to 0.125. Figure 4-right 

1627



t 

i!il 
-50~ 

o~ : : 

lOO,- • * 

1501" ,, 

2ool- *¢ 

~O~o , , , , o ;o ,6o ,6O ~6O ~o 
250 

-250 -200 -150 -100 -50 0 50 100 150 200 250 

ii!f' 
-501- 

5Or" 

1QOP 

15C 

20C 

~_o~6o , , , ' 6 ~'o ,~o 16O 2~o 2,0 
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F i g u r e  5: Evolution of the velocities 

shows that LED P4 leaves the camera field of view. 
Therefore, the pose of the object can no longer be com- 
puted (figure 4-1eft shows the trajectory of the object 
frame origin), ~ can no longer be evaluated, and therefore 
the robot must stop. Figure 5 shows the corresponding 
translation and rotation velocities. 

Secondly, we have experimented the new control law (19). 
All the gain values are also fixed to 0.125. Left part of 
figures 6 to 11 deals with a motion from C1 to C2, when 
the right part deals with the reverse motion. It can be 
checked (figure 6) that the 4 LED always remain in the 
camera field of view. Moreover, the trajectory of the 
object frame origin (figure 7) is close to straight line, 
as expected. Figures 8 and 9 present the correspond- 
ing translation and rotation velocities. Figures 10 and 11 
show the evolution of state vector ~ = (x T, yT)T. Dur- 
ing the tracking, except at the beginning, the tracking 
error is always less than lcm. It persists a noise on the 
third component of x more important than the others. 
This is probably due to the depth estimator used in this 
experimentation. 

In the last experimentation, we analyze the effect of an 
increase in the gain values from 0.125 to 0.5. Figure 12 
shows that the object frame origin remains always in the 
field of view of the camera, but its trajectory is no longer a 
straight line. We think that this effect is due to approx- 
imations in kinematic modeling and also to calibration 
errors (extrinsic and intrinsic parameters of the camera). 

F i g u r e  6: Trajectories of the points in image plane. 

Initial 

Final 

Final 

Initial 

F ig u r e  "7': Trajectories of the object frame origin. 

. . . .  Vx r~ 
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o so loo 15o 200 ~so 300 35o 4oo ,oo  

F i g u r e  8: Translation velocities (mm/s) 
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F i g u r e  9: Rotation velocities (degrees/s) 
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F i g u r e  10: Evolution of the state vector x 
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Figure  11: Evolution of the state vector y 
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Figure  12: Trajectories of the object frame origin 

7 S u m m a r y  and  Conc lus ions  

In this paper, we have proposed a new control strategy to 
ensure that the object remains in the camera field of view 
when using a position based visual servoing approach. 
It consists in tracking a iteratively computed trajectory. 
The originality of this work is based on the choice of the 
generated trajectory and on its capabilities to take into 
account for the current state of the robot. Experimenta- 
tions have been carried out on our robotic platform, and 
have demonstrated the validity of this approach. 

Nevertheless, many improvements must still be done. 
In this paper, the design of the target frame trajectory 
(COre f = O, a straight line in image plane) is as simple as 
possible from a computational point of view. However, 
from an experimental point of view, there is no guarantee 
that robot motion is then optimum in some sense. We are 
currently working on target frame trajectory design, in 
order to introduce nonlinear curves in image plane which 
may ensure better performances from robot motion point 
of view. It could also allow us to deal with nonholonomic 
constraints on robot motion. 
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