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Short Papers

Visual Servoing in Robotics Scheme
Using a Camera/Laser-Stripe Sensor

D. Khadraoui, G. Motyl, P. Martinet, J. Gallice, and F. Chaumette

Abstract— The work presented in this paper belongs to the realm
of robotics and computer vision. The problem we seek to solve is the
accomplishment of robotics tasks using visual features provided by a
special sensor, mounted on a robot end effector. This sensor consists of
two laser stripes fixed rigidly to a camera, projecting planar light on the
scene. First, we briefly describe the classical visual servoing approach.
We then generalize this approach to the case of our special sensor by
considering its interaction with respect to a sphere. This interaction
permits us to establish a kinematics relation between the sensor and the
scene. Finally, both in simulation and in our experimental cell, the results
are presented. They concern the positioning task with respect to a sphere,
and show the robustness and the stability of the control scheme.

Index Terms— Vision-Based Control, Task Function, Laser-Stripe, In-
teraction Matrix, Sphere.

I. INTRODUCTION

Nowadays, the vision sensor is increasingly an essential element
in the resolution of complex problems of environment perception.
Its miniaturization and recent image processing developments have
made possible, first, the mounting of the visual sensor on the end
effector of a robot, and secondly, the integration of visual information
in a robot control loop. These developments have made feasible the
accomplishment of many more robotics tasks such as target tracking
and obstacle avoidance.

Some of the earliest work on the use of sensory feedback was done
by Bolles and Paul in [4] and was experimented in a programmable
assembly system. Sanderson and Weiss conducted work on the use
of visual data in robot control [15]. They presented two separate
approaches. The first, commonly called “position based”, is founded
upon the adjustment of the end effector pose parameters [2], [3],
[14]. Thus, in this approach, an interpretation step of the end effector
pose is necessary. This step usually includes some inaccuracies,
depending on the visual sensor geometry, environment and robot
models. Moreover, the search for the end effector pose is time
consuming and may affect the system’s overall behavior. The second
approach, which removes the drawbacks of the previous one, directly
controls the end effector of a robot using visual data. This control
scheme corresponds to the one we developed and is called “visual
servoing”.

In this approach, the control is directly specified in terms of
regulation in the image. It is noteworthy that this approach has the
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advantage of avoiding the intermediate step of the estimation of the
3D pose r of the workpiece with respect to the end effector.

It has been shown in [6] that all visual servoing tasks can be
expressed as the regulation to zero of a function e(r.t), called
vision-based task function,’and defined by:

e(r.t) = C [s(r,t) — s"] (1)

where
« s(r,t) is the value of the visual features currently observed by
the camera. These features are associated with the 2D geometric
primitives in the image that correspond to the projection of the
3D primitives in the scene. They depend on the pose r between
the sensor and the scene;
* 5" is the desired value of s to be reached in the image;
« ( is a matrix which has to be selected as an approximation to
the inverse Jacobian matrix related to s.
For a given vision-based task, modeling consists in choosing the
relevant visual features to achieve the task, and then constructing
the matrix C. It requires the establishment of the interaction matrix
related to the chosen visual features, which is defined by:

a=Ll¢ )

where 5 is the time variation of s, and £ is the object velocity with re-
spect to the sensor (with £ = (T, 2) = (T, Ty, T., Q.. Q,. 2.)7).

The control problem can then be formalized in terms of sensor-
based-control [11] applied to visual servoing. A basic control law
consists in trying to insure that the task function e(r.t) behaves
approximately like a first-order decoupled system. In that case, we
should have ¢ = —Ae where A(>0) controls the speed of the
exponential decrease.

Since e(r,t) depends on the motion of both object and sensor,
we have:

de de
a—rfc + 3 3)

where the sensor velocity &. is considered as the input of the robot
controller. Therefore, £. can be chosen as:

— -1 —
de de
e (é—) (-Ae e 5) @

where 55;’8:'- and 53;’3: have to be determined. It is shown in [11]
that a sufficient condition for an exponential convergence of e is

given by:
— -1
de [ de
(%) 50

This relation allows us to choose C as C' = Lf;; 5-. Where L|Ts+= .
is the pseudo inverse of the interaction matrix computed for 5 = s*.
Indeed, in that case, we have de/dr = Lf::s. L% which allows
us to consider de/dr = I,. in the control law (4). The positivity
condition (5), now reduced to Lf:__ g+ LI >0, is thus satisfied in the
neighborhood of s*. Furthermore, de/8t represents the contribution
of a possible autonomous target motion and is generally unknown.

e=
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Consequently, if the object is motionless (J¢ /3t = 0), the control
law (4) can finally be written:

€= —Ae = —AL{pe g+ [8(r.t) — 5°] 6)

This simple control law only requires the tuning of gain A. which
depends on the rate of the control law and the robot dynamics.

II. CoupLING A CAMERA AND LASER STRIPE

In [5] and [6], Chaumette and Espiau ef al. modeled a set of low
level geometrical primitives such as points, lines, circles, cylinders
and spheres using a single camera. Our work also consists in the
modeling of visual data, but by using a sensor termed “active” in the
sense that it is composed of a camera and two laser stripes. The use
of laser stripes allows us to reduce illumination problems. A camera
alone detects more information about the image than necessary, and
therefore computing time of the image processing is generally high
because of the complexity of the scene. Laser stripes remove this
drawback because only the information given by the projection of
the laser stripes on to the scene is detected by the visual sensor.
Laser stripes in robotics have been widely used in real-time tracking
of moving objects [13], and also in many applications involving
the recognition and interpretation of a workpiece surface [1]. The
particular aim of these applications was to search for the three
dimensional information of the visualized objects.

In our application, we use two laser stripes rigidly attached to the
camera, which are fixed to a robot manipulator. Each stripe projects
a light plane on to the scene, which is static.

In this case, the visual features observed are very straightforward
to detect and depend only on the geometry of the object. The features
are limited to points of discontinuity or straight lines in polyhedral
scenes [8], [9], [12]. Therefore, image processing is thus significantly
reduced, procuring a saving of time which enhances the dynamics of
the system. The only constraint imposed by the laser stripe is to know
the approximate position of the laser plane with respect to the camera
frame. This can be obtained using classical calibration techniques [8].
Knowing the laser plane parameters and the geometry of the objects,
we can model visual data observed in the image. After modeling the
related interaction matrices, we can build the control scheme given
by (6) which will enable visual servoing.

We now present a general method for the modeling of these
interaction matrices. Let us consider an elementary visual signal
s provided by this sensor. This camera-laser feature is defined as
a function s = f(p(r)) which depends on the configuration of
the considered primitives, represented by the parameters p. These
parameters p depend on the pose r between the sensor and the
primitive. So, the time variation of s can be obtained as:

Y

dp Or

where s represents the time variation of s in the image, and 7

is nothing but £, the object velocity with respect to the sensor

(§ = 7 = dr/dt). We then have the interaction matrix L} expressed
by

r 7)

T _ Os Osdp

Ls — R e

or  Opor

The computation of ds/dp is generally trivial, and we will see in the

next section how to compute dp/dr.

If we choose a new representation of the considered primitive,

parametered by the function ¢ = ¢(p). which depends on the initial
parameters p. we can express ¢ as follows:

. _ 0q.
!I—app

(8)

(9
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Fig. 1. Camera-laser coupling with a sphere.

and then the corresponding interaction matrix is given by
¥ .08 7 Op
$ 7 dqdpor
In the past [12], this method has been used to compute interaction
matrices related to polyhedral scenes. In that case, visual features only
consist of points of discontinuity and straight lines. But this method
is more general since it can be applied to any geometrical primitive.
In the next section, we present the case of a spherical scene using
several representations in the image plane [10].

(10)

III. MODELLING VISUAL FEATURES OBTAINED FROM A SPHERE

In order to model visual features obtained from a spherical scene, it
is mecessary to select those which can be used in the control scheme.
Then, we have to compute the related interaction matrix.The sphere
(see Fig. 1) is represented by its center mo = (zoyoz0)? and its
radius 7, such as

(2= 20)* + (¥ — w0)’ + (z — 20)* = r* = 0. (11

Each laser stripe rigidly attached to the camera is characterized by
a plane equation:

ar+ by +cz+d=0. (12)

As shown in [7], the visual servoing approach is not sensitive
to approximate models and calibration errors. Therefore we can
consider, without loss of generality, a pinhole camera model with
unit focal length, so that a point z(z,y.2)7 in 3D space projects
into X = (XY1)7 on the image frame with

1

X ==z (13)

By using (13) into (12) and (11), we can express the ellipse equation
giving the projection in the image of the intersection between the
sphere and the laser plane (see Fig. I). Obviously, the camera only
detects the portion of the ellipse corresponding to the near side of
the sphere. The equation of this ellipse is given by [5]

Ei(X, A =X+ A, Y + 24, XY 4+ 24;X

+24,Y + 4 =0 (14)
where
Ar =[b%(=5 + 5 + 25 — r°) + 2bdyo + 4] /Ao
Ay = [ab(z5 + 3 + 2§ — 7°) + adyo + bdzo]/Ao
Az =[ac(z5 + i + 25 — r°) + adzo + cdzo] /Ao
Aq =[be(z3 +ys + z& — r*) + bd=zo + cdyo) /Ao
Az = [cz(:g +y2 4+ ap —r?) + 2edzo + dz},z'Ao
Ao =a? (23 + vo + 25 — %) + 2adzo + d* # 0. (15)

We now describe the computation of the interaction matrices related
to three representations of the sphere projection in the image. The
first uses the A; parameters above. The second uses the classical
moments of inertia of the ellipse, and the third searches for the points
of discontinuity depicted in Fig. 1.
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A. A; Parameters

In this case, we have s = A = (A;,---.4;) and p =
(a.b.c.d,xo,yo0. z0, 7). In order to establish the interaction matrix
related to these parameters, we have to compute the time variation
of A which can be expressed as follows:

. O0Adp
A= T Ef . (16)
In our conditions, we have @ = b = ¢ = d = # = 0. since camera
and lasers are rigidly coupled, so that the laser plane and the image
plane are immovably locked together. p can thus be restricted to
p = mg = (rg,y0,20). We have mg = —T — £2 x mg, which
allows us easily to compute dp/dr. We obtain

-1 0 0 0 -0 Yo
Q-;-’— 0 -1 0 z0 0

= 17y
or 0 0 -1

—xg
— Yo Iy 0

Moreover, we have from (15), (18), shown at the bottom of the page,
with a = 2a’ro+2ad, 7 = 2a’yo and v = 2a°z0. L is thus easily
obtained by the matrix product of JA/8p and dp/dr

B. Moments of Inertia

The ellipse parameters can also be expressed from moments of
inertia m,; = YxepTyepX 'Y (with { + j < 3). which can easily
be extracted from a digitized image. Then, as new representation of
the ellipse, we choose the parameters p = (X.. Y. p20. p11, poz)
with [5]

Xe =mio/moo = (A1 45 — A2A4) /A

Y. =moifmoo = (As — A243)/A
20 =4(mag — mooX2)/moo = —A K /A
p11 =4(m1 — mooXcYe) /Mmoo = A2 /A

oz = 4(moz — Mmoo Y, )/moo = =K /A (19)

with A = A2 — A; and A’ = X? 424, X. Y. + 4, ¥? — 4;. We
can now construct the interaction matrix related to s = g. From (10),
we have

-
B = 34 o {20)

where JA/dr is nothing but the interaction matrix L:‘; and Op/JdA
can easily be determined from (19). We deduce the interaction matrix
L};, expressed with the representation g using the following relation

[8]:

Ay = poz /oo

Az =pn fmu

Az = —(Xcpoo + Yopr1)/ 20

Ag == (Yepoo + Yopn )/ oo

As = [ud) — paopoz + X2 pz0 + 2un1 XY, + 102 Y]/ p20.
(21)

C. Points of Discontinuity

In order to elaborate the interaction matrix related to the points
of discontinuity, it is necessary to determine the expression of two
ellipses (see Fig. 1). The first ellipse, given by (14), is the projection
on to the image of the intersection between the sphere and the laser
plane. The second is given by the sphere projection on to the image (a
circle if the sphere is centered in the image) and can be expressed by:

ExX.B)=X"+B Y+ 2B XY +2B:X

+2BY +B;=0 (22)
where [5]
B, =[r® — 2% - :2]/Bs
By = [xoyol/Bo
Bs = [z0z0}/Bo
B4 = [yn:u]f(-Bu
Bs =[r* - 25 — y3]/ Bo
Bo=rl—yi-:t#£0. (23)

The intersection of these two ellipses defines two points which
are precisely the points of discontinuity under consideration. Then,
we can determine the interaction matrix related to each point of

discontinuity X. = (X,..Y.). We compute the time variation of
the expression E1{X,A) and F2(X, B). We have:
. 0E; . 0E, 4 _
L e T
s 0F, . 0Fy o
Eggﬁ—eXCJ——éJ—B—B—O. (24)

We thus obtain a linear system with X..Y. as unknowns. The
resolution of this system gives the interaction matrix LIY. of the
point of discontinuity, knowing: :
= the coordinates X..Y. of the point of discontinuity extracted
after each image acquisition;
+ A given by (15), A given by (16), B given by (23) and B
obtained in a similar manner to A. These expressions depend
on £ and 3D scene parameters.

IV. RESULTS

As a testbed, we used two laser stripes coupled to the camera
sensor, mounted on the end effector of a 5 degrees of freedom robot
manipulator which does not provide the rotation {2,. The chosen
task consists in positioning the camera with respect to a sphere in
such away that the projection in the image gives a centered circle
(ro = yo = 0.zp = z7). The experiments were performed with a
sphere of radius 3 cm, the desired distance =~ between camera and
object being fixed at 30 cm. We used the different parameterizations
presented in the previous section, i.e., the A, parameters, the moments
of inertia and the points of discontinuity. In all our tests, we used a
constant gain A, fixed experimentally at 0.1. With higher values, the
control law can become unstable, especially if the robot starts very
far from the desired position. On the other hand, with lower values,
stability is always ensured with a slower speed of convergence.

2522:0 e O(A]_ 2!}2?;0 -+ de — BA;[ 252 0 - ’}"4._1
A 2abzo + bd — aAz  2abyg + ad — 34, 2abzq — vA2
5;— - - 2acrg + cd — ads 2acyo — 5 A3 2aczg + ad — Az (18)
Ag

2bcrg — ady
2c%zg — ads

2bcyg + cd — FA4
2(?2:00 = ,3A5

2bezo + bd — A4
2("2.20 + Qt’f'd - “]fA;',
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Fig. 2. Use of the A; parameters in the control law.

A. Results Using the A, Parameters (see (15)), s™ is given by s* = (47,0043, A3, A],045,0A45,) with:
We first perform the positioning task using the A; parameters. Both
laser planes have been calibrated in order to produce two orthogonal Fo T 21/d2
. : 3 : G ; Al =balz" =)+ dig)/di
ellipses centered in the image at the desired position. These particular i o » i
configurations simplify the relation (11) which is given by Al =[buen (=" — %) +budn="]/ d;] :
As = [6?1(3. — ?’2) + 2endn =" +dn)/di

an=0, bn#0 cn=1 = : B : j
Pt {di: = —(z“'”— ?’2');’:*1 A}y =dh/lak(z" — 7*) + dia]

ap #0. bp=0. co=1 A3y = [enen(s” - 7'2)"" ﬂizdm:'])'{[“iz(;‘ %)+ flﬁz]
R {dt-z =i~ i )" =1 Asp = {('Ifb(:- = "‘2) + 2er2dp2 =" + d?ﬂf"[“-fz{ﬁv -r’)+ df:e]-

With  two laser stripes, we can choose s i
(A1 Az A A As1 A2 A Asa Asn Ase)  where A, is the The interaction matrix related to s = s" is expressed as (26),
parameter A, corresponding to the ellipse j. At a desired position shown on the next page. In this case, the rank of Lf3=s. is 3, with
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kernel given by:

I\'er(LE;:s.) =

Dl—‘C}C:'Ogr,

747

We note that, because of the particular configuration of L{_s..(,
could be used instead of V; and Q. instead of V.

g 0
£ 0

0 0

1 0 @1

0 0 .
0 1

This means that 3 camera degrees of freedom, correctly chosen
using the form of the interaction matrix, are sufficient to achieve the .

We present simulation results in Fig. 2, with noise corresponding to
errors in the robot and sensor geometric models, as well to errors due
to the image processing (2% white noise on the image coordinates
and on the camera location). The different parts show (see Fig. 2):

{2a): the target image (configuration of the ellipse in the desired
image);
(2b): the initial image observed by the camera before visual
servoing;
(2c): the behavior of each component of the control vector

Z. -

positioning task. We have selected the camera translational velocities during visual servoing (translational velocity 7,..7T,.T.);
T.,T, and T.. In this case, the corresponding interaction matrix « (2d): the evolution of the overall error ||s — 5°||;
consists of the first three columns of the general form given in (26). * (2e): the behavior of each point of discontinuity during the task.
0 le‘dl zbf_;* —251.0!, i b o
bed ‘40] AOI ‘401 b d i
10 1412
0 0 0 - 0
A3 y:
Cc1ay c1a;z
0 0 0 - 0
Al p ” Ay
0 lel bi(2cy 3‘ +dy) —f-‘lfflz 0 0
A(]l 2 AOUI a ADI
0 0 ———“(”I‘ o) 0 0 0
r o 01
Lis=s- = ~24}502d> " —2435a32" ; “24hads | %
b . ah - Ay
0 ot 0 2ad 0 0
* -’{02 * - - -)102 - -
—d(2A3,02 — c2) —aa(—2¢cp2" — dy + 2A5,a22") —d2z7 (245202 — c2)
e 0 - 0 - 0
Ag, Agy 5 Ag2
0 cdy 0 . L 0 0
A ) i Ags i
—2A%502d- 0 262z" 4 2cpdy — 245,032 0 —2A%.a0d2z" 0
LT FEn A,
% 0 0 0 2. i
@ - o= = _* 2
0 #2’{31 —,.-3{232 = x) _ M0, 2 0 0
@ i iy
0 2tmd L AR 0 0
i Gy, @ gy, Cphgg, g
-Z 0 0 0 S22 i)
o " [
0 0 —2(‘(‘7";“) 0 0 0
Lis=s-==| 2 i~ e 5
Ao Aopga, Ao
30,0 f20, 02"
0 SR 0 e 0 0
ADP(}.E; . i Aﬂl‘v?uz
0 0 =plagl —® 0 0 0
Aopiso,
Qfto, Y oo,z
0o - 0 2 0 0
Aopha, e Aopigy, =
[2 407 L2 oz
2— 0 -2 0 2 0
\" % Aopiga, Ao /
a= (22 -rY)/s Ag = ah (2> - r2) + a’
with 3 = anpio, and Ky = pgg, (2" —a) + 8%z (29)

o= bmﬂEnQ

Ky = pgp (2" —a) +

7
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Fig. 3. Use of the moments of inertia in the control law.

We observe in Fig. 2 that the convergence to the desired image
is correctly performed. The stability and robustness of the control
scheme have been proved under a variety of simulation conditions.
Note that the noise introduced into the measurements and robot
locations brings little perturbation to the system.

B. Results Using the Moments of Inertia

We can perform the same positioning task from parame-
ters given by the moments of inertia. We now choose s
(Xe, Yo, pt200- ping - Ho2, - Xegs Yoo fizog. 11, fo2, ). Using (19),
5" is expressed by

X3 = X0 =Y = Y5 = by, =i, =0
* 2u 72 2w 2u
pag, =70 bz + 22—

* 2% 2 2w 2» 2
oz, =77 flapz"" + =2 - 7%)

o
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The expression of the interaction matrix related to s = s is easily
obtained; see (29), shown at the bottom of the previous page.

This matrix has the same kemel as that using the A; parameters.
In this case, we used camera velocity components 7-. ¢, and (1,
to accomplish the task. The expression of the corresponding task
function and control law can be obtained in a similar manner as
stated previously. Fig. 3 presents the simulation results obtained in
the presence of noise.

C. Results Using the Points of Discontinuity

Finally, the positioning task with respect to a sphere was carried
out in our experimental cell using the points of discontinuity of the
ellipse. Using two laser stripes, we have s = (X3, Y7.---. Xa. ¥5).
where the first two points belong to laser plane 1 (an 0) and
the last two points belong to laser plane 2 (b2 = 0). At the

Jios, Sy =TT M =), (28) desired position, the sphere is centered in the image, thus s =
" 0 wad S 0 e 0
I, " T L 2 % - _ %
X'K 0 % .+r 0 _.X Lz 0
2bn 2bn 2{1{1
=" (R 0 o 0
X"K Cai XYK"
-1 0 0 0
L?-;—S' e 2bn 22th 2by
0 . YR e PR 0 0
2ap2 2ap Zag ”
2 YK ' g ) gl iy
:t I “:t i it 0
0 1 ) 0 Ocr( v - o
0 2" et —z* 0 0
with h = :*2 - (30)
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Fig. 4. Use of points of discontinuity in the control law.

(X",0,-X",0,0,Y",0,-Y") with X* = ¥Y* = r/y/2** — 2,
The rank of the interaction matrix related to s = s* is again 3. The
matrix is obtained as (30), shown at the bottom of the previous page.

The processing applied to the image consists of a simple direct
thresholding which keeps only the information corresponding to the
over-light area due to the laser stripe projection on to the scene.
It is then easy to extract the points of discontinuity of the ellipse
with a sampling rate equal to the video rate (25 Hz). Results
obtained in our experimental cell using the three translational degrees
of freedom are shown in Fig. 4. They show the stability and the
exponential convergence of the control law. We may remark that
these experimental results and those obtained in simulation with other
parameters display approximately the same behavior.

V. CONCLUSION

In some applications, using only a camera may turn out to be
restrictive due to the difficulty of extracting “useful” information from
the image. That is why a special sensor, created by the coupling of a
camera and laser stripe, was chosen. Indeed, with such a sensor, image
processing is significantly reduced, and moreover the primitives in the
image are relatively straightforward. In this paper, we have presented
a general method for modeling visual features using this useful sensor,
and applied this method to a spherical scene case. Then we integrated
this work under the task function approach which enables positioning
robotics tasks to be performed with good results from the point of
view of robustness and stability. Finally, in simulation and in our
experimental cell, results were presented for the positioning task with
respect to a sphere.

In all the experiments, the interaction matrix and its pseudo-
inverse C' are computed only once since they are chosen constant
and correspond to their value computed at s = s desired image.
Computation time is thus the same as far as interaction matrices are
concerned. In the same way, numerical stability is equivalent (and
good) for the three representations that we have studied. The main
differences between the three approaches are the manner of extracting
the visual data by image processing and the level of noise related to
each of them. In our case, no significant difference has really been

pointed out. Let us note that the method we have presented to compute
the interaction matrix is general. Similar derivations could be obtained
for other non polyhedral objects such as circles, cylinders, etc.

We have demonstrated the various advantages of a camera-laser
coupling. Nevertheless, this sensor has some constraints. This cou-
pling involves some restrictions in the laser stripe projection on to
the scene. It is necessary to choose the most favorable attitude of the
laser stripe in order to achieve a robotics task under conditions of
optimum stability. Moreover, a calibration step is essential in order
to compute each parameter of a laser plane. This calibration step is
necessary in order to compute the desired position to be reached in
the image (this could also be done by a learning approach) but, as
shown in [7], calibration parameters are not sensitive for the stability,
robustness and convergence of visual servoing.
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