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Abstract

We have been interested in a visual servoing system
for several years� Visual servoing is based on an array
of measurements taken from a set of images and used
each time as an error function to compute a control
vector� This is applied to the system �robot and cam�
era� and makes it move in order to reach a desired
situation� at the end of the task� directly depicted in
the image�

The originality of this recent work consists in im�
proving the visual servoing approach� To do this� we
consider a signal sensor vector constructed of a ge�
ometrical feature �such �x� y� point coordinates� line
parameters� etc� and its �rst derivative� In this paper�
we show how to work out the interaction matrix� We
have tested this new approach on workstation in the
case of the point feature� We have also implemented
it on our robotic platform� The overall results show a
great improvement due to the action of this new sig�
nal sensor� We are extending this approach to more
complex features�

� Introduction

The use of visual information in robot control has
been approached by several techniques� Many articles
propose tracking algorithms based on the detection
of moving objects in image space� and make a path
planning with a Kalman �lter ���������	�� However�
work dealing with the integration of visual information
in a robot control loop shows two possible approaches�

The �rst approach� 
Look and Move�� has some�
thing in common with the articles quoted above� This
is a technique where the position of the robot is esti�
mated with the data of the vision system� From this
estimation� the control to be applied to the robot end
e
ector is calculated to complete the task� In this case�
it is essential to have a model of the robot and to com�

pute at each iteration the situation between the robot
and the target� However� even if this sort of visual
servoing has been preferred for a long time because
of its simplicity of adjustment� various kinds of errors
cause interference ������� First of all� there are errors
in the visual extraction due to the visual sensor itself�
Also� errors in the modelling of the robot arise from
the di�culty of considering all the physical and elec�
trical characteristics of the robotic system� Finally�
there are some errors in estimation of the situation�
arising from lack of precision in the calibration of the
camera� and some interpretation errors�

These drawbacks are eliminated by the second
approach� 
Visual Servoing�� recently introduced
����������� which controls the robot end e
ector by in�
troducing the visual information directly into the con�
trol loop� The control law is expressed in the sensor
frame and does not need any interpretation step� In
this article� we present a control law where the sig�
nal sensor has been improved with its �rst derivatives�
The experimental results show the advantages of this
approach� such as the number of axes that can be con�
trolled and the robustness of the control law�

� Visual servoing

In this approach� the control is directly speci�ed
in terms of regulation in the image� It may be noted
that this approach has the advantage of avoiding the
intermediate step of 	D estimation of the target with
regard to the end e
ector� For a given robotics task� a
target image is constructed� corresponding to the de�
sired position of the end e
ector with regard to the
environment� Then� a robotics control scheme is de�
veloped directly based on disparities between current
and target image �������

It can be shown that all servoing schemes may in
general be expressed as the regulation to zero of a
function e�r� t� called the task function ����� So the



use of a vision sensor allows us to build up such a task
function used in visual servoing� It is expressed by the
relation�

e�r� t� � C�s�r� t�� s�� ���

where

� s� is considered as a reference target image to be
reached in the image frame�

� s�r� t� is the value of visual information currently
observed by the camera� This information de�
pends on the situation between the end e
ector
of the robot and the scene �noted r��

� C is a constant matrix� with which it is possible
to take into account more visual information than
the number of degrees of freedom of the robot�
with good conditions of stability and robustness�

For a given task� the problem consists� �rst of all�
in choosing relevant visual information to achieve the
task� and then in constructing the constant matrix C�
The visual information provided by the wrist�mounted
sensory apparatus is modelled as a set of elementary
signals s associated with the �D geometric primitives
in the image corresponding to the projection of the
	D primitives in the scene� The interaction between
sensor and scene is described �in the matrix form� by

�s

�r
� LTs ���

called the interaction matrix which links the interac�
tion between the robot and its environment� In the
case of visual servoing� we obtain �see ��� for example�
the relation

�s � LTs T �	�

where

� �s is the time variation of s�

� T is the velocity screw of the camera
T � �V ���T � three translations and three rota�
tions�

� LTs the interaction matrix�

By combining ��� and �	�� and considering an ex�
ponential convergence �for a task positioning� of all
components of the task function �i�e� �e � ��e� where
� is a positive scalar constant�� we obtain the following
expression of the control law�

T � ��LT�
s

�s � s�� ���

where LT�s represents the pseudo�inverse matrix of

LT
s
�

Figure � shows the visual servoing scheme�
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Fig� � Visual servoing scheme�

� The visual signal used

In all the work done on visual servoing� only a geo�
metric type of signal sensor has been used ������������
Even if some articles� such as ����	�� show that improve�
ments can be obtained in visual servoing by combining
the control loop with di
erent types of tools such as a
Kalman �lter or the generalized likelihood ratio test�
the signal sensor used is still purely geometric� How�
ever� we note a recently developed approach in ����
using �D a�ne motion parameters� in order to exe�
cute camera autosetting with regard to the target�

Our approach consists in improving the signal sen�
sor by using� not only a geometric feature �point�
line�etc�� but also the �rst derivative of this feature�
By using such signals� we increase the dimension of the
vector S� which enables more axes to be controlled�
We write the new sensor signal like this�

S � �s� �s�T ���

� The interaction matrix

From the derivation of equation ���� we obtained�

�S � ��s��s�T ���

With equation �	�� we can express the second
derivative of s with the following expression�

�s � �LTs T � LTs
�T ���

In the case of task positioning �which concerns us in
this paper�� it is reasonable to consider an exponential
convergence of the kinematic screw T of the form�

�T � ��T ���

where � is a diagonal matrix enabling the speed of



decay for each axis to be controlled�
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Under these conditions and using relation �	�� it is
possible to rewrite ��� in the following form�

�S �

�
LTs

�LTs � LTs �

�
T � L

T

ST ����

where we have de�ned the new interaction matrix
LT
S
as�

L
T

S �

�
LTs

�LT
s
� LT

s
�

�
����

LT
S
can be obtained even if only LTs is known�

� The Case of the point feature

In the simple case of the point feature x � �x� y� z�
in 	D space� the sensor signal is given by S � �X� �X�
where X and �X represent respectively the �X�Y � po�
sition of a point and � �X� �Y � its �rst derivative in the
image frame�

�X can be evaluated from the measurement of the
gap position between two successive samples� In the
case of more complex features� the derivative signal �s
can be evaluated by measuring the �optical �ow��

In this paper� this is the reason why we talk indif�
ferently of �optical �ow� or ��rst derivative��

In the case of a point feature� we note that ��� has
shown that the interaction matrix LTs is expressed by
the relation�

LT
s
�
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We note that it has been shown experimen�
tally���������� that we can use an interaction matrix
calculated only for the equilibrium situation� We note
this matrix LT

S�S� � The use of this interaction matrix
allows us to decrease the computing time and to avoid
any singularities during the control process�

By intuition� if the observed point is located on the
optical axis Oz in an equilibrium situation� it is obvi�
ous that any translation or rotation along or around
this axis is without e
ect on the features measured in
image space� In these conditions� the dimension of the
kinematic screw can be limited to � instead to �� The
interaction matrix is then square ����� and it is pos�
sible to compute its inverse� noted L��

S�S� � In the case
of more complex features� we use the pseudo�inverse
matrix instead of the inverse�

From relation ��	�� it is easy to show that at the

equilibrium situation �X� � �� �X
�

� �� �z� � ��� the
third and the sixth columns of LT

S�S� are equal to
zero� so we obtain�

L
T
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To facilitate parameter choice� we can assume the
same parameter for the translations along x and y

�� � �� � ���� and the same one for the rotations
around x and y �� � �� � ���� The matrix becomes�
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Then� the inverse of LT
S�S� is�

�LTS�S� �
�� �

�
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And� the �nal control law is�

Tc � ���LT
S�S� �

���S � S��

When � is larger with regard to �� we obtain the
same expression of the control law as in ��� for the
point feature concerning the use of rotation velocities�
In this case� �s has little in�uence in the general control
law behaviour� The closer � is to �� the more the
derivative aspect of the control is preponderant� A
global stability approach to the control law is being
achieved� and will enable the di
erent gains used to
be determined�

� Results

In this section� the control law described above is il�
lustrated through simulation and experimental results�

��� Simulation results

To evaluate the performance of the control law�
a simulator was written in C language on a HP�UX
Workstation �HP ������	��� In this simulator� the
model of the camera is taken into account� but we do
not consider the dynamic characteristics of the robot�

For all the tests� we consider an illuminated point
in the image plane �X�Y �� Its initial position is
����� ��	� and ��� �� represents the origin of the im�
age frame� The task is correctly performed when the
�nal location of the point merges into the origin of the

image frame� To show the advantages of the new con�
trol law� we tested it by introducing a pipeline delay
of ��� ms in the control scheme� For example� this
delay can be interpreted as the accumulation time of
the following delays�

�� delay in image storing at video rate ���ms��

�� delay due to optical �ow processing� In the case
of more complex scenes� processing of �s can be
obtained with an optical �ow measure� Typi�
cally� P�K� Allen ��� has implemented the Horn
et Shunck algorithm ��� in real time video with a
delay of ��� ms�

This pipeline delay can be assimilated as a pure
delay between action and reaction of the robot� It
does not a
ect the sampling period used in the control
scheme� Figure � represents the evolution of visual
information �position �x� y� in the image plane� with
and without optical �ow in the control law� In the
�gures� one iteration corresponds to �� ms�

Without optical �ow� the control law behaves as
a second order system with exponential damped os�
cillations� We note an overshoot of �� pixels in the
simulation�

With optical �ow in the control law� control of all
axes is achieved faster with a smaller overshoot ���
pixels�� We can say� then� that the main contribu�
tion of the optical �ow� in this case� is to stabilize the
control process�

��� Experimental results

To validate our approach� we programmed the con�
trol law on our experimental robotic platform� This is
a cartesian robot with � degrees of freedom �built by
the �rm AFMA Robot� and the parallel vision system
WINDIS ���� ����� This whole platform is controlled
by a VME system� and can be programmed in C lan�
guage under the VxWorks real time operating system�

��Overview of the parallel vision system

This architecture� developed in collaboration with
INRIA in Sophia Antipolis� France� implements the
concept of active windows� Two boards have been
developed for low and intermediate level processing�
At video rate� several active windows �of varying size
and position� are extracted from the image� Low level
processing is then executed� and results are sent to the
DSP module �intermediate level processing� through
Disbus�
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Fig� � Visual information � position in image space�

Windis architecture comprises three basic modules
�corresponding to three di
erent VME boards�� De�
pending on the complexity of the application� the sys�
tem will be built around one or more of these basic
modules in a such a way that we will be able to at�
tempt video rate performances� The three basic mod�
ules are �

� WINDIS Window Distributor Subsystem�

This module is used for window extraction� the
execution of low level processing and the distri�
bution of active windows toward the WindowPro�
cessing Subsystem� Window distribution consists
in dispatching lists of selected pixels and grey lev�
els through the window bus at the rate of �� Mhz
�

� WINPROC Window Processing Subsys�

tem� We associated one to sixteen DSP �����
modules with one distributor module� DSP mod�
ules are put together on mother boards and exe�
cute medium level processing on windows� Win�
dow processing modules provide a geometric de�
scription of the required primitive in each win�
dow� Four DSP modules can be used with each
VME mother board� Each module has ���k 	�
bits of general memory data and can execute pro�

gram developed in C at the rate of 		 Mhz�

� WINMAN Window Manager Subsystem �

The window manager controls distributor and
DSP modules� and executes high level process�
ing of application tasks� Moreover� it is used for
the tracking of the active windows throughout the
sequence� A ����� based cpu board implements
this module�

For each level� we introduced parallelism allowing
us to reach video rate for most of the application tasks�
The management of such a system is a tricky job and
requires the use of a real time operating system� For
ease of use� we chose to develop the whole system un�
der VxWorks�

��� Experimental results

In this section� we present di
erent experimental
results� The CCD camera is embedded on the end
e
ector of the robot and is connected to the vision
system WINDIS�
For the whole experimentation process� the initial po�
sition of the camera is close to � meter from the target�
The target is composed of a simple 
Led�� The appli�
cation runs at video rate ��� ms�� but the vision sys�
tem introduces a pipeline delay of �� ms �due to image
storage and processing in the window concerned��
The vision process is based on the extraction of the
centre of gravity of the illuminated point in the image
and on the active window tracking of this point along
the sequence�

Figure 	 represents the evolution of visual informa�
tion with and without optical �ow�

Figure � gives the real trajectory of the point in the
image space� We can observe that stabilization of the
process also occurs in the experimental site�

To show the stabilization e
ect of optical �ow� we
introduced another delay� This delay of � iterations
may represent the processing time for the extraction
of the optical �ow� It increases the pipeline delay by ��
ms� so the total amount of this delay becomes ��� ms�
This delay represents the time between vision sensor
acquisition and actuator control�

Figure � shows us the evolution of visual informa�
tion with and without optical �ow taking into account
the total pipeline delay of ��� ms�

As in simulation tests� we can verify the stabiliza�
tion of the control process due to the optical �ow� It
avoids too much overshoot while canalizing the en�
ergy of the system� Figure � also shows that the con�
vergence of the control task is greatly improved and



the number of iterations decreases from ��� to ��� In
fact� the stabilization can be interpreted as a 
phase
advance corrector�� which we usually �nd in the tra�
ditional 
Proportional Derivative��

� Conclusion and future work

A new control law� based on a visual servoing ap�
proach has been developed� The introduction of opti�
cal �ow improves the stability and the convergence of
the control process�

The main goal of the present work is to show the va�
lidity of this new approach� We considered a pipeline
delay close to the real implementation of an optical
�ow extraction algorithm ��� in the vision process�
We have introduced this delay into the visual servo�
ing scheme and showed that its e
ect can be reduced�
In our opinion� these �rst results are satisfying and
attractive�

We are now working on the real time implemen�
tation of an optical �ow extraction algorithm� This
algorithm gives us the speed of geometric features in
the image space� We will also be extending our new
approach to more complex features� such as segments�
circles etc�
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