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Abstract: In this paper we present a method of vision based control for agricultural

i machine, used to mow a vegetation. The problem we plan to resolve is the servoing
task accomplishment by using visual information provided by camera, embedded on
the machine. In this context, visual feedback is incorporated directly in the control
loop. It deals with different aspects of the system: modelling of the scene which 1s
represented by the limit of mowed and unmowed zone of a vegetation, modelling of
the machine, and designing of a lateral controller. Experimentation results, tested
on a CEMAGREF (French Intitute of Agricullural and Environmental Engineering
Research) protctype machine, prove the feasibility of the approach and show the
robustness and stability of the vision based control law.
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1. INTRODUCTION

A significant amouns of research work has received
considerable attention in the domain of agricul-
tural robotics. This subject covers a wide range of
potential applications, from the inspection and/or
collection of fruits or vegetables to the concep-
tion of autonomous robot working in the agricul-
tural environment. Computer vision can taerefore
be of significant value in order to automatically
(or semi-automatically) drive a robotic apparatus
which aims at replacing human beings in repeti-
tive or hard tasks in a natural environment (San-

dini 1990)(Jarvis 1990)(Derras 1993)( Amat 1993).

Today, techniques of visual servoing are used
to control robot manipulators (Chaumette 1990)
(Espiau 1992) (Motyl 1993) (Khadraoui january-
1995) but there are still few applications in mo-
bile robotics (Pissard-Gibellet 1991} (Jurie 1994)
(Khadraoui june-1995). For a mobile robot, the
main problem in using these techniques is due to
the presence of non-holonomie mechanical connec-
tions which limit robot movements In this con-
text, traditionnal visual control laws are ir. general
synthesized by separating the vision aspect to the
control module.

In the work discussed here, we mean by visual

based control aspect, incorporating visual feed-
back directly in the control loop of the system.
Precisely, we present a method of real-time au-
tomatic control of an agricultural machine as a
mobile robot used to mow a vegetation by vi-
sion. Our application involves controlling the lat-
eral side of the machine which follows the line rep-
resenting the limit between mowed and unmowed
zone of vegetation, for example. The problem we
plan to resolve is the servoing task accomplish-
ment by using visual information provided only
by a camera sensor, embedded on the machine.
We present a general approach which gives theo-
retical motivation on the integration of visual in-
formation in the control closed loop. It consists of
studying and applying this control loop in order
to have general expression of gains of the control
law,

Classical methods, which are implemented for
agricultural vehicles guidance are based on vision
in 3D space (Klassen 1994)(Debain april-1994).
But with the visual servoing technique, the phi-
losophy consists of reaching a particular configu-
ration in the 2D image plane and not a situation
between camera and object. So, this approach has
the advantage of avoiding the intermediary step of
3D estimation of the environment with regard to
the robot and ther to eliminate problems related
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to the reconstruction of the 3D world. To use our
idea we combine the different modellings of the
system (camera, scene and machine). This leads
us ta have the behavicur of the machine in the 2D
measurement image space. Therefore, we bu:ld
a complete model integrating all the parts of the
system in order to elaborate the control law in
state space representation.

The paper 1s organized as follows. In Section 2, we
deal with the modelling of the scene representing
the limit of mowed and unmowed zone of vegeta-
tion, and the modelling of the machine which 1s di-
rected by its rear wheels, In Section 3, we develop
the problem of the control, elaborating the linear
control law, This one depends only on the 2D vi-
sual features of the straight line considered with
the (6, p) parameters. In Section 4, we give the
results of the control algorithm tested in different
situations and realized in natural environment.

2. MODELLING
2.1 Modelling of the Scene
(Chaumette 1990)
2.1.1 Problem Statement. We develop the
problem considering that the cainera used, is mod-
elled by the classical pinheole approximation and

we assume that the focal length is equal to umity
(see Figure 1). At each time, the 3D space point

Fig. L.

Perspective Projection

p = (z,y,z) is projected contc the image plane as
a point P with coordinates (X, Y) such as:

X=uafz
g 1 ]
{ Y =y/z e
Knowing the camera velocity screw T, defined by
three translational velacities ¥ = (15, V,, V;} and
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three rotational one 01 = ((1;,92,,8.], this cor-
responds to the motion of the object in the 3D
scene. These velocities can be expressed by the
velocity screw T. by means of:

p=-V-QAp (2)
By differentiating {1) and using (2), we can de-
rive the well known equation relating oplical flow
measurement to 3D structurz aud motion in the
scene, We have:

f:f) :
- = Lo mc 3
Ly ) =L (3)

and we obtain:

i -1/z 0 Xfz XY
LA ¢ =1/ ¥jz 14¥?

frexy v R
e ) )

This equation gives us an interaction relation be-
tween the 20 world {image plane) and the 3D one
(object frame).

2.1.2 General Method. In general, a 3D gec-
metrical primitive can be represented as a vectc-
rial function like this:

hiz.y, 2, Q) =0 (5)

This one is projected in the imags frame under
the following form :

o X, Y, Ry =0 (6)

wiere ¢J; and H; are the parameters of the prim
itives respectively in the 3D scene and in the 2D
mage plane. From these assumptions, we can es
tablish the interaction screw H; between primitive
R; and the velocity screw T, = (V,2). The set
of elements H; is grouped under the matrix L,
assumning that s represents the set of 2D primi-
tives . This matrix is computed assuming the
following hypothasis:

G(X.Y,Ri) =0 i
§(X,Y, R =0 )

After some developinents, we obtain;

~ 8 , _ 8. OBg.
2 =" (

i
=1

(w5}
~—

Equation (7} allows us to rclate the variation of
the parameters R; to the optic flow campaonents
L,; and thus, to the velocity screw T, of the cani-
era by means of equation (4).



2.1.3 Case of Lines. In three-dimensionnal
frame, a line is defined by two plans which in-
tersect:

0
u

'r a1z +hy+ciz+dv

| @22 4+ bay+caz4ds (9

By using perspective projection, we immediately

obtain :
b s —(a;z = by + ¢:2) (10)
= d;

The equation of the line in 2D space, resulting on
the projection of the 3D ore in the image frame
(except if d; = dy = 0), is expressed by :

AX +BY +C=0 (11)
such us:
4 — ((’llt'fg - ﬂ.g(il)
B o= (bjdg o bgd-_\ll (12)
o == ((‘.1d2 = e’_'gdl:l

We choose the (0, p) parametrisation of the lins
which is given by :

g X,2YRy=p—XNcos@—TYsinf=0 (13)
with :
—— B
{ é = ;.rcfan 2 (14)
P =Ta35ET

By using (7) and (8) we caiculate the differential
of expression [13), we construct the interaction
matrix associated to the (@, p) representation of
the line. We find:

p+(Xsind =% cosB:E = X cosf + Ysiné (13)

With substituting the expressions of X and 1/z
according to Y, in the equation of optical flow,
we find the expression of interaction matrix, by
identifying term to term. We have:

s=LT T, (16)
where LT is the interaction matrix related to the
situation s, expressed by :

( Agcos® dgsind —Dgp

I =
= \ Apeos@ A sinf —d,p

peos -peinf

sl »
(1+p2)sin6' —{1+p3)msﬁ 0 /) a7

I

Ag {a;sind — b casf)/d,

L

Ao {a;pcosf + bipsinf + ;) /d;

The scene is represented by a straight line for
which we find an eguation in the image frame of
the camera. We express the position of the ma-
chine and its orientation according to the (8, p)
parameters of the line. measured in the image.

2.2 Modelling of the Machine

For the machine (see Figure 2), we establish the
general egquations relacive to its behaviour taking
into account its kinematic characteristics. It is
useful to approximate the kinematics of the steer-
ing mechanism by assuming that the two rear
wheels turn slightly diferentially. Then, the in-
stantaneous center of rotation can be determined
purely by kinematic means. This amounts to as-
sume that the steering mechanism is the same as
a bicycle. Let the angular velocity vector directed
along y axis be called 3 and the linear one directed
along ¢ axis called .

Fig. 2. The Machine

2.2.1 Orientation Equation. Using the bicy-
cle model approximation (see Figure 3), the steer
angle 6 and the radius of curvature r are related
by the wheelbase L, like used in (Kelly 1994) by:

Y =

Fig 3. Bicycle Model
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s (18)
i

In Figure 4 we show a small portion of a circle
AS representing the trajectory to realize by the
machine. We assume that the machine moves with
small displacements between an initial curvilinear
abscissa Sy and a final one named Sy such that:
Ay _ di

e T a9

The dot of S englobes the longitudinal velocity
along z axis and the lateral one along z axis. In
fact, the rotation rate is obtained as:

p=00 i m (20)

L

Fig. 4. Vehicle Trajectory with Linked Frame

2.2.2 Lateral Position Equation. The lateral

pesition noted z can be computed by assuming -

that the machine moves with small displacements.
In the case of a longitudinal motion along = axis
during a lapse of time At, the machine moves with
the distance Az taking 2 as a longitudinal velocity
(see Figure 4).

We express:

Az = rsinAy (21)
and

Az = r(l—cosAy) {22)

By eliminating r from (21)and (22), we obtain:

_1—cosf_\v,ﬁ

Azr=A
= snAy

(23)
Without loss of generality we can consider that the
initial conditions are null since the frame s linked
at the pesition sy and then Az = 2, Az = z and
Ay = 1. We compute the derivative over time of
the lateral coordinate z of the machine given hy

(23) which depends on z and ¥, as follows:

G l1—cosvy,. :ﬁ:' o
= ; z - 24
> sin ¢ o sin uiJ] (&4

2.2, Kinematic Model Equations. The
steering mechanism is modelled by equations (20)
and (24) expressing the following coupled nonlin-
ear differential equations:

d(ty  _ tan (1) / dzit) 2 T dz(t) 4
at T L \l d i i
dr{1) _ l=cosyit [d:ft'l z(1) a'wf:!]

d - sin (L)

S [ oy

smy(t)  dt

~

The approximation to small angles (¢ and § are
less than 7°) is valid in the casc of our appii-
cation and lets us to simplify equations of (25).
This gives us the relation between the differential
of the lateral coordinate z and the lateral devi-
ation 3 with the steering angls & by expressing
the developpement of trigonometric equations to
the secoud order. We can also consider that the
machine moves with constant longitudinal speed
z =V and that 2 << V, we can write:

/ s i
&= 3G+ (26)

Taking into account of the approximations below,
we have ¥ ~ f and then ¥ = < since the r 1s
constant and the initial conditions are null (frame
fixed at initial position of the robot). We fizally
find the kinematic model of the machine expressed
by the following equations which are similar to
those ohtained by an other merhod in (Khadraoui

june-1995):

b = Y6
(27)
= Vy

3. CONTROLLER DESIGN

We treat here, single input linear system in the
case of (6, p) cutput parameters (see Figure 5). To
control such a model, a technique of pole assign-
ment is used. The Figure 5 represents different
parts of the servoing chain such as:

e 5" is considered as a reference target image
to be reached in the image frame,

e 5 is the value of visual information currently
observed by the camera which 1s computed
by 1mage processing,

s G is the vector gain given by pole placement,

e i is the control variable of the machine repre-
senting Lhe steering angle of the machine,

L]



Vehicle l—-+2~—

:Camera
- motion

Vision
“Look”

Fig. 5. Visual Servoing Appreach

® o is the set of outputs characterizing the ma
chine position and orientation.

s

7.1 Computation of the Interaction Matrix

First of all, we define the set of visnal features
to introduce in the control locp. In our case the
parameters chosen as a state vector are:

s= (0,07 (28)
Then, the work consists of defining the interac-
tion matrix related to the desired position s = s*.
This one represents the relation between the vi-
sual features and the velocity screw which defines
the set of machine displacements. We have from
(17):

é = LT Tc

lz=s"

(29)

The equation of the plane containing the desired

Fig. 6. Ground and Camera Reference

line and according to the camera reference is ex-
pressed as (see Figure 6):
ccsay—sinaz+h=0 (30)
Considering equation (17) and taking the desired
features, such as # = #" and p = pT, then the

interaction matrix at the equilibrium situation is
given by:

A; cos 6"

IT e Agsinf™  —Ajp
le=2" = A3 cos 6

Agsind®  —Aip*

-5 cosé”
(L+p*")sing” —(1+4p"Hcosd* 0
with
—(cosacos8%)/h
(cosa p*sin 0" —sina)/h

I

AL =

T

=
|

4.2 Continuous Control State Model

Here, we elaborate a state model which integrate
both the model of the machine and the one of the
scene. In the context of our application, we as-
similate the machine to a particular mobile robot
which moves with limited degrees of freedom. It
has non-holernomic constraints since the number
of degrees of freedom of contrel, ¢ in our case,
1s less than the number of degrees of freedom of
displacement, translational motion according to z
and z axis and rotational one around y axis. In our
application, we are only interested in the lateral
control of the machine. So, only the components
of the interaction matrix related to the lateral ve-
locity and the orientation one are kept. In fact,
the interaction matrix is reduced ta:

: hy s V-
b 3 . {
y [ [y as £2, 34
with
111 = }.; cos 8
f:;» = p' sin ¢*
{1 = A, cosf”
b = (14 p**)cosf”

A = (cosacos6)/h
A, = —(cosa p"sinf” +sina)/h

We remark that the velocities ¥, and {1, corre-
spond to those expressed in (27) for the machine.
We write:

Vez=2 = Vi
(33)
Qy =X Eo
and
. : il 5 o
T Voo | B iy | 6\ 3
( 4 ) i [ oy o | [ p )}' (34)

By integrating (34} cver time we have:

w i 1 .'gg _'IIE:[ /9\ [kl
('P)_ﬁf[ =l |\P,J+ ky
sucl as ky and ks are the constants of integration
assuming that ly1las # boyl;;. Using (33) and (35),
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—p"sin 0" =1 )(31)
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we easily express the velocities V; and Q, such as:

Vi = %(=la0+hip) +kaV
' (36)
ﬂs, = %6

with:
Al = liilay — l21hi2

3.5 Pole Placement Design

After some developments, we lead to a linear 2-
DOF model used for steering control systemn. The
continuous-time state-space form of the mode
(32) becomes then: ]

s=As+Bu+K1I (37)

where:

e s is the visual information vector to compure
al each iteration by image processing.

e u is the control variable to inject to the sys-
tem at each step of servoing task.

* A and B are constant matrices.

e K is a constant vector which depends on ini-
tial conditions.

with
8

= 38)
e=(4) (38)

_V I -yl U ]
e Al [ -, hin (39)

Ve il"

= — b 4
B3 [ I } (40)
u=>9 . (41)
K = kV [ i” } (42)

21

We introduce in the control Joop the visual f=a-
tures 6 and p of the line. The state representation
of the system with initial conditions null (ks = D)
is given by:

6N _ V[ -tuly & ‘:(9]_h
p) Al =By luls [\ p )"

= [ - } g (43)
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The control law is synthesized using a pole place-
ment technique by assimilating the bechaviour of
the system to a second order system having ¢ as
a damping ratio and wy as its frequency. It is
expressed as follows:

u=Gls-s") (44)
with:

G=(an o ) (45)
and then:

= #Twa': (2V &l —wo bsa)
(46)

42 "i?éﬁ%(? VENL —wolia)

4. EXPERIMENTAL
RESULTS

The simulations allow us to adjust different pa-
rameters that we use to compute the gains of the
controller (parameters of the second order system
£ and wq, and the speed V' of the machine). The
experimental tests with the machine are realized
with a white line drawn on the ground in order to
optimize the image procsssing (sce Figure 7). The

Fig. 7. Step Circuit

experimentation results confirm those obtained in
simulations against that we do not take into ac-
count in simulation the real variation of the speed
of the machine and the sampling period 7, due
to algorithm of image processing. We tested our
law in situations corresponding to those we can
meet in a natural environment, The servoing task
to accomplish consists of, at first 1o determine the
response to a step of 1 meter distance between the
two lines (see Figure 7}, and at seccnd to follow
the line with good precision. In Figure 8 presented
results are done with adapted parameters fixed in
simulations in order to cbtain good response of a
second order system, We adjust the two param-
eters § and wg with regard to the average speed
of the machine which is fixed to 4km/h. The re-
sult represented in Figurc § concerns the lateral



position z of the machine obtained both in simula-
ticn and in real experimentation, and the features
errors used as the visual information. The ex-
perimental lateral position was reconstructed by
putting an other camera perpendiculary ta the

scene taking into account of the camera calibra-

tion.

In Figure 9, we tested the robustness of the conirol
law with regard to noise introduced in the mea-
surement parameters p and #. This noise repre-
sents really the variation of these parameters when
the machine works in real conditions of mowing
operations (= 15%). At the last, we tested the
robustness of the approach to the variation of the
speed. The control is synthesized at a fixed veloc-
ity of dkm/h and the machine is gone at 10km/h.
Figure 10 shows that the machine reachs the line
and continue following it. against the variation of
the speed V.

| wo E | Vikm/h) | T,(ms)
014 [ 0.9 4 200
Speed: 4km/h
e AV
£ Experiment
_E, Simulation
£
504 F 1
8
3
-0.2 :
0 100 200
Terations
20
= 0 ﬁﬁm:fﬁ.qmlrr‘\r F‘
3 PR L B W
& i
£
g
5
5 .40 ]
-60
4] 100 200
. Iterations
" N ANLY,
B Ty J AV Y Y T Y
3
5
-5-10
B
)
=20 +
0 100 200
Iterations

Fig. 8. Results with Adapted Paramecters

The image processing algorithm, developped in
(Derras 1993), use an original region segmenta-
tion based on a Markovian modelling of a set of
sites. A control servoing unit calculates the tra-
Jectory which allows the mower to follow the litnit
by giving the value of (6, p) at each iteration.

wy £ Vikm/h) | T,(ms)
0.14 | 0.9 4 200
Speed: 4km/h
_ 1 p— f Ay |
E /J/"h/ﬁ'ﬁxpamm: —_—
E Simulation
S04} /
3 ;
iy
0.2
0 100 200
Iciations

Fig. 9. Results with Noise [ntroduction
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Fig. 10. Results with Speed Variation

5. CONCLUSION

In the approach presented here, the control is di-
rectly specified in terms of regulation in the image
space. One can notice that this approach has the
advantags of avoiding the intermediary step of 3D
estimation of the environment with regard to the
robot. This idea allows us to introduce in the
control loop features measured in the same space.
This prevents us from making bad estimation of
3D measures in the case of three dimensional con-
trol but we simply need to construct an interaction
matnx related to the scene.

The gains of the control law developped are adap-
tive with regard to the desired situation to reach
in the image space and to the machine speed. So,



we do not need to a phase of empirical gains re-
search like in (Debain october-1995) where it also
used an other technique of visual servoing. One
can remark that the machine is simply modelled
by a kinematic equations and then we show that
it is largely sufficient for this kind of applications.
All the results obtained show a good convergency
and robustness of our algorithm. They are good
enough to demonstrate the feasibility of such an
approach which can be extended for any other
wheel mobile robot with steering direction.
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