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Abstract. The wide range of potential applications of vision techniques for autonomous vehicles has
led ‘the research world to develop efficient algorithms and to implant them in specific architectures to
satisfy real time constraints. This paper describes a direct 3D location method used with a tracking
algorithm based on the smoothness of motion of all features of the model. Both were implanted
in a DSP processors vision machine giving real time information about the following model such as

distance, orientation or next frame location.
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1 INTRODUCTION

Vision techniques for autonomous vehicles have
received considerable attention due to their wide
range of potential applications such as vehicle
guidance on road, obstacle detection and track-
ing, traffic scene interpretation. ..

The European project PROMETHEUS (PRO-
graM for European Traffic with Highest Ef-
ficiency and Unprecedented Safety) brings to-
gether different European car manufacturers,
subcontractors and research laboratories in dif-
ferent fields of research. As part of this project,
Le Laboratoire d’Electronique de Clermont-
Ferrand is working on driver assistance systems,
and various research programmes have been un-

dertaken :

— estimation of the current position of
a vehicle with respect to a normalized
road (Chapuis et al., 1991)

- automatic road following by an au-
tonomous vehicle (Jurie et al., 1993)

- obstacle detection and tracking with
a range finder coupled with a camera
(Alizon et al., 1990; Xie et al., 1993).

Obviously, efficient assistance to the driver in-
volves real time constraints. Thus, the labora-
tory has developed original architectures using

Transputer nets (Dérutin et al, 1991) or DSP
processors (Martinet et al., 1991).

This paper describes a technique we have imple-
mented on one of our systems. The aim of our
work is to estimate in real time the location of
a car from three points in order to inform the
driver for his safety.

2 LOCATION AND TRACKING
2.1 Location

The pose estimation of an object consists in
matching a part or all points of its 3D model
with the 2D projection points and then to solve
the position and the orientation of the object.
Solving this with n knowing points on the model
and their projection is called the n-point perspec-
tive problem. For a complete estimation of the
location, we need to take a minimum of 3 points.
There are two important ways in locating an ob-
ject, iterative methods and direct methods.

The aim of the first is the minimization of a crite-
rion with a numerical algorithm. This criterion is
the sum of the gap between the projected model
and the computed model (Lowe, 1985; Tsai, 1987,
Daucher et al, 1993). These methods need an
original pose_estimation of the model which is
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not too far from to the solution if we want a con-
vergence of the minimization algerithm.

Direct methods use projective geometry and al-
gebric technics to recover the pose of the ob-
ject (Horaud et al, 1989; Dhome et al, 1089
De Menthon and Davis, 1990). Often, many
mathematical solutions exist and it is necessary
to sort them to retain the best one.

For our application, we have chosen a three point
model using the algorithm of De Menthon and
Davis (1990). The advantage of this method is
that it is direct. It thus involves better computa-
tion speed than for an iterative approach, giving
the best correspondence between a 3D model and
its 2D projection.

This direct method uses an orthoperspective ap-
proximation. The model is a triangle of known
dimensions. Two of the three vertices of the tri-
angle are projected perpendicularly on a plane
through the third vertex as shown in figure I.
This plane is perpendicular to the line of sight
through the third vertex. These three points are
then projected onto the image plane. By know-
ing the 3D triangle and the lengths and angles
computed from the image plane, it is possible to
compute the 3D location of these three points in
the camera coordinate system.
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Figure 1: Orthoperspective Projection
2.2 Tracking

As we can localize a vehicle with the previous
algorithm, we now want to follow it through an
image sequence. This means that we are able to
take from each frame the three image features
which are projeted from the characteristic points
of the model. So, we need to choose between the
selected points if there are more than three of
them or to predict some points if an occlusion
has occured.

Several methods exist to locate the same phys-
ical point in different images. The main theme
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of this works shows that due to the inertia of a
given point, its direction and motion will change
little from one frame to the next. This smooth-
ness of motion which precludes sudden change is
often used to follow several trajectories individu-
ally (Jenkin, 1983; Sethi and Jain, 1985, 1987.
For our application, it is unnecessary to try to
follow the same point in each frame with uni-
formity of motion, because the 2D trajectory is
rarely continous but rather grouped in a part of
the image. So, we prefer to try to follow the N
characteristic points of the model since they will
have “homogeneous trajectories” ; there is no sig-
nificant difference between the trajectory of one
object point and another.

Qur tracking algorithm requires knowledge of the
location of the three previous computed models
in each frame. With this information, we com-
pute the 3D trajectory of the model and we pre-
dict the next 3D location of the model. Using the
three previous centres of gravity of the located
model, P;_», Py and P;, and assuming con-
stant acceleration and homogenous motion, we
compute the ratio k of angle between P;_,0F;_;
and P;_;OP; in the plane passing through the
three points. Then we compute the predicted
point P;4, with the same ratio. From this centre
of gravity of the model P;y;, the 3D location of
the N characteristic points of the model is cal-
culated and each point is now projected onto the
image plane.

Around each projected prediction, a window of
interest is defined. The sizes of the windows de-
pend on the distance between the object and the
camera given by the 3D prediction. All points
in a window; named W;, are selected to be the
prolongation of the trajectory. If s; points are
selected in window W;, there are T possible tra-
jectories calculated as follows :

A
T= ]_—_[s,-
=l

with N the number of characteristic points of the
model. T is the number of combinations of N
points each taken in a different window.

In each interest window (figure 2), we compute :

e the distance d;, between the selected
point s;n, nth point of the window W;, and
the prediction point p; of the same window

« the angle ;, formed by the vector 5,p; and
a reference vector chosen horizontally.

For the set of T combinations of selected points,
we compute a set of means of distances and angles

as follows :
o v
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Figure 2: Interest Windows
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with din and ai, the previous calculated dis-
tances and angles for a selected point in a win-
dow W;.

Then, the N trajectories associated with the NV
features of the model, T' confidence rates are com-
puted by the formula :
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with kq and k, given experimentally to privilege
for example the distance if we consider that the
notion of distance is more significant than the
notion of angle.

If a confidence rate is lower than a threshold, we
can tell that the selected points are the projected
points of the model. If there is more than one
trajectory which has an & below the threshold,
we keep points which give the smallest ;.

We might have a configuration for which there
is no satisfactory & for example when occlusion
occured. In that case, we calculate the rate g
again with N — 1 points to find the N — 1 points
corresponding to the trajectories of the model.
The missing point is substituted not by predic-
tion but by another point which is placed with
values d; and @7 in relation to the prediction.

If the number of characteristic points of the
model is great, itis possible to reiterate the calcu-
lation of £; n times to find the N — n trajectories
in occlusion configuration. However, if theoreti-
cally n can take the value N — 2, the accuracy of
the prediction points obtained with the calcula-
tion of d; and @j on only two caracteristic points
is less than that obtained from all the points if
they had been present. So, if an occlusion con-
tinues for several frames, we might have a loss of
tracking,

To prepare the tracking, we need to initialize the
system using knowledge of the three previous lo-
cations. On a workstation, the three points se-
lected for the first three frames are choose man-
ually for the time being.

2.3 Workstation results

For our application, the three points of the model
are the two rear lights of a car and a third light on
its roof. For their easy detection, whatever the
weather, we have equipped the camera with an
infra-red filter fitted with the light wavelength.
Thus the lights projected shine and the back-
ground becomes dark. Figures 3 represents some
of trajectory results of the three point model in a
50 image sequence after initialization. This dig-
ital sequence displays two cars driving about on
the road. One is the model, the second simu-
lates some parasite lights. We can see from the
result the homogeneity between the three trajec-
tories and the stability of our algorithm after the
crossing of the two cars,
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Figure 3: Frame x

3 REAL TIME IMPLANTATION

As results on the workstation seem correct, we
have decided to introduce the algorithm on one
of our specific architectures characterized by
its modularity and its real time capabilities :
WINDIS.

3.1 Archilecture overview

This architecture, developed in collaboration
with 'INRIA de Sophia Antipolis-France (Mar-
tinet et al, 1991); Rives et al, 1993)), implements
the concept of active windows (figure ). An ac-
tive window is attached to a particular region of
interest in the image and is required to extract a
desired feature in this region of interesi. At each
active window, there is a temporal filter able to
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perform the tracking of the feature along the se-
quence. - Several active windows can be defined
at the same time in the image, and different pro-
cessing can be done in each window. The func-
tionalities of such an architecture are presented
in figure 7. As stated above we are dealing with
image processing algorithms which only request
low or intermediate level processing. This aspect
is clearly taken into account at the hardware level
by using a mixed architecture :

s Pipeline Architecture is associated to the
low level making efficient processing like con-
volution possible which is repetitive through
the window. In practice, this is done by
means of VLSI convoluors which admit up
to a 5X5 mask size. This step can be per-
formed in real time with duration depending
on the mask size. The input of the algo-
rithm is the active window and the values of
the mask parameters corresponding to the
desired processing. The output will be con-
stituted by a list of pixels which potentially
belong to the geometric features present in
the window. :

¢ MIMD Architecture has in charge the
intermediate level. At this level, we find
merging-like algorithms which use the list of
pixels of interest provided by the low level
stage and merge them to compute a more
structured representation of the geometric
features present in the window (for example,
slope and distance to the origin for a line or
coordinates of center and radius for a circle).
In our hardware, this part is done by using
multi DSP boards.

Windis architecture comprises three basic mod-
ules (corresponding to three diflerent VME
boards). Depending on the complexity of the
application, the system will be built around one
or more of these basic modules in a such a way
that we will be able to attempt video rate per-
formances.

The three basic modules are the following :

e WINDIS Window Distributor Subsys-
tem: This module is used for window ex-
traction, the execution of low level process-
ing and the distribution of active windows
toward the Window Processing Subsystem.
Window distribution consists in dispatch-
ing lists of selected pixels and grey levels
through the window bus.

« WINPROC Window Processing Sub-
system: We have associated one to six-
teen DSP 96002 modules with one distrib-
utor module. DSP modales are put together
on mother boards and execute medium level

processing on windows. Window processing
modules provide a geometric description of
the required primitive in each window. Four
DSP modules can be used with each VME
mother board. '

e WINMAN Window Manager Subsys-
tem : The window manager controls distrib-
utor and DSP modules, and executes high
level processing of application tasks. More-
over, it is used for the tracking of the active
windows throughout the sequence. A 68040
based cpu board implements this module.

For each level, we have introduced parallelism
allowing us to reach video rate for most of the
application tasks. All the modules satisfy VME
requirements and are compatible with MAXBUS
video bus from Datacube. The management of
such a system is a tricky job and requires the use
of a real time operating system. For facility rea-
sons, we have chosen to develop all the system
level under VxWorks O. S.

3.2 Implantation - Resulis

As for workstation results, images are dark with
some shiny spots. Therefore, the WINDIS sub-
system can extract a list of pixels simply by com-
paring brightness to a threshold after a Gaus-
sian 5z5 filtering. Then it scans the list and
sorts the points into different classes. Next some
information on classes such as centre of gravity,
height, width and surface are computed. All the
previous operations are performed by WINDIS
in real time and information about classes are
transmitted to the high level WINMAN sytem.
First, the high level needs to prepare the track-
ing by an initialization of the first three loca-
tions. So, in the first image, we could calculate all
the attitudes of the model corresponding to each
triplet of projected points. However, as there
are C combinations of p points among n, the
number n of points must be low to limit the num-
ber of combinations. In order to reduce the num-
ber of calculated attitudes, we keep only triplets
which are rear light projections near a horizontal
line with the assumption that the following car is
running normally,

Kept combinations called C) are given to the lo-
cation algorithm to find their 3D attitudes. On
the second frame, we take C» significant triplets
again and with the assumption that no occlu-
sion occured this time, we compute T' = C,C;
confidence rates ;. Triplets which give ¢; above
a threshold are eliminated. The third frame is
used to confirm remaining trajectory and to sup-
press some which are unsatisfactory. The best
trajectory will be the initialization of the track-



ing. If there is no correct trajectory, we need to
reinitialize the process. o
The tracking module uses class information to de-
fine the size of the interest windows. Each has its
height and width double those of the associated
classes in the previous frame.

Figures 4 show an image of a sequence. The ar-
row, which has a variable base size dependent on
the distance between the two cars, indicates the
orientation of the vehicle. We see the interested
windows centered around each spot of light. Fig-
ures 5 shows another image in which there are
parasite lights to prove the efficiency of the track-
ing.

Figure 4: Road sequence

Figure 5: Road sequence with parasite lights

4 CONCLUSIONS - PERSPECTIVES

The capability of real time road image sequence
for car tracking is a reality. Unfortunately, for
the time being, we need to know the model of the
car being followed, so it requires as many models
as the number of cars we want to locate. Thus,
we try to have an efficient trajectory estimate
using the location of a mobile car with respect to
another mobile car.

We hope to change the location algorithm by an-
other direct method able to locate a car with or
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without partial knowledge of three points on the
model. And the tracking initialization needs to
be improved when there are severals spots of light
to reduce the number of combination.
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