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kNN-Per
1. Clients train a global model 

using a federated learning 
algorithm (e.g. FedAvg)

2. Each client creates its local 
datastore

3. A linear interpolation is used 
at inference

Data 
Center

kNN-Per



➢ Enjoys global model’s convergence properties

6

kNN-Per



➢ Enjoys global model’s convergence properties

➢ What about generalization properties?

6

kNN-Per



➢ Enjoys global model’s convergence properties

➢ What about generalization properties?

6

kNN-Per



kNN-Per

7



kNN-Per

7

x & x’ 
in same class?

representations’
distance

global model’s 
quality for client m



kNN-Per

7

CIFAR-10

kN
N



kNN-Per

8



kNN-Per

8

CIFAR-10



kNN-Per

8

CIFAR-10

The benefit of kNN-Per is larger 
when data distributions are 

more heterogenous
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CIFAR-10

kNN-Per relies mostly on kNN
for datasets with more than 100 

samples
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4x memory savings with 
limited accuracy loss (0.7pp)

ProtoNN-like datastore compression
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CIFAR-10

kNN-Per is robust to distribution 
shift
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