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Abstract
Dark patterns refer to design practices which undermine users’ abil-
ity to make autonomous and informed choices in relation to digital
systems. The recent EU Digital Services Act (DSA) aims to protect
users from such dark patterns and their effects. DSA Article 25
prohibits three autonomy violation types: deception, manipulation
and distortion/impairment. However, for regulation of dark patterns,
it is important to reason about why an observed design practice
constitutes a particular autonomy violation type, to show that it in-
deed violates the DSA. In this work-in-progress, two experts (with
HCI, CS and legal background) mapped 59 known dark patterns
onto these three autonomy violation types. We then analysed our
rationale for this mapping to identify eight design factors which
can help determine the dark pattern autonomy violation(s). Our
analysis aims to situate existing dark patterns knowledge within
the DSA legal framework, to support regulation and compliance of
such design practices.
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1 Introduction
Generally known as “dark patterns”, 1 deceptive, manipulative, or
coercive design practices are used in digital systems to increase
revenue, maximize user engagement, and collect personal data.
These practices impact user autonomy and influence users into
making decisions they did not intend, or decisions against their
best interests [1, 2, 18, 29]. Such patterns pervade web and mobile
apps [9, 22], e-commerce [28, 32], social media [30, 31, 37], privacy
interfaces [4, 20, 23], games [14, 41], and video streaming platforms
[7]. Recently, Gray et al. [21] harmonized several taxonomies of
dark patterns – five regulatory [8, 13, 15, 25, 34], four academic [4,
18, 24, 28], and one practitioner [5, 6] taxonomies – into a three-
level ontology, thus uniting dark patterns and their definitions into
a unified body of knowledge.

A 2022 EU Commission report [25] finds that “97% of the most
popular websites and apps used by EU consumers deployed at least
one dark pattern”. In the EU, the Digital Services Act (DSA) [10],
which came into force on February 17, 2024, explicitly prohibits
the use of dark patterns for online platforms. DSA Article 25 states
that “[p]roviders of online platforms shall not design, organise or
operate their online interfaces in a way that deceives or manipulates
the recipients of their service or in a way that otherwise materially
distorts or impairs the ability of the recipients of their service to
make free and informed decisions.” Santos et al. [35] interpreted
that this legal provision prohibits three autonomy violation types:
deception, manipulation, and distortion/impairment. Thus, the DSA
prohibits dark patterns by explicitly protecting user autonomy [16],
articulating autonomy violations [35], and providing examples of
potentially prohibited practices in Article 25. Additionally, dark
patterns scholarship has identified and taxonomised dark patterns
across various contexts. However, there is a gap in situating dark
pattern practices within the autonomy violation types outlined in
the DSA. To support both online platforms’ compliance with the
DSA and regulatory enforcement, we argue that it is important to
reason about why a given practice would constitute a particular

1Inspired by the recent workshop on dark patterns at ACM CHI 2024 [17], we adapt
the workshop’s statement on the usage of the term “dark patterns”. We use this
term to connect our efforts to prior scholarship across domains and legal codified
concepts, recognizing that other terms, notably “deceptive design” or “manipulative
user interface design,” are also used but do not yet encapsulate the broad remit of
practices or concepts from academic or regulatory perspectives. We acknowledge that
the ACM Diversity and Inclusion Council now includes the term “dark patterns” on a
list of problematic terms (https://www.acm.org/diversity-inclusion/words-matter).
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autonomy violation, to show it can potentially violate DSA Article
25. We argue for methodologies and frameworks to help regulators
and online platforms in determining if a given design practice
violates user autonomy, and in identifying the type of autonomy
violation(s). This work-in-progress builds preliminary steps towards
such frameworks, identifying key contributing factors to determine
autonomy violation types for a given dark pattern. Specifically, we
investigate the following research questions:

(1) RQ1: How do currently known dark patterns map to auton-
omy violation types from Article 25 of the DSA?

(2) RQ2: What are the factors which help identify the dark
pattern autonomy violations?

We make two contributions. First, we mapped existing dark pat-
terns from the Gray et al. [21] ontology to the three DSA autonomy
violation types identified by Santos et al. [35] (Section 3.1). This
mapping can enable regulators and platforms to analyse known
dark patterns and assess where they violate DSA provisions. Sec-
ond, we further analysed the corpus of dark patterns to identify
factors which contribute to this mapping (Section 3.2). From this
analysis, we extracted 8 key factors. These factors consist of design
aspects of the dark patterns which we argue can help establish the
reasoning for why a given design practice constitutes a particular
type of autonomy violation – deception, manipulation or distor-
tion/impairment (or any combination of these violations) – and
hence potentially violates Article 25 of the DSA. Through these
contributions, we aim to connect dark patterns knowledge to a
legal framework of autonomy violations, both to aid enforcement
and DSA compliance.

2 Research Methodology
This work leverages authors’ expertise in HCI, CS and law. Figure 1
summarizes our qualitative coding methods.

2.1 Dark Patterns Dataset and Autonomy
Violation Types

Dark Patterns Dataset. To map existing dark patterns onto the
DSA autonomy violations, we strictly utilize the Gray et al. [21]
ontology to center our work, both to align with the broader dark
patterns community and to workwith a centralized known resource.
This ontology consists of 5 high-, 25 meso-, and 34 low-level pat-
terns. The high-level consists of broad design strategies, whereas
the low-level specifies the ‘means of execution’, potentially describ-
ing visual and/or temporal elements. The meso-level bridges the
high- and the low-levels by describing the ‘angle of attack’, i.e., the
specific approach used to influence users and to undermine their
decision making or choice. We exclude the five high-level dark pat-
terns (Obstruction, Sneaking, Interface Interference, Forced Action
and Social Engineering) from the analysis, as they do not specify
the manner in which a design practice may influence users’ choices
or decisions. Hence, it was not possible to map them to specific
autonomy violations. Then, we map the meso- (N=25) and low-level
(N=34) patterns to specific autonomy violations, by analysing the
definition of each dark pattern from Gray et al. [21], while using
the following interpretations of autonomy from Santos et al. [35].

Autonomy Violations Prohibited by DSA Article 25. The DSA in
the context of dark patterns prohibits three autonomy violation
types: deception, manipulation and distortion/impairment [35]. De-
ception can be understood as (intentionally or mistakenly) causing
someone to have or to sustain a false belief [26]. This includes
design practices that create in the user a perception that does not
correspond to reality [35]. Mathur et al. [29] argue that dark pat-
terns can cause such deception through affirmative misstatements,
misleading statements, or omissions. Manipulation is often char-
acterized as a form of influence that is neither coercion nor rational
persuasion [33]. Susser et al. [39] explain that “when we are manip-
ulated, by contrast, we are not constrained. Rather, we are directed,
outside our conscious awareness, to act for reasons we can’t recognise,
and toward ends we may wish to avoid.” Santos et al. [35] interpret
that this violation type covers design practices which have a steer-
ing effect on users’ choices and decisions in a certain direction.
Distortion/impairment covers influences on autonomy which
are neither deceptive nor manipulative, but rather have a forcing or
coercive effect [35]. Coercion means influencing someone by con-
straining their options, so that their only rational course of action is
the one intended by the coercer [39, 40]. Hence, this violation type
includes design practices that place a set of constraints upon the
user, wherein a user acts unwillingly or involuntarily for reasons
they can actually recognize or is otherwise prevented from taking
an action that they willingly want to take [35].

2.2 Coding Procedures
Autonomy Violation Coding. We analysed meso- and low-level

dark patterns (N=59) from the Gray et al. [21] ontology and as-
signed to them one or more of the three autonomy violation labels.
Initial coding was done independently by two authors (spanning
interdisciplinary dark patterns expertise) via AirTable. The two
authors coded each dark pattern’s autonomy violations as either
saw fit, updating both the violation label and secondly providing
a short, written explanation for their rationale. We then met to
discuss our labels, assessing discrepancies in three rounds.

First, we inspected dark patterns that were assigned a single
autonomy violation by both coders (N=22). We were in agreement
for 17 patterns, and we discussed the five differing patterns towards
consensus, either choosing one best-fit violation type or choosing
both violation types. For example, ‘Complex Language’ dark pattern
makes information difficult to understand by using obscure word
choices and/or sentence structure [21]. One coder labeled it as de-
ception, and the other as manipulation. At the discussion stage, we
concurred on using both labels, as the autonomy violation would
depend on whether the use of complex language leads to the cre-
ation of false perceptions (deception), or it simply discourages the
user from engaging with the information provided (manipulation).

Second, we inspected dark patterns which were assigned a single
label by one coder, but multiple labels by the other coder (N=22).
For these, we noted that the single label assigned by one coder
always appeared as part of the multiple labels assigned by the
other coder. We again discussed these patterns towards consensus,
either choosing one or multiple violation types which fit best. For
example, ‘Countdown Timers’ dark pattern indicates that a deal or
discount will expire by displaying a countdown clock or timer [21].
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Figure 1: Methodology used to identify design factors to determine dark pattern autonomy violations

One coder labeled it as deception, and the other as both deception
and manipulation. During discussions, we concurred on using both
labels, as the autonomy violation would depend on whether the
timer was fake (deception), or it was not fake but it steered the user
towards a purchase by creating a sense of urgency (manipulation).

Third and last, we inspected dark patterns which were assigned
multiple labels by both coders (N=15). We agreed upon 13 patterns,
and we discussed two differing patterns towards consensus. In all
three rounds, we documented our shared rationale when deciding
the final violation label(s).

Design Factors Identification. The aim of this step was to identify
the design factors which help determine the dark pattern autonomy
violation type(s). At this stage, we excluded the meso-level patterns,
as the meso-level definitions describe only an angle of attack, i.e.,
the approach used to influence users, but do not specify the exact
means of execution – making it difficult to infer specific design
aspects leading to an autonomy violation (even if the violation
type is clear). For this step, the two authors revisited the low-level
pattern definitions (N=34), their autonomy violation labels, and
the underlying autonomy violation label rationale. We inductively
identified and iterated upon the design factors which contributed
to our decision to assign particular autonomy violation label(s) to
each dark pattern. We refined these factors in discussions with
all authors, and we categorised these further into two broad de-
sign spaces: Information Space and Choice Space. We explain these
design factors and spaces in Section 3.2.

3 Results
3.1 Dark Pattern Autonomy Violations
Our analysis first maps the Gray et al. [21] meso- and low-level dark
patterns to one or more of the DSA autonomy violations. Table 1
presents a subset of our results to illustrate the mapping (the full
mapping of the 59 dark patterns to autonomy violations is provided
in Supplementary Material).

Single autonomy violation type. Some dark patterns map to a
single type of autonomy violation, either deceiving or manipulating
or distorting/impairing user autonomy. For example, the ‘Nagging’
dark pattern repeatedly interrupts users [21], leading them to un-
willingly make a decision, and we map it to a single autonomy
violation type (distortion/impairment).
Multiple autonomy violation types. Other dark patterns map
to multiple types of autonomy violations. In some cases, the multi-
ple autonomy violations occur separately, i.e. one or the other. For
example, the ‘Forced Registration’ dark pattern subverts the user’s
expectation that they can complete an action without registering
or creating an account [21]. This expectation can be subverted ei-
ther by tricking users into thinking that registration is required
(deception) or by actually making registration mandatory (distor-
tion/impairment). These violations occur separately, i.e., the pattern
either deceives or distorts/impairs user autonomy.

By contrast, the multiple autonomy violations can also occur
together. For example, the ‘Auto-Play’ dark pattern automatically
plays new videos for users, forcing them to watch new content
(distortion/impairment). However, once a new video has started
playing, a user is tempted or steered to continue watching this
content, even if they can turn it off (manipulation). Both autonomy
violations go hand-in-hand and potentially amplify each other [19].

In some cases, the multiple autonomy violations may also follow
a temporal progression. For example, in the ‘Drip Pricing, Hidden
Costs, or Partitioned Pricing’ dark pattern [21], if an e-commerce
website hides information about full costs of a product or a service,
it may constitute deception in the beginning. However, as those
costs are revealed later in the user journey, a user may continuewith
their purchase, not wanting to abandon their progress, which may
then constitute manipulation. Therefore, in this case, the initial
deception transforms into manipulation based on the temporal
progression of the dark pattern.
Primary and secondary autonomy violations. For a majority
of dark patterns, we could identify the autonomy violations based
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on their ontological definitions provided in [21]. These were la-
beled as primary autonomy violations. Moreover, we noted that
some dark patterns could implicate additional or supplementary
violation types that were not explicitly captured within the defi-
nitions, and we labeled these as secondary autonomy violations.
That is, secondary violations may potentially appear in some in-
stances of a given dark pattern, in addition to the primary violation
type. ‘Forced Continuity’ is one such example [21] in which a
user’s subscription to a service may be automatically renewed, and
hence, distortion/impairment is the primary autonomy violation
as captured in the pattern definition. However, either deception or
manipulation might be present depending on the manner in which
the information about the auto-renewal was presented to the user.
It is important to note that the primary and secondary labeling
convention is only with respect to the definition of the dark pat-
tern, and does not relate to any other factors such as importance
or severity. Hence, when regulators analyse real-world practices
in concrete contexts, the question of primary vs. secondary does
not arise, as all dark patterns that are actually present and their
autonomy violations are considered primary.

3.2 Design Factors to Determine Dark Pattern
Autonomy Violations

We identified eight design factors to help determine dark pattern
autonomy violation type(s). We further categorised them into two
broad design spaces: the Information Space and the Choice Space. The
Information Space consists of all the information made available
to the user by an online platform to support user choices and deci-
sions. The Choice Space consists of the set of choices and options
made available to the user by the online platform. This categorisa-
tion distinguishes between two sets of design factors: those which
influence users by altering information and those which influence
users by altering their choice set. We present the eight factors in
Figure 2 and explain below how they relate to three autonomy
violations.
Deception. We identified two design factors, both in the informa-
tion space, which contribute to deception. These are Information
Availability (IA) and Information Correctness (IC). Information Avail-
ability (IA) is concerned with the presence or absence of relevant
information, which includes information that pertains to a choice,
but also information about the existence of a choice itself. This
factor can lead to deception when a design practice omits relevant
information entirely or does not provide relevant information at a
relevant time or in the relevant context, limiting its discoverability.
Information Correctness (IC) is concerned with the truth value of
information provided. This factor consists of textual information,
iconography, graphics, colors, or other forms of information. Any
information which is false or misleading can lead to deception.
Manipulation.We identified four design factors which can con-
tribute to manipulation. These are: Information Framing (IF), In-
formation Presentation (IP), Choice Simplification (CS) and Choice
Presentation (CP). In the information space, Information Framing (IF)
is concerned with the framing of information provided, such as the
use of emotionally evocative language, complexity and ambiguity.
Information Presentation (IP) is concerned with the presentation of
information provided, including elements of layout, order, structure,

hierarchy or timing of the information provided (without actually
omitting any relevant information). Both factors can have a steering
effect towards particular choices or options. In the choice space,
Choice Simplification (CS) is concerned with frictionless or effortless
choices. It consists of design practices which remove friction from
certain choices, making them too easy or effortless. This absence
of friction may steer users towards these choices, but without any
added constraints. Lastly, Choice Presentation (CP) is concerned
with the presentation of choices, including elements of layout, order,
structure, hierarchy or timing of the choices presented to the user,
which can also steer users towards particular choices or options.
Distortion/impairment.We identified two design factors, both
in the choice space, which contribute to distortion/impairment.
These are: Choice Availability (CA) and Choice Effort (CE). Choice
Availability (CA) is concerned with the presence or absence of rele-
vant choices. It consists of design practices which restrict the user’s
choice set by omitting relevant choices. It includes practices where
certain choices are pre-selected or executed on behalf of the user
without any user action. Lastly, it also consists of design practices
which mandate or force a user to perform certain actions. Choice
Effort (CE) is concerned with the effort required to make relevant
choices. It consists of design practices which make certain choices
unreasonably difficult or effortful. We interpret both these factors
as contributing to distortion/impairment, as they introduce con-
straints that have a forcing or coercive effect on users’ decisions.

4 Discussion and Future Work
Implications of our findings. Our findings showed several dark
patterns withmore than one autonomy violation types, even though
these dark patterns map to the same DSA provision. Triggering
multiple violations can have several implications. For example, since
there may be a compounded impact on users (purchase decisions,
engagement, etc.), companies may be more incentivised to use
them. Future works could study if they are even more effective,
as users may be more susceptible or vulnerable to dark patterns
which operate in multiple ways, even though the extent of this
vulnerability depends on the specific practice and its context. In
addition, these effects – including dark pattern harms [36] and
severity [27] – may be further compounded due to the presence
of multiple dark patterns in the same interface [19]. Therefore,
we believe that DSA Article 25 enforcement could consider the
cumulative impact of multiple dark patterns and multiple autonomy
violation types within the same design.
Future work. This paper presents an early version of our frame-
work, which we are continuing to refine and develop. Future and
longer versions of this paper will include further detail regarding
our violation codes and reasoning, as well as deductive coding of
each dark pattern according to the design factors implicated in their
implementation. We then plan to show how these factors apply to
real-world contexts, for example, throughout a user journey, and
how they can help in determining autonomy violations. We also
aim to validate this framework with the broader interdisciplinary
community of dark patterns scholars, and potentially regulators
and industry practitioners – ensuring that our inferences are practi-
cal, relevant, and effectively address the challenges in enforcement
and compliance. Finally, we are interested in applying these factors
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Table 1: Autonomy violation type(s) for a subset of dark patterns

High-level Pattern Meso-level Pattern Low-level Pattern

Forced Action

Nagging Dis.
Forced Continuity Dis. Dec. Man.
Forced Registration Dis. Dec.

Forced Communication or Disclosure Dis.
Dec.

Privacy Zuckering Dec. Dis.
Friend Spam Dec. Dis.
Address Book Leeching Dec. Dis.
Social Pyramid Dis. Dec. Man.

Gamification Dis.
Pay-to-Play Dec.
Grinding Dis.

Attention Capture Man. Dec. Auto-Play Dis. Man.

Dec. = Deception; Man. = Manipulation; Dis. = Distortion/impairment; Greyscale label represents secondary autonomy violation

Figure 2: Design factors which help determine the dark pattern autonomy violation type(s)

to the legal cases currently facing the EU Commission, to show
how our framework assists in determining autonomy violations for
the given dark patterns.

We believe that our framework could help EU data protection,
consumer and DSA regulators with determining autonomy viola-
tions and their underpinning design factors in dark patterns. These
inferences can be complemented by user studies that show how
dark patterns influence user behavior, and thus demonstrate these
autonomy violations in action [3, 38]. As such, this framework
would benefit from future cross-cultural analyses, as autonomy vio-
lations might be perceived differently by regulators and users across
various European countries implementing the DSA. Lastly, as the
DSA is enforced, we expect that the usage and prevalence of such
design practices will change over time. Hence, future work may also
focus on longitudinal studies measuring the impact of regulatory
pressure and enforcement on the evolution of dark patterns.

5 Conclusion
This work represents a transdisciplinary contribution from the HCI
community for policymaking. Alongside the European Commis-
sion’s ongoing formal proceedings pertaining to DSA Article 25

violations [11, 12], we anticipate further regulatory actions in the
EU against dark patterns in online platforms. As the three DSA
autonomy violations are broadly formulated, they are open to in-
terpretation, even from different disciplines (philosophy, HCI, law).
Hence, our identified factors concretely articulate which design
aspects lead to a particular dark pattern autonomy violation type.
Our findings suggest that deception occurs due to factors related
to the information provided to users (Information Space), while
distortion/impairment occurs due to factors related to users’ choice
set (Choice Space). Whereas, manipulation, as a steering effect, can
occur in both information and choice spaces. We argue that the 8
key factors identified in this paper offer valuable insight from HCI,
complementing the DSA legal framework to enable its practical
implementation.
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