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Abstract. We consider multipoint Padé approximation to Cauchy transforms of com-
plex measures. It is known [?] that if the support of a measure is an analytic Jor-
dan arc and if the measure itself is absolutely continuous with respect to the equi-
librium distribution of that arc with Dini-smooth non-vanishing density, then the
diagonal multipoint Padé approximants associated with appropriate interpolation
schemes converge locally uniformly to the approximated Cauchy transform in the
complement of the arc. In this work we show that this convergence holds also for
measures whose Radon-Nikodym derivative is a Jacobi weight modified by a Hölder
continuous function. The asymptotic behavior of Padé approximants is deduced from
the analysis of underlying non-Hermitian orthogonal polynomials, for which we use
Riemann-Hilbert-∂̄ method.
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1. Introduction

2. Statements of Results

Let ∆ be an analytic Jordan arc with endpoints −1 and 1. In other words, there exists
a holomorphic univalent function Ξ, defined in some domain DΞ ⊃ [−1, 1], such that

∆ = Ξ([−1, 1]), Ξ(±1) = ±1.

We often shall say that Ξ is an analytic parameterization of ∆ or analytically parametrizes
∆. We orient ∆ from −1 to 1 and according to this orientation we distiguish the left,
∆+, and the right, ∆−, sides of ∆. It will be convenient for us to fix two unbounded arcs,
say ∆l and ∆r, that connect −∞ to −1 and +∞ to 1, respectively, in such a manner
that ∆l ∪∆ ∪∆r is a smooth unbounded Jordan arc that coincides with the real line in
some neighborhood of infinity. Put

w(z) = w(α, β; z) := (1− z)α(1 + z)β , α, β > −1, (2.1)
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where we choose branches of (1 − z)α and (1 + z)β that are holomorphic outside of ∆l

and ∆r, respectively, and that assume value 1 at 0. In particular, w is analytic across
∆◦ := ∆ \ {±1}. Further, set

w(z) :=
√
z2 − 1, w(z)/z → 1, as z →∞, (2.2)

to be a holomorphic function outside of ∆. Then

ϕ(z) := z + w(z), z ∈ D := C \∆, (2.3)

is holomorphic in D \{∞}, has continuous boundary values ϕ± on ∆±, respectively, and
satisfies 2z/ϕ(z)→ 1 as z →∞ and ϕ+ϕ− = 1 on ∆.

2.1. Symmetric Contours

The multipoint Padé approximants that we consider are rational interpolants in nature.
As we want them to converge to the approximated function (Cauchy integral of a certain
density given on ∆), we need to describe interpolation schemes compatible with ∆. We
do it in terms of monic polynomials vanishing at the interpolation points.

Let {vn} be a sequence polynomials such that deg(vn) ≤ 2n and each vn has no
zeros on ∆. To this sequence we associate a sequence of functions, say {rn}, given by

rn(z) :=
(

1
ϕ(z)

)2n−deg(vn) ∏
vn(e)=0

ϕ(z)− ϕ(e)
1− ϕ(e)ϕ(z)

, z ∈ D, (2.4)

where the product is taken over all zeros of vn according to their multiplicities. It is
easy to see that each function rn is holomorphic in D, has zeros at the zeros of vn of
the same order, and vanishes at infinity with order 2n − deg(vn). Hence, each rn has
exactly 2n zeros counting multiplicities. Moreover, the unrestricted boundary values r±n
exist everywhere on each side of ∆ and satisfy r+

n r
−
n ≡ 1 by the corresponding property

of ϕ.

Definition (Class S(∆)). We say that a sequence of polynomials {vn} with no zeros on
∆ belongs to the class S(∆) if the following conditions hold:
(1) associated functions rn satisfy |r±n | = O(1) uniformly on ∆ and rn = o(1) locally

uniformly in D;
(2) there exists a neighborhood of ∆ that does not contain zeros of rn for all n large

enough;
(3) the normalized counting measures of zeros of rn form a weakly convergent sequence.

We remark that the third requirement in the definition of S(∆) is purely technical
and is placed only to simplify the forthcoming considerations.

Regarding the nature of the class S(∆), the following was shown in [?, Thm. 1].
For an analytic Jordan arc ∆ there always exist sequences {vn} belonging to S(∆) and
they can be constructed explicitly granted the parameterization Ξ. Conversely, let ∆ be
a rectifiable Jordan arc with endpoint ±1 such that for x = ±1 and all t ∈ ∆ sufficiently
close to x it holds that |∆t,x| ≤ const.|x− t|β , β > 1/2, where |∆t,x| is the arclenth of the
subsarc of ∆ joining t and x and const. is an absolute constant. If there exists a sequence
of polynomials {vn} complying with the first and second requirements in the definition
of S(∆), then ∆ is necessarily an analytic arc.

The class S(∆) is intimately related to the so-called symmetry property of the con-
tour ∆ [?, ?]. We shall not dwell on this relation here but illuminate the essence of it. If
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∆ is as in the second part of the preceding paragraph and possesses the symmetry prop-
erty in the field1 −V ν , where ν is a compactly supported in D Borel measure and V ν

is the logarithmic potential of ν, then ∆ is an analytic arc and subsequently there exist
sequences belonging to S(∆). Conversely, if the set S(∆) is not empty then ∆ possesses
the symmetry property in the field −V ν for some compactly supported Borel measure ν.
In fact, this is exactly the measure coming from the third part of the definition of S(∆)
if the latter has compact support, otherwise one needs to consider its balayage onto the
boundary of any simply connected domain containing ∆.

For our investigation we need to know in greater detail the properties of just defined
interpolation schemes which we gather in the following theorem. Recall that all the arcs
are assumed to have ±1 as the endpoints.

Theorem 1. Let ∆ be an analytic Jordan arc and {vn} ∈ S(∆). Then there exists a
sequence of analytic Jordan arcs {∆n} such that their analytic parameterizations Ξn
converge to Ξ, an analytic parameterization of ∆, uniformly in some neighborhood of ∆.
Moreover, the functions rn, associated to vn via (2.4), can be analytically deformed to be
holomorphic in Dn := C \∆n and their traces on each side of ∆n are unimodular.

The above theorem should be understood in the following way. Let wn and ϕn be
defined relative to ∆n as w and ϕ were defined in (2.2) and (2.3) relative to ∆. Clearly,
wn and ϕn are simply analytic deformations of w and ϕ. Set r∗n to be the function
associated to vn via (2.4) with ϕ replaced by ϕn. Trivially, r∗n is an analytic deformation
of rn that has a jump across ∆n rather than ∆. Theorem 1 claims that there is a choice
of the contours ∆n so that |(r∗n)±| ≡ 1 on ∆n and ∆n approach ∆ in the sense made
precise in the statement of the theorem. In fact, each ∆n is the symmetric contour in
the field generated by minus the logarithmic potential of the counting measure of finite
zeros of rn. Moreover, r∗n turns out to coincide with a Blaschke product with respect to
the domain Dn and that has the same zeros as rn.

2.2. Strong Asymptotics for non-Hermitian Orthogonal Polynomials

As we already mentioned, we consider the weights on ∆ that are the modifications of the
Jacobi weight (2.1) by Hölder continuous non-vanishing functions. Thus, we define the
following smoothness classes. Hereafter, the symbols s, m, and ς are reserved to have the
following meaning: s > 0, s = m+ ς, ς ∈ (0, 1], and m ∈ Z+ := N ∪ {0}.
Definition (Classes Cs(K) and Cs−(K)). Let K be an analytic Jordan arc or curve. We
say that a function θ, given on K, belongs to the class Cs(K) if θ is m-times continuously
differentiable on K and its m-th derivative is uniformly Hölder continuous with exponent
ς, i.e.

|θ(m)(t1)− θ(m)(t2)| ≤ const.|t1 − t2|ς , t1, t2 ∈ K,
where const. < ∞ depends only on θ. When K is a closure of a domain, we define
Cs(K) as the space of all functions on K whose partial derivatives up to the order m
are continuous and bounded in K and whose partial derivatives of order m are uniformly
Hölder continuous in K with exponent ς. Finally, we say that θ ∈ Cs−(K) if θ ∈ Cs−ε(K)
for any ε ∈ (0, s).

When K = ∆, we simply write Cs instead of Cs(∆). Observe that under this
definition Cm+1, m ∈ Z+, stands for the space of m-times continuously differentiable

1For information on the notions of potential theory we refer the reader to the monographs [?, ?].
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functions with m-th derivative being Lipschitz. Hence, Cm+1 contains all m + 1-times
continuously differentiable functions.

In this section we investigate the asymptotic behavior of polynomials satisfying
varying non-Hermitian orthogonality relation of the form∫

∆

tjqn(t)wn(t)dt = 0, j ∈ {0, . . . , n− 1}, (2.5)

and also the asymptotic behavior of their functions of the second kind, i.e.,

Rn(z) :=
∫

∆

qn(t)wn(t)
t− z

dt

πi
, z ∈ D, (2.6)

where {wn} is a specially chosen sequence of weights that we specify later. To describe
this asymptotic behavior, we need to introduce the notions of the geometric mean and
the Szegő function. The geometric mean of h := eθ, θ ∈ Cs, is given by

Gh := exp
{∫

θdω

}
, dω(t) :=

idt

πw+(t) |∆
. (2.7)

As θ is Hölder continuous, Gh is well-defined and non-zero (see Section 5.3). Moreover,
the Szegő function of h, given by

Sh(z) := exp
{

w(z)
2

∫
θ(t)
z − tdω(t)− 1

2

∫
θdω

}
, z ∈ D, (2.8)

is the unique non-vanishing holomorphic function in D that has continuous unrestricted
boundary values on ∆ from each side and satisfies

h = GhS
+
h S
−
h on ∆ and Sh(∞) = 1. (2.9)

Observe also that in the case ∆ = [−1, 1] the measure dω simply becomes the normalized
arcsine distribution on [−1, 1]. The following theorem takes place.

Theorem 2. Let {qn} be a sequence of polynomilas satisfying orthogonality relations (2.5)
with weights

wn :=
whnh

vn
, h = eθ, hn = eθn , (2.10)

where θ ∈ Cs, {θn} is a normal family in some neighborhood of ∆, {vn} ∈ S(∆), and
w = w(α, β; ·) is such that

α, β ∈ (−1,∞) ∩ (−s, s). (2.11)

Denote s∗ := max{|α|, |β|} and set

δn,ε :=

{
nε−

1
2 (s−s∗), s− s∗ < 1,

nε−
1
2 , s− s∗ ≥ 1.

(2.12)

Then, for all n large enough, polynomials qn have exact degree n and therefore can be
normalized to be monic. Under such a normalization, we have that{

qn = [1 +O(δn,ε)]/Sn
Rnw = [1 +O(δn,ε)]γnSn

(2.13)

locally uniformly in D for any arbitrarily small ε > 0, where

Sn := (2/ϕ)nSwnw+ , γn := 21−2nGwnw+ , (2.14)
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and Rn was defined in (2.6);{
qn = [1 +O(δn,ε)]/S+

n + [1 +O(δn,ε)]/S−n
(Rnw)± = [1 +O(δn,ε)] γnS±n

(2.15)

locally uniformly in ∆◦.

2.3. Multipoint Padé Approximation

Let µ be a complex Borel measure with compact support. We define the Cauchy transform
of µ as

fµ(z) :=
∫
dµ(t)
z − t , z ∈ C \ supp(µ). (2.16)

Clearly, fµ is a holomorphic function in C \ supp(µ) that vanishes at infinity.
Classically, diagonal (multipoint) Padé approximants to fµ are rational functions

of type (n, n) that interpolate fµ at a prescribed system of 2n+ 1 points. However, when
the approximated function is of the from (2.16), it is customary to place at least one in-
terpolation point at infinity. More precisely, let {vn} be a sequence of monic polynomials,
deg(vn) ≤ 2n, with zeros in C \ supp(µ).

Definition (Multipoint Padé Approximant). Given fµ of type (2.16) and a sequence {vn},
the n-th diagonal Padé approximant to fµ associated with {vn} is the unique rational
function Πn = pn/qn satisfying:
• deg pn ≤ n, deg qn ≤ n, and qn 6≡ 0;
• (qn(z)fµ(z)− pn(z)) /vn(z) is analytic in C \ supp(µ);
• (qn(z)fµ(z)− pn(z)) /vn(z) = O

(
1/zn+1

)
as z →∞.

A multipoint Padé approximant always exists since the conditions for pn and qn
amount to solving a system of 2n+1 homogeneous linear equations with 2n+2 unknown
coefficients, no solution of which can be such that qn ≡ 0 (we may thus assume that qn is
monic); note that the required interpolation at infinity is entailed by the last condition
and therefore Πn is, in fact, of type (n− 1, n).

The following theorem is a standard consequence of Theorem 2 (see, for example,
[?, Thm. 3]) and we shall not prove it here.

Theorem 3. Let ∆ be an analytic Jordan arc connecting ±1 and {vn} be a sequence of
polynomials from S(∆). Let also fµ be given by (2.16) with

dµ(t) = µ̇(t)dω(t), µ̇ = w exp{θ}w+,

where θ ∈ Cs, s > 0, and w = w(α, β; ·) complies with (2.11). Then the sequence of
diagonal Padé approximants to fµ associated with {vn}, {Πn}, is such that

(fµ −Πn)w = [2Gµ̇ +O(1/n)]S2
µ̇rn locally uniformly in D,

where functions rn are associated to polynomials vn via (2.4).

3. Proof of Theorem 1 and g-Functions

In this section we prove Theorem 1. Some notions that we introduce along the way, as
g-functions, will be also needed for the proof of Theorem 2.
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3.1. Parameterization Ξ, Functions g and g̃

As required by the third property in the definition of the class S(∆), normalized counting
measures of the zeros of rn converge weak∗ to a Borel measure ν. Denote by V νD the Green
potential of this measure. It was shown in the course of the proof of Theorem 1 in [?]
(see (4.34)) that the first requirement in the definition of S(∆) yields that

V νD(z) = −
∫

log
∣∣∣∣ ϕ(z)− ϕ(t)
1− ϕ(z)ϕ(t)

∣∣∣∣ dν(t).

In other words, the usual kernel, the Green function for D with pole at any given point
of D, which can be expressed through the conformal map of D onto D, can be replaced
by the one above for this special measure ν.

Let Lρ be a level line of V νD in DΞ, Lρ := {z : V νD(z) = log ρ}, ρ > 1. Without
loss of generality we may assume that Lρ is a smooth Jordan curve. Denote by O the
domain bounded by Lρ and ∆. It is rather well-known and can be shown as in the proof
of Theorem 1 in [?] ((4.39) and after) that

Φ(z) := exp
{

2
∫ z

1

∂V νD
∂z

(t)dt
}

= exp
{
−
∫

log
ϕ(z)− ϕ(t)
1− ϕ(z)ϕ(t)

dν(t)
}

(3.1)

is well-defined in O and maps it conformally onto the annulus {z : 1 < |z| < ρ} and
Φ(±1) = ±1. Moreover, by direct examination of the kernel in (3.1), we get that

Φ+ = Φ− = 1/Φ− on ∆. (3.2)

This, in particular, yields that J ◦Φ is holomorphic across ∆, where J(z) = (z + 1/z)/2
is the Joukovski transformation, and that the inverse Ξ := (J ◦ Φ)−1 is a holomorphic
univalent map in some neighborhood of [−1, 1] that analytically parametrizes ∆.

Based on the conformal map Φ, we define two more functions, g and g̃. Set L :=
Φ−1([−ρ,−1]), L̃ := Φ−1([1, ρ]), and define

g := log Φ, lim
z→1

g(z) = 0, g ∈ H(O \ L),

g̃ := log Φ− πi, lim
z→−1

g̃(z) = 0, g̃ ∈ H(O \ L̃).
(3.3)

It follows immediately from (3.2) that

g+ = −g− and g̃+ = −g̃− on ∆. (3.4)

Hence, g2 and g̃2 are analytic in Og := (O ∪∆) \ L and Oeg := (O ∪∆) \ L̃, respectively.
Moreover, it holds that

g2(∆) = g̃2(∆) = [−π2, 0] and g2(1) = g̃2(−1) = 0.

It is also true that g2 and g̃2 are univalent in Og and Oeg, respectively. Indeed, suppose
that g2(z1) = g2(z2), z1, z2 ∈ Og. Then either Φ(z1) = Φ(z2) and therefore z1 = z2 by
conformality of Φ or Φ(z1) = 1/Φ(z2), which is possible only for the boundary values,
i.e. Φ+(z1) = Φ−(z2), but the latter holds if and only if z1 = z2 ∈ ∆. The case of g̃2 is
no different.
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3.2. Jordan arcs ∆n, Functions gn and g̃n

Without loss of generality we may assume that functions rn have no zeros in O. Moreover,
as rn has 2n zeros outside of O, its winding number is equal to −2n on any curve
homologous to Lρ. In other words, rn has a continuous argument that decreases by 4nπ
as ∆ is encompassed once in the positive direction. Thus, the functions

Φn := r−1/2n
n = exp

{
−
∫

log
ϕ(z)− ϕ(t)
1− ϕ(z)ϕ(t)

dνn(t)
}
,

are well-defined and analytic in O, where νn is the counting measure of zeros of rn.
Moreover, as the counting measures of zeros of rn converge to ν, the functions Φn converge
to Φ uniformly in O.

Hence, we can define

gn := log Φn, lim
z→1

gn(z) = 0, gn ∈ H(O \ L),

g̃n := log Φn − πi, lim
z→−1

g̃n(z) = 0, g̃n ∈ H(O \ L̃).
(3.5)

It is rather straightforward to see that Φ+
nΦ−n ≡ 1 on ∆ and therefore

g+
n = −g−n and g̃+

n = −g̃−n on ∆. (3.6)

Thus, g2
n and g̃2

n are analytic in Og and Oeg, respectively. To simplify the discussion we
choose domains OL ⊂ Og and OeL ⊂ Oeg in such a manner that OL ⊃ L̃, OeL ⊃ L, and
OL ∪OeL = O ∪∆. Then it is an easy consequence of the convergence of Φn to Φ that g2

n

and g̃2
n converge uniformly to g2 and g̃2 in the closures OL and OeL, respectively.
Next, we claim that the functions g2

n and g̃2
n are univalent for all n large enough in

OL and OeL, respectively. Assume to the contrary that there exist two sequences of points
{z1,n}, {z2,n} ⊂ OL such that g2

n(z1,n) = g2
n(z2,n). As OL is compact, we can assume

that zj,n → zj ∈ OL, j = 1, 2. Since g2
n converges to g2 uniformly on OL, we have that

g2(z1) = g2(z2) and therefore z1 = z2. Set dn(z) := (g2
n(z)−g2

n(z1,n))/(z−z1,n). Then dn
are analytic functions on OL that converge uniformly to d(z) := (g2(z)−g2(z1))/(z−z1).
Moreover, dn(z2,n) = 0 and converges to d(z1). Thus, (g2)′(z1) = d(z1) = 0, which is
impossible since g2 is univalent. This finishes the proof of the claim as the case of g̃2

n is
no different.

From all the above we see that each g2
n maps OL conformally into a neighborhood

of zero. Set ∆n,1 to be the preimage of the intersection of this neighborhood with Σ2 :=
{ζ : Arg(ζ) = π}. Then ∆n,1 is an analytic arc with one endpoint being 1. Analogously,
g̃2
n maps OeL conformally into another neighborhood of zero. Thus, we can define ∆n,−1 to

be the preimage of the intersection of this neighborhood again with Σ2. Clearly, ∆n,−1

is an analytic arc with one endpoint being −1. By noticing that g2
n assumes negative

values if and only if g̃2
n assumes negative values, we derive that ∆n := ∆n,1 ∪∆n,−1 is

an analytic arc with endpoint ±1.

3.3. Parameterizations Ξn, Functions g∗n and g̃∗n

Now, define wn and ϕn with respect to ∆n as w and ϕ were defined in (2.2) and (2.3)
with respect to ∆. Clearly, ϕn is a holomorphic deformation of ϕ, i.e. ϕn = ϕ outside of
a bounded domain with the boundary ∆ ∪∆n. Further, let r∗n be defined by (2.4) with
ϕ replaced by ϕn and with respect to the same zeros as rn. Hence, r∗n is a holomorphic
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deformation of rn. Finally, define Φ∗n, g∗n, and g̃∗n accordingly, so, these functions are
holomorphic deformations of Φn, gn, and g̃n. This immediately implies that

g2
n = (g∗n)2 and g̃2

n = (g̃∗n)2.

The latter necessarily yields that (Φ∗n)+ = (Φ∗n)− and (r∗n)+ = (r∗n)−. Moreover, Φ∗n
maps On := (O ∪ ∆) \ ∆n into some annular domain having the unit circle as one
component of the boundary. As in the case of Φ, we deduce from the symmetries of
Φ∗n that J ◦ Φ∗n is holomorphic across ∆n and that Ξn := (J ◦ Φ∗n)−1 is a holomorphic
parameterization of ∆n, Ξn([−1, 1]) = ∆n. Moreover, as Φn converge to Φ uniformly in
some annular domain encompassing ∆, we see that J ◦ Φ∗n converge locally uniformly
to J ◦ Φ in some neighborhood of ∆. This can be rephrased as follows. The constructed
sequence of analytic parameterizations of ∆n, {Ξn}, converges uniformly to analytic
parameterization of ∆, Ξ, in the closure of some neighborhood of [−1, 1]. This finishes
the proof of Theorem 1.

4. Trace Theorems and Extensions

As usual in the Riemann-Hilbert approach, we will need to extend the weights of orthog-
onality from ∆ into the complex plane or at least some part of it. As the weights are
not analytic, this extension will require a special construction that we carry out in this
section.

4.1. Domains with Smooth Boundaries

In this section we suppose that Ω is a bounded domain with boundary Γ which is infinitely
smooth, i.e. every point of Γ possesses a neighborhood that can be parametrized by an
infinitely many times differentiable function.

4.1.1. Sobolev spaces. Set W0
p(Ω) = Lp(Ω), p ≥ 1, to be the space of all measurable

functions f such that |f |p is integrable over Ω. We define Wk
p(Ω), k ∈ N, to be the

subspace of Lp(Ω) that comprises of functions with weak partial derivatives up to the
order k also in Lp(Ω). It is known from Sobolev’s imbedding theorem [?, Thm. 5.4] that

Wk
p(Ω) ⊂

{
Wk

2p/(2−p)(Ω), p ∈ [1, 2),

Ck−2/p(Ω), p ∈ (2,∞).
(4.1)

To state the trace theorem for functions in Wk
p(Ω), we need to introduce appropriate

spaces on Γ. We define a fractional Sobolev spaces Wk−1/p
p (Γ) [?, Sec. 1.3.3] to be the

subspaces of Lp(Γ) consisting of functions satisfying∫∫
Γ×Γ

∣∣∣∣f (k−1)(x)− f (k−1)(y)
x− y

∣∣∣∣p |dx||dy| <∞, (4.2)

where |dx| and |dy| are the arclength elements. It is a consequence of a trivial computation
that

Cs(Γ) ⊂Wm+1−1/p
p (Γ), p ∈

(
2,

2
1− ς

)
. (4.3)
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Finally, we mention one easy property of Sobolev functions that we shall utilize on
numerous occasions. Let F ∈ Wk+1

p (Ω). Then ∂F, ∂̄F ∈ Wk
p(Ω), where ∂F and ∂̄F are

analytic and anti-analytic derivatives of F , i.e.

∂f :=
1
2

(∂xf − i∂yf) and ∂̄f :=
1
2

(∂xf + i∂yf) .

4.1.2. Trace theorem. To state the theorem, we need to introduce notions of a directional
derivative and of a normal field. Let ξ ∈ C. We define the derivative in the direction ξ,
denoted by ∂ξ, as

∂ξf := ξ̄∂̄f + ξ∂f. (4.4)
It is easy to see that usual partial derivatives can be re-expressed as ∂x = ∂1 and ∂y = ∂i.
Moreover, it can be easily checked that for real-valued f definition (4.4) specializes to
the usual definition ∂ξf = 〈∇f, ~ξ〉 = 2Re(ξ∂u), where ∇f is the gradient of f , ~ξ is the
vector in R2 corresponding to ξ, and 〈·, ·〉 is the usual scalar product in R2.

Denote by ~n and ~τ the unit normal (outer with respect to Ω) and tangential (in
the positive direction) vectors on Γ, respectively. We also consider the corresponding
unimodular complex numbers n and τ . Clearly, τ = in. As Γ is infinitely smooth, n
extends to an infinitely many times differentiable function on Ω, which corresponds to
infinitely smooth normal vector field on Ω. In particular, we have for any F ∈ Wk

p(Ω)
that

∂k1n ∂
k2
τ F ∈Wk−k1−k2(Ω), k1 + k2 ∈ {0, . . . , k}, (4.5)

where
∂nF (z) := n(z)∂̄F (z) + n(z)∂F (z), z ∈ Ω, (4.6)

and the function ∂τF is defined analogously. It also will be useful for us later to observe
that

∂̄F =
n

2
(∂nF + i∂τF ) on Γ. (4.7)

Now, we are ready to state the trace theorem for Wm
p (Ω) [?, Thm. 1.5.1.2].

Given {fk}mk=0, fk ∈ Wm+1−k−1/p
p (Γ), p ∈ (1,∞), there exists F ∈ Wm+1

p (Ω) such that
(∂knF )|Γ = fk, k ∈ {0, . . . ,m}.

One important property of F is that it depends only on {fk} and does not depend
on p. Moreover, the following differentiability properties of F and {fk} take place. First,
it holds that ∂n∂τF = ∂τ∂nF in Ω. Second, we have that (∂kτF )|Γ = (F|Γ)(k). Third, it
is true that (

∂k1τ ∂
k2
n F

)
|Γ =

([
∂k2n F

]
|Γ

)(k1)

= f
(k1)
k2

. (4.8)

The third property is the consequence of the first two that says that any partial derivative
of F with respect to any sequence of ∂n and ∂τ can be written as ∂k1τ ∂

k2
n F and its

boundary values can be expressed through the appropriate derivatives of fk.

4.1.3. Smooth extensions. Let f ∈ Cs(∆), f (k)(±1) = 0, k ∈ {0, . . . ,m}. Let also Ω and
Γ be as in the previous section and assume that ∆ ⊂ Γ. Then there exists F ∈Wm+1

p (Ω)
for all p ∈ (2, 2

1−ς ) such that

F|∆ = f and ∂̄F ∈ Cs−1−
0 (Ω) if s > 1, (4.9)

where Cs0(Ω) ⊂ Cs(Ω) consists of functions whose partial derivatives of all (existing)
orders, including the function itself, vanish on Γ.
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Indeed, by setting f0 = f on ∆ and f0 ≡ 0 on Γ\∆, we see that f0 ∈ Cs(Γ). Further,
set fk := (−i)kf (k)

0 , k ∈ {1, . . . ,m}. As fk ∈ Cs−k(Γ), k ∈ {0, . . . ,m}, the existence of F
in Wm+1

p (Ω) with required boundary values follows immediately from (4.3) and the just
stated trace theorem. Hence, we need only to show that ∂̄F ∈ Cs−0 (Ω), or equivalently,
that

(∂k1τ ∂
k2
n ∂̄F )|Γ ≡ 0 (4.10)

for all k1 + k2 ∈ {0, . . . ,m− 1}. To verify (4.10), observe that since(
∂k1τ ∂

k2+1
n F

)
|Γ = f

(k1)
k2+1 = (−i)k2+1f

(k1+k2+1)
0 = −if (k1+1)

k2
= −i (∂k1+1

τ ∂k2n F
)
|Γ ,

by the choice of {fk} and (4.8), we have that
(
∂k1τ ∂

k2+1
n F

)
|Γ = −i (∂k1+1

τ ∂k2n F
)
|Γ by

(4.7) and therefore (4.10) does indeed take place.
In fact, there exist trace theorems not only for Sobolev spaces but also for smooth-

ness classes. In particular, by [?, Cor. 6.2.8], there exists F ∈ Cs(Ω) (rather than in
Cs−(Ω)) with the same boundary values for the directional derivatives. However, it will
be important for us later to use not only Hölder continuity of the m-th partial derivatives
of F but also the fact that there exist m+ 1-st integrable partial derivatives of F .

4.2. Domains with Polygonal Boundary

The previous results also hold, with some modifications, for domains with polygonal
boundary. Namely, let Ω be a domain whose boundary is a curvilinear polygon (a union
of smooth arcs that might form corners at the joints) consisting of two pieces, say ∆1

and ∆2. As we do not strive for generality, we assume that each ∆j is an analytic arc
connecting −1 and 1.

4.2.1. Trace theorem. We define fractional Sobolev spaces Wk−1/p
p (∆◦j ) as in (4.2) only

with integration on ∆◦j ×∆◦j , j = 1, 2. Again, it is a consequence of a trivial computation
that (4.3) holds for the corresponding spaces on ∆j , j = 1, 2.

As before, denote by ~nj and ~τj the unit normal (outer with respect to Ω) and
tangential (in the positive direction with respect to the orientation from −1 to 1) vectors
on ∆j . As usual, nj and τj stand for the corresponding unimodular complex numbers.
Clearly, τj = inj if Ω lies on the left side of ∆j and τj = −inj otherwise. As each arc ∆j

is analytic, each nj extends to an infinitely many times differentiable function on Ω. In
particular, (4.5), (4.6), and (4.7) holds with n, τ , and Γ replaced by nj , τj , ∆j , and plus
sign replaced by minus sign in the right-hand side of (4.7) when τj = −inj .

With all the necessary material at hand, we can state the trace theorem for Sobolev
spaces on domains with polygonal boundary [?, Thm. 1.5.2.8].

Given {fjk}mk=0, fjk ∈ Wm+1−k−1/p
p (∆◦j ), satisfying f

(k2)
1k1

(±1) = f
(k1)
2k2

(±1), k1 + k2 ∈
{0, . . . ,m}, there exists F ∈Wm+1

p (Ω) such that (∂knjF )|∆j
= fjk, k ∈ {0, . . . ,m}.

Again, the choice of F depends only on {fjk} and does not depend on p.

4.2.2. Smooth extensions. Let f ∈ Cs(∆), f (k)(±1) = 0, k ∈ {0, . . . ,m}. Let also ∆± be
two analytic Jordan arcs with endpoints ±1 such that the the interior domain of ∆∪∆+,
say Ω+, lies to the left of ∆ and the interior domain of ∆∪∆−, say Ω−, lies to the right
of ∆. Then there exist functions F± ∈Wm+1

p (Ω±) for all p ∈ (2, 2
1−ς ) such that

F±|∆ = ±f, F±|∆± ≡ 0, and ∂̄F± ∈ Cs−1−
0 (Ω±) if s > 1. (4.11)
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First, we consider the case of Ω+. By setting f1k := (−i)kf (k), k ∈ {0, . . . ,m}, we see
that f1k ∈ Cs−k(∆), k ∈ {0, . . . ,m}. Moreover, for f2k ≡ 0, we observe that f (k2)

1k1
(±1) =

f
(k1)
2k2

(±1), k1 + k2 ∈ {0, . . . ,m}. Then the existence of F+ in Wm+1
p (Ω+) follows from

the analog of (4.3) and the above trace theorem. The fact that ∂̄F+ ∈ Cs−0 (Ω+) can be
shown exactly as in (4.9). In the case of Ω− the only difference is that we need to set
f1k := −ikf (k) since this time the normal and tangent on ∆ satisfy τ = −in.

5. Scalar Boundary Value Problems

In this section we dwell on smoothness properties of some integral operators.

5.1. Integral Operators

Here we introduce contour and surface integral operators and explain the solution of a
certain ∂̄-problem.

5.1.1. Contour integral operators. Let φ be an Lp, p > 1, function on ∆, where Lp =
Lp(∆) stands for the space of functions with p-summable modulus on ∆ with respect to
the arclength differential |dt|. The Cauchy integral operator on ∆ is defined by

Cφ(z) := C∆φ(z) =
1

2πi

∫
∆

φ(t)
t− z dt, z ∈ D. (5.1)

It is known that Cφ is a holomorphic function in D with Lp traces on ∆, denoted C±φ,
that are connected by Sokhotski-Pemelj formulae [?, Sec. I.4.2], i.e.

C+φ− C−φ = φ and C+φ+ C−φ = Sφ, (5.2)

where S is the singular integral operator on ∆ given by

Sφ(τ) := S∆φ(τ) =
1
πi

∫
∆

φ(t)
t− τ dt, τ ∈ ∆◦, (5.3)

the integral, of course, is understood in the sense of the principal value.
Let now Ω be a simply connected bounded domain with smooth boundary Γ. We

define CΓ and SΓ by (5.1) and (5.3) only this time with integration on Γ rather than on
∆. The Sokhotski-Plemelj formulae (5.2) still hold for φ ∈ Lp(Γ), p > 1, with the only
difference that now CΓφ is a sectionally holomorphic function and therefore C+

Γ φ is the
trace of CΓφ from within Ω and C−Γ φ is the trace of CΓφ from within C \ Ω.

Concerning the smoothness of CΓφ the following is known. If φ ∈ Cς(Γ), ς ∈ (0, 1],
then CΓφ ∈ Cς−(Ω) [?, Sec. 5.5.1]. Further, if φ is continuously differentiable on Γ, then
C′Γφ = CΓφ′ [?, Sec. 4.4.4]. Thus, we may conclude that when φ ∈ Cs(Γ), s > 0, then
CΓφ ∈ Cs−(Ω).

5.1.2. Surface integral operators. Let φ ∈W0
p(Ω) = Lp(Ω). The surface Cauchy integral

on Ω is defined as

Kφ(z) :=
1

2πi

∫∫
Ω

φ(ζ)
ζ − z dζ ∧ dζ̄, z ∈ Ω. (5.4)

Then
∂̄Kφ = φ and ∂Kφ = Bφ, (5.5)
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where B is the Beurling transform, i.e.

Bφ(z) :=
1

2πi

∫∫
Ω

φ(ζ)
(ζ − z)2

dζ ∧ dζ̄, z ∈ Ω, (5.6)

where the integral is understood in the sense of the principal value.
The integral transformation K represents a bounded operator from W0

p(Ω) into
W0

2p/(2−p)(Ω) for p ∈ (1, 2), [?, Thm. 4.8.5], and into C1−2/p(Ω) for p ∈ (2,∞), [?, Thm.
4.8.8]. Since nothing prevents us from taking z outside of Ω, Kφ is, in fact, defined
throughout C and is clearly holomorphic outside of Ω and vanishes at infinity. Moreover,
Kφ is continuous across Γ. The latter can be easily seen if we continue φ be zero to a
larger domain, say Ω̃, and observe that this extension is in W0

p(Ω̃).
The Beurling transform B represents a bounded operator from a weighted space

Lpv(C) into itself when the non-negative function v is an Ap-weight (Muckenhoupt weight),
p ∈ (1,∞) [?, Thm. 4.9.6]. Let φ ∈ W0

p(Ω) and assume that φ vanishes everywhere
on Γ. Thus, we can assume that φ ∈ Lp(C) with φ ≡ 0 outside of Ω and therefore
φ/w ∈ Lp|w|p(C). It holds that |w|p is an Ap-weight for p > 2 [?, Sec. 9.1.b]. Thus,
B(φ/w) ∈ Lp|w|p(C) and therefore wB(φ/w) ∈W0

p(Ω), p > 2.
Finally, we point out that φ ∈W1

p(Ω) can be recovered by means CΓ and K in the
following fashion:

φ = CΓφ+K∂̄φ in Ω, (5.7)
which is the Cauchy formula for non-analytic functions.

5.2. Functions of the Second Kind

Let Rn be given by (2.6) with wn defined in (2.10). Clearly, Rn is holomorphic in D and
vanishes at infinity with order at least n+ 1, i.e., Rn = O(z−n−1) as z →∞, on account
of (2.5). It is also clear, that Rn = 2C(qnwn). Thus, it holds by (5.2) that

R+
n −R−n = 2qnwn

Further, since qnwn/w = qnhnh/vn ∈ Cs, s > 0, it is true that

Rn =


O(|1− z|α), if α < 0,
O(log |1− z|), if α = 0,
O(1), if α > 0,

and analogous asymptotics holds near −1. Indeed, the case α < 0 follows from [?, Sec.
I.8.3 and I.8.4]. (Observe that we defined (1− t)α, t ∈ ∆◦, as the values on ∆ of (1− z)α,
where the latter is holomorphic outside of the branch cut taken along ∆r. However,
(1 − t)α equivalently can be regared as the boundary values of (1 − z)α on ∆+, where
the latter is holomorphic outside of the the branch cut taken along ∆l ∪∆. Hence, the
analysis in [?, Sec. I.8.3] indeed applies to the present situation.) The case α = 0 follows
from [?, Sec. I.8.1 and I.8.4]. Finally, the case α > 0 holds since Rn(1) exists for such α
as wn(t)/(t− 1) is integrable near 1 in this situation.

5.3. Szegő Functions

Let θ ∈ Cs and h := eθ. The definition of the Szegő function given in (2.8) can be
rewritten as

Sh = exp
{

wC
(

θ

w+

)
− 1

2

∫
θ(t)dω

}
.
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Hence, decomposition (2.9) easily follows from the Sokhotski-Plemelj formulae (5.2).
Moreover, as the lemma in the next section shows, the traces S±h belong to Cs

′
, s′ < s,

and S+
h (±1) = S−h (±1). In particular, the functions c+h := S+

h /S
−
h and c−h := S−h /S

+
h are

continuous on ∆ and assume value 1 at ±1. It also follows from the Sokhotski-Plemelj
formulae that

c±h = exp
{

w±S
(

θ

w+

)}
. (5.8)

The following facts are intuitive and have been explained in detail in [?, Sec. 3.2 and
3.3]. If θ1, θ2 ∈ Cs, then Sh1h2 = Sh1Sh2 . If {θn} is a normal family in some neighborhood
of ∆ then {Shn} is a normal family in D. If, in addition, {θn} converges then {Shn}
converges as well and convergence is uniform on the closure ofD, in other words, including
the boundary values.

It can be readily verified that the uniqueness of decomposition (2.9) implies the
following formula for the Szegő function of a polynomial vn, deg(vn) ≤ 2n, with zeros
in D:

S2
vn =

1
Gvn

vn
rnϕ2n

, (5.9)

where rn was defined in (2.4).
Next, observe that it is possible to define continuous arguments of (z+ 1)/ϕ(z) and

(z − 1)/ϕ(z) vanishing on the real axis in some neighborhood of infinity. Therefore it
holds that

Sw(z) =
(

2
z − 1
ϕ(z)

)α/2(
2
z + 1
ϕ(z)

)β/2
and Gw = 2−(α+β), (5.10)

where w was defined in (2.1) and the branches of the power functions are taken such that
the positive reals are mapped into the positive reals.

Finally, using (5.10) with w = w(1/2, 1/2; ·) we have that

S+
w (t)S−w (t) = 2

√
1− t2 = −2iw+(t) t ∈ ∆.

Hence, we get that

Sw+ =
√

2w

ϕ
and Gw+ =

i

2
, (5.11)

where, as usual, the branch of the square root is chosen so Sw+ is positive for positive
reals large enough. It will be useful for us later to note that

(ϕSw+)± = (S±w+)2 ϕ±

S±w+S
∓
w+

S∓w+ = (S±w+)2 iϕ±

±2w±
S∓w+ = ±iS∓w+ , (5.12)

where we used (2.9).

5.4. Smoothness of Singular Integral Operator

In this section we show that the boundary values on ∆ of the Szegő function of eθ have
essentially the same smoothness as θ. It is likely that the conclusions of Lemma 4 below
are known (at least in the common knowledge sense) and definitely were obtained in [?,
Sec. 32] for s ∈ (0, 1/2]. The following lemma takes place.

Lemma 4. Let θ ∈ Cs, s = m+ ς, m ∈ Z+, ς ∈ (0, 1]. Then

w±S(θ/w+) = ±d+ w±`, d ∈ Cs−, d(k)(±1) = 0,

for all k ∈ {0, . . . ,m}, where ` is a polynomial, deg(`) ≤ 2m+ 1.
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Proof. Let Tk, k ∈ Z+, be the k-th Chebyshev polynomial. It is rather simple to verify
that C(Tk/w+) = (ϕnw)−1. Hence, we get from Sokhotski-Plemelj formulae (5.2) that
S(Tk/w) = −Uk−1, where Uk is the k-th Chebyshev polynomial of the second kind,
U−1 ≡ 0. Thus, when `0 is a polynomial, `1 := S(`0/w+) is also a polynomial of degree
one less. Therefore, if we let `0 to be the polynomial of degree at most 2m + 1 that
interpolates θ at ±1 up to and including the order m, then

w±S(θ/w+) = w±S((θ − `0)/w+) + w±`1. (5.13)

Set θe|∆ := θ− `0 and θe|Γ\∆ ≡ 0, where Γ is any infinitely smooth curve containing
∆. Then θe ∈ Cs(Γ). Since θe is identically zero on Γ \∆, it holds by (5.2) that

w+S((θ − `0)/w+) = 2w+C+((θ − `0)/w+)− (θ − `0) = 2wC+
Γ (θe/w)− θe, (5.14)

where from now on we agree that w|Γ is the trace of w from within Ω, i.e. it is equal to
w+ on ∆.

To investigate the smoothness of the product wCΓ(θe/w), let us show that

θ
(m+1−j−k)
e

w2k+1
∈ Cj+ς−

3
2−(Γ), j + ς >

3
2
, k ∈ {0, . . . ,m+ 1− j}. (5.15)

According to Section 4.1.3, for each l ∈ {0, . . . ,m} there exists Θm−l ∈ Wl+1
pς−(Ω) such

that Θm−l|Γ = θ
(m−l)
e , where we set for brevity

Wl
pς−(Ω) := ∩p∈(2,pς)W

l
p(Ω) and Wl

qς−(Ω) := ∩q∈(4/3,qς)W
l
q(Ω)

for each l ∈ Z+, pς := 2
1−ς and qς := 4

3−2ς . Let us show that

Θm+1−j−k

w2k+1
∈Wj

qς−(Ω), j ∈ {1, . . . ,m}, k ∈ {0, . . . ,m+ 1− j}. (5.16)

Clearly, by Sobolev’s imbedding (4.1), (5.16) implies (5.15). Further, to show (5.16), it
suffices to prove that

∂l1 ∂̄l2
(

Θm+1−j−k

w2k+1

)
=

l1∑
k=0

(
l1
l

)
vk,l

Θ(l1−l,l2)
m+1−j−k

w2(k+l)+1
∈W0

qς−(Ω) (5.17)

for any l1+l2 = j, where vk,l are some polynomials and Θ(l1−l,l2)
m+1−j−k := ∂l1−l∂̄l2Θm+1−j−k.

As Θ(l1−l,l2)
m+1−j−k ∈Wk+l

pς−(Ω) by properties of Sobolev functions, we have that Θ(l1,l2)
m+1−j/w ∈

W0
qς−(Ω) by Hölder inequality. Thus, we may assume that k + l > 0. Then on ac-

count of (4.1), we get that Θ(l1−l,l2)
m+1−j−k ∈ Ck+l+ς−1−(Ω). Moreover, by the construction

of Θm+1−j−k all its partial derivatives up to the total order j + k − 1 vanish on Γ \ ∆
and therefore ∣∣∣∣∣Θ

(l1−l,l2)
m+1−j−k(z)

w2(k+l)+1(z)

∣∣∣∣∣ ≤ const.|z2 − 1|ς− 3
2−ε in Ω (5.18)

for any arbitrarily small ε > 0 and this function is, in fact, continuous in Ω \ {±1}.
Clearly, this shows the validity of (5.17) and respectively of (5.16) and (5.15).

As explained in Section 5.1.1, Cauhcy transform CΓ preserves smoothness classes
and therefore CΓ(θe/w) ∈ Cs−

1
2−(Ω) by (5.15) applied with k = 0 and j = m + 1.

Hence, CΓ(θe/w) has m (resp. m− 1) continuous derivatives in Ω when ς ∈ ( 1
2 , 1] (resp.
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ς ∈ (0, 1
2 ]). Let `2, deg(`2) ≤ 2m + 1, be a polynomial that interpolates CΓ(θe/w) with

maximal order at ±1. Combining (5.13) with (5.14), we deduce that

w+S(θ/w+) = 2w+(C+
Γ (θe/w)− `2)− θe + w+(`1 + 2`2).

Hence, it remains to verify that f := w(CΓ(θe/w) − `2) belongs to Cs−(Ω) and that f ,
as well as all its derivatives, vanishes at ±1.

The m+1-st derivative of f in Ω, f (m+1), or equivalently ∂m+1f , can be expressed
as

f (m+1) =
m+1∑
j=0

(
m+ 1
j

)
uj

w2j−1

(
C(m+1−j)

Γ

(
θe
w

)
− `(m+1−j)

2

)

=
m+1∑
j=1

m+1−j∑
k=0

(
m+ 1
j

)(
m+ 1− j

k

)
uj

w2j−1

(
CΓ
(
vkθ

(m+1−j−k)
e

w2k+1

)
− `j,k

)

+
m∑
k=0

(
m

k

)
w

(
C′Γ
(
vkθ

(m−k)
e

w2k+1

)
− `0,k

)

=:
m+1∑
j=1

m+1−j∑
k=0

(
m+ 1
j

)(
m+ 1− j

k

)
uj

Ij,k
w2j−1

+
m∑
k=0

(
m

k

)
wI0,k,

where uj and vk are some polynomials appearing after differentiating w and 1/w and
the polynomials `j,k, deg(`j,k) ≤ m + j, interpolate at ±1 the respective terms in the
brackets up to the maximal order and add up to `(m+1−j)

2 .
By (5.15), Ij,k ∈ Cj+ς−

3
2−(Ω), j ∈ {2, . . . ,m + 1}, k ∈ {0, . . . ,m + 1 − j}. Thus,

Ij,k/w
2j−1 is a continuous in Ω \ {±1} function and arguing as in (5.18) we see that it

belongs to W0
pς−(Ω). In fact, this also shows that I1,k ∈W0

pς−(Ω), k ∈ {0, . . . ,m}, when
ς ∈ ( 1

2 , 1]. When j = 1 and ς ∈ (0, 1
2 ], we get by (5.7) that

I1,k
w

=
vkΘm−k

w2(k+1)
− 1

w

(
K
(
vk∂̄Θm−k

w2k+1

)
− `1,k

)
. (5.19)

Using exactly the same arguments as in (5.16)–(5.18), we can show that vkΘm−k/w
2(k+1) ∈

W0
pς−(Ω) and vk∂̄Θm−k/w

2k+1 ∈W0
qς−(Ω). Therefore the result of applying operator K

to the latter function belongs to W0
r(Ω) for any r ∈ (4, 4

1−2ς ) (see Section 5.1.2). Hence,
the second term on the right-hand side of (5.19) belongs to W0

pς−(Ω) by Hölder inequal-
ity. Thus, we have shown that Ij,k/w2j−1 ∈ W0

pς−(Ω) for any j ∈ {1, . . . ,m + 1} and
k ∈ {0, . . . ,m+ 1− j}.

Now, we shall show that the above conclusion also holds for wI0,k, k ∈ {0, . . . ,m}.
By (5.7) we have that

wI0,k =
vk∂Θm−k

w2(k+1)
+
vk+1Θm−k

w2(k+1)
−wB

(
vk∂̄Θm−k

w2k+1

)
+ w`0,k. (5.20)

Since ∂Θm−k ∈Wk
pς−(Ω) by the very definition of Θm−k, we have that the first summand

on the right-hand side of (5.20) belongs to W0
pς−(Ω) when k = 0. The same conclusion

follows for k > 0 by arguing as in (5.16)–(5.18). As already explained, the second sum-
mand on the right-hand side of (5.20) also belongs to W0

pς−(Ω). Finally, recall that by
construction ∂̄Θm−k, as well as all its existing partial derivatives, vanishes on Γ. Hence,
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we can assume it is given through C (when continued by 0 outside of Ω). Then it follows
that vk∂Θm−k/w

2k ∈ Lp(C) for any p ∈ (2, 2
1−ς ). As pointed out in Section 5.1.2, this

implies that wB(vk∂̄Θm−k/w
2k+1) belongs to Lp(C) and subsequently to W0

pς−(Ω). So,
we have shown that wI0,k ∈W0

pς−(Ω) for all k ∈ {0, . . . ,m}.
By what precedes, we have that f (m+1) ∈W0

pς−(Ω). As f is holomorphic in Ω, this
is equivalent to f ∈ Wm+1

pς− (Ω). In particular, the implies that f ∈ Cs−(Ω). It is also
clear that f (k)(±1) = 0 for all k ∈ {0, . . . ,m} by the choice of `2. Thus, the claim of the
lemma follows by setting d := 2f|∆ − θ + `0 and ` := `1 + 2`2. �

6. Riemann-Hilbert-∂̄ Problem

In what follows, σ3 stands for the Pauli matrix σ3 =
(

1 0
0 −1

)
.

6.1. Initial Riemann-Hilbert Problem

Let Y be a 2 × 2 matrix function and wn be given by (2.10). Consider the following
Riemann-Hilbert problem for Y (RHP-Y ):

(a) Y is analytic in C \∆ and lim
z→∞

Y (z)z−nσ3 = I , where I is the identity matrix;

(b) Y has continuous traces, Y±, on ∆◦ and Y+ = Y−

(
1 2wn
0 1

)
;

(c) Y has the following behavior near z = 1:

Y =



O

(
1 |1− z|α
1 |1− z|α

)
, if α < 0,

O

(
1 log |1− z|
1 log |1− z|

)
, if α = 0,

O

(
1 1
1 1

)
, if α > 0,

as D 3 z → 1;

(d) Y has the same behavior when D 3 z → −1 as in (c) only with α replaced by β
and 1− z replaced by 1 + z.

The connection between RHP-Y and polynomials orthogonal with respect to wn
was realized by Fokas, Its, and Kitaev [?, ?] and lies in the following.

Lemma 5. If a solution of RHP-Y exists then it is unique. Moreover, let n ∈ N, qn be a
polynomial satisfying orthogonality relations (2.5), and Rn be the corresponding function
of the second kind. Further, let q∗n−1 be a polynomial satisfying∫

∆

tjq∗n−1(t)wn(t)dt = 0, j ∈ {0, . . . , n− 2},

and R∗n−1 be its function of the second kind. If deg(qn) = n and there exists a constant
mn such that mnR

∗
n−1(z) = z−n[1 + o(1)] near infinity, then the unique solution of

RHP-Y is given by the matrix

Y :=
(

qn Rn
mnq

∗
n−1 mnR

∗
n−1

)
. (6.1)
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As neither the nature of the function wn in RHP-Y (b) nor the specific properties
of [−1, 1] were used in [?, Lem. 2.3], this lemma translates without change to the present
case and yields the uniqueness of the solution of RHP-Y whenever the latter exists. The
explicit form of the solution of RHP-Y follows easily from Section 5.2 and the direct
examination of RHP-Y (a)–(d). The nonexistence of the solution of RHP-Y due to non-
normality of qn and R∗n−1 (deg(qn) < n and R∗n−1 = O(z−n−1) as z →∞, respectively) is
rather typical, at least for small values of n, for the case of non-Hermitian orthogonality.

6.2. Renormalized Riemann-Hilbert Problem

Throughout the manuscript, unless specified otherwise, we follow the convention
√
z =√|z| exp{iArg(z)/2}, Arg(z) ∈ (−π, π]. Set

εn :=
√
Gvn/hhn/2 and En := εnϕ

nSvn/hhn . (6.2)

Then En has continuous boundary values on each side of ∆ that satisfy

E+
n E
−
n =

vn
2hhn

=
w

2wn
,

where we used (2.9) and the fact ϕ+ϕ− ≡ 1. Further, put

c+ := S+
h /S

−
h , c+n := S+

hn
/S−hn , c− := 1/c+, and c−n := 1/c+n . (6.3)

Then we get on account of (2.9) and (5.9) that

E−n
E+
n

=
(Svnϕ

n)−

(Svnϕn)+

S+
hhn

S−hhn
=

vn(cnc)+

Gvn
(
S2
vnϕ

2n
)+ = (rncnc)+ and

E+
n

E−n
= (rncnc)−. (6.4)

Since Svn/hhn(∞) = 1 by the definition of a Szegő function and ϕ(z)/2z → 1 as z →∞,
it holds that En(z)/[εn(2z)n] → 1 as z → ∞. Then it is a quick computation to check
that (

E−n
)σ3

(
1 2wn
0 1

)(
E+
n

)−σ3 =
(

(rncnc)+ w
0 (rncnc)−

)
and

lim
z→∞

(2nεn)σ3Y E−σ3
n (z) = I .

Let now Y be the solution of RHP-Y . Define

T := (2nεn)σ3Y E−σ3
n . (6.5)

Then T solves the following Riemann-Hilbert problem (RHP-T ):
(a) T is analytic in D and T (∞) = I ;

(b) T has continuous traces, T±, on ∆◦ and T+ = T−

(
(rncnc)+ w

0 (rncnc)−

)
;

(c) T has the following behavior near z = 1:

T =



O

(
1 |1− z|α
1 |1− z|α

)
, if α < 0,

O

(
1 log |1− z|
1 log |1− z|

)
, if α = 0,

O

(
1 1
1 1

)
, if α > 0,

as D 3 z → 1;

(d) T has the same behavior when D 3 z → −1 as in (c) only with α replaced by β
and 1− z replaced by 1 + z.
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Trivially, the following lemma holds.

Lemma 6. RHP-T is soluble if and only if RHP-Y is soluble. When solutions of RHP-
T and RHP-Y exist, they are unique and connected by (6.5).

6.3. Opening the Lenses, Contours Σext, Σn, and Σmdn
As standard in the Riemann-Hilbert approach, the second transformation of RHP-Y is
based on the following fatoctorization of the jump matrix in RHP-T (b):(

(rncnc)+ w
0 (rncnc)−

)
=
(

1 0
(rncnc)−/w 1

)(
0 w

−1/w 0

)(
1 0

(rncnc)+/w 1

)
.

This factorization allows to consider new Riemann-Hilbert problem with three jumps on
a lens-shaped contour Σn (see Fig. 1 below). However, for that we need to prolongate

+−

+−
+−

∆n+

∆+

∆−

∆n−

∆−1 1

Figure 1. The contour Σn := ∆n+ ∪ ∆ ∪ ∆n− ⊂ DΞ (solid lines). The
extension contour Σext := ∆+ ∪∆ ∪∆− (dashed lines and ∆).

c± and c±n into the complex plane. We shall do it in such a manner that the extension
functions, denoted by c and cn, are analytic outside of a fixed lens Σext (see Fig. 1). We
postpone this task until the next section and describe here the construction of the lenses
Σext and Σn.

We start from Σext. Assume first that ∆ = [−1, 1]. Set ∆+ to be the subarc of the
circle {z : |z − ix| = |x + 1|} that lies in the upper half plane, where x is fixed and
positive. Clearly, ∆+ joins −1 and 1 and can be made as close to [−1, 1] as we want by
taking x sufficiently large. We set ∆− to be the reflection of ∆+ across the real axis.
We also denote by Ω+ and Ω− the upper and the lower parts of the lens Σext, i.e. Ω+

(resp. Ω−) is a domain bounded by ∆+ (resp. ∆−) and ∆. In the general case, Σext is
the image under Ξ of the corresponding lens for [−1, 1] (clearly, the latter lens always
can be made small enough to lie in DΞ).

To construct Σn, chose δ0 > 0 small enough that the intersection of ∆ with disks
of radius δ < δ0 around 1, say Uδ, and −1, say Ũδ, is two connected pieces of ∆. Fix
δ < δ0. As explained in Section 3.2, g2

n, defined in (3.5), maps Uδ conformally onto some
neighborhood of zero and g̃2

n maps Ũδ onto another such neighborhood. Denote by Kn

those points in Uδ that are mapped by g2
n into the rays Σ1 := {ζ : Arg(ζ) = 2π/3}

and Σ3 := {ζ : Arg(ζ) = −2π/3}. Analogously, we define K̃n. Clearly, Kn and K̃n are
Jordan arcs passing through 1 and −1, respectively. Thus, we set

Σn = ∆ ∪∆n+ ∪∆n−, ∆n+ ∪∆n− := Kn ∪ K̃n ∪Kn+ ∪Kn−,
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where ∆n± are Jordan arcs connecting ±1 (∆n+ contains the part of Kn that is mapped
by g2

n onto Σ1 and the part of K̃n that is mapped by g̃2
n onto Σ3) and Kn± are Jordan

arcs connecting the endpoints of Kn and K̃n, having empty intersection with Uδ∪Ũδ, and
chosen so ∆n+ ∪∆n− is a Jordan curve and the arcs ∆± of the lens Σext are contained
within the interior of lens Σn. We point out that we have chosen the contours Σn in such

Kn

K

K̃n

K̃

Kn+

K−

K+

Kn−

∆n

∆

UδŨδ

Figure 2. Contours Σ (dashed lines) and Σmdn (solid lines). Neighborhoods

Uδ and eUδ (disks around ±1).

a manner that they approach a fixed contour, say Σ, which is constructed exactly as Σn
only with g2

n and g̃2
n replaced by g2 and g̃2, defined in (3.3) (see Fig. 2). Observe that

Σn is well-defined since the arcs Kn (resp. K̃n) and ∆n form angles π/3 at 1 (resp. −1)
by construction. Moreover, by Theorem 1 the arcs ∆n approach ∆ in a uniform manner
and therefore the tangents of ∆n at ±1 to converge to those of ∆. Hence, it is indeed
true that arcs ∆ and Kn (resp. K̃n) have in common only point 1 (resp. −1).

Finally, it will be useful for us later to define one more system of contours, say
Σmdn . The lens Σmdn is obtained from Σn simply by replacing ∆ by ∆n (see Fig. 2). By
what was explained in the previous paragraph, ∆n is contained within the lens Σn and
therefore the lens Σmdn is well-defined.

6.4. Extension with Controlled Anti-Analytic Derivative

Without loss of generality we may assume that Σn ⊂ DΞ and all the functions hn are
holomorphic in DΞ. By the very definition of c±n we have that

c±n = Ghn
(
S±hn

)2
h−1
n .

Thus, there is a natural holomorphic extension of each c±n given by

cn := GhnS
2
hnh
−1
n in DΞ \∆. (6.6)

Concerning the extension of c, we can prove the following.

Lemma 7. Let θ ∈ Cs. Then there exists a continuous in C \∆ and up to ∆± function c
satisfying

c|∆± = c±, c|∆± = exp{w`} and ∂̄c = cf,

where ` is a polynomial, deg(`) ≤ 2m + 1, f ∈ Lp(Ω±), p ∈ (2, 2
1−s ) if s ∈ (0, 1], and

f ∈ Cs−1−
0 (Ω±), otherwise.
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Proof. Recall that by (5.8) we can write c± = exp{w±S(θ/w+)}. It also was shown in
Lemma 4 that w±S(θ/w+) = ±d+w±`, d ∈ Cs−, d(k)(±1) = 0, for all k ∈ {0, . . . ,m}.
The the conclusion of the lemma follows upon applying the considerations of Section
4.2.2 with f = d and setting c := exp{w`+ F±} and f := ∂̄F± in Ω±. �

6.5. Formulation of Riemann-Hilbert-∂̄ Problem

In this section we reformulate RHP-T as a Riemann-Hilbert-∂̄ problem. In what follows,
we understand under c and cn the extensions obtained in Section 6.4 above. Let T be
the solution of RHP-T . We define a matrix function S on C \ Σn as follows:

S :=


T

(
1 0

−rncnc/w 1

)
, in Ωn+,

T

(
1 0

rncnc/w 1

)
, in Ωn−,

T , outside the lens Σn,

(6.7)

where the upper part, Ωn+, (resp. lower part, Ωn−) of the lens Σn is a domain bounded
by ∆n+ (resp. ∆n−) and ∆. This new matrix function is no longer analytic (in general)
in the whole domain D since c is not analytic inside the extension lens Σext. Recall that
by the very construction, c coincides with a holomorphic function c̃ = exp{w`} outside
the lens Σext. To capture the non-analytic character of S , we introduce the following
matrix function that will represent the deviation from analyticity:

W0 :=


(

0 0
±rncn∂̄c/w 0

)
, in Ω±,(

0 0
0 0

)
, outside the lens Σext.

(6.8)

Then S solves the following Riemann-Hilbert-∂̄ problem (RH∂̄P-S ):
(a) S is a continuous matrix function in C \ Σn and S (∞) = I ;
(b) S has continuous boundary values, S±, on Σ◦n := Σn \ {±1} and

S+ = S−

(
1 0

rncnc/w 1

)
on ∆◦n+ ∪∆◦n−,

S+ = S−

(
0 w

−1/w 0

)
on ∆◦;

(c) For α < 0, S has the following behavior near z = 1:

S (z) = O

(
1 |1− z|α
1 |1− z|α

)
, as C \ Σn 3 z → 1;

For α = 0, S has the following behavior near z = 1:

S (z) = O

(
log |1− z| log |1− z|
log |1− z| log |1− z|

)
as C \ Σn 3 z → 1;

For α > 0, S has the following behavior near z = 1:

S (z) =


O

(
1 1
1 1

)
, as z → 1 outside the lens Σn,

O

( |1− z|−α 1
|1− z|−α 1

)
, as z → 1 inside the lens Σn;
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(d) S has the same behavior when C \Σn 3 z → −1 as in (c) only with α replaced by
β and 1− z replaced by 1 + z;

(e) S deviate from an analytic matrix function according to ∂̄S = S W0.
As for the first transformation, the following lemma holds.

Lemma 8. RH∂̄P-S is soluble if and only if RHP-T is soluble. When solutions of
RH∂̄P-S and RHP-T exist, they are unique and connected by (6.7).

Proof. By construction, the solution of RHP-T yields a solution of RH∂̄P-S . Conversely,
let S ∗ be a solution of RH∂̄P-S . It is easy to check that T ∗, obtained from S ∗ by
inverting (6.5), is an analytic matrix function in C\Σn with continuous boundary values
on Σ◦n. Moreover, it can be readily verified that T ∗ has no jumps on ∆◦n± and therefore
is analytic in D. It is aslo obvious that it equals to the identity matrix at infinity and
has a jump on ∆ described by RHP-T (b). Thus, T ∗ complies with RHP-T (a)–(b).

Now, if α, β < 0 then it follows from RH∂̄P-S (c)–(d) and (6.5) that T ∗ has the
same behavior near endpoints ±1 as S ∗. Therefore, T ∗ solves RHP-T in this case. It
the situation when either α or β is nonnegative it is not immediate that the first column
of T ∗ has the behavior near ±1 required by RHP-T (c)–(d). The latter problem could
have been resolved as in [?, Lem. 4.1] by considering T ∗T −1, where T is the unique
solution of RHP-T . However, in the present case it is not entirely clear that such a
matrix T exists. Thus, we are bound to consider the first column of T ∗ by itself.

Denote by T ∗11 and T ∗21 the 11- and 21-entries of T ∗. Then T ∗11 and T ∗21 are analytic
functions in D with the following behavior near 1:

T ∗j1(z) =


O(1), if α < 0
O(log |1− z|), if α = 0,
O(|1− z|−α), if α > 0 and z is inside the lens,
O(1), if α > 0 and z is outside the lens,

(6.9)

for j = 1, 2. The behavior near −1 is completely identical only with α replaced by β and
1− z replaced by 1 + z. Moreover, T ∗j1 are also solutions of the following scalar boundary
value problem:

φ+ = φ−(rncnc)+ on ∆, φ ∈ H(D). (6.10)
Now, recall that r+

n r
−
n ≡ 1 on ∆ and rn has 2n zeros in D that lie away from the

lens Σn. Hence, the argument of r+
n increases by 2πn when ∆ is traversed from −1 to

1. Moreover, for c+ and each c+n the branch of the argument can be taken continuous
and vanishing at ±1 (it is the imaginary part of w+S(θ/w+), which is continuous and
vanishing at ±1 by Lemma 4). Define % := log(rncnc)+, %(−1) = 0. This normalization
is possible since r+

n (−1) = 1 as r+
n is a product of 2n factors each of which is equal to

−1 at −1. Furthermore, this normalization necessarily yields that %(1) = 2πni and that
the canonical function of the problem (6.10) is given by [?, Sec. 43.1]

φc(z) := (z − 1)−n exp {C(%; z)} , z ∈ D.
Recall that φc is bounded in the vicinities of 1 and −1, has a zero of order n at infinty,
and otherwise is non-vanishing. Hence, the functions φj := T ∗j1/φc, j = 1, 2, are analytic
in C \ {±1}. Moreover, according to (6.9), the singularities of these functions at 1 and
−1 cannot be essential, they are either removable or polar. In fact, since φj(z) = O(1)
or φj(z) = O(log |1± z|) when z approaches 1 or −1 ouside of the lens, φj can have only
removable singularties at these points. Hence, φj(z) = O(1) and respectively T ∗j1 = O(1)
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near 1 and −1. Thus, T ∗ satisfies RHP-T (e)–(d) for all α and β, which means that T ∗

is the solution of RHP-T . Therefore, indeed, the problems RHP-T and RH∂̄P-S are
equivalent. �

7. Analytic Approximation of RH∂̄P-S

Continuing on the path developed in [?], we put aside RH∂̄P-S and consider an analytic
approximation of this problem. In other words, we seek the solution for the following
Riemann-Hilbert problem (RHP-A ):

(a) A is a holomorphic matrix function in C \ Σn and A (∞) = I ;
(b) A has continuous traces, A±, on Σ◦n that satisfy the same relations as in RH∂̄P-

S (b);
(c) the behavior of A near 1 is described by RH∂̄P-S (c);
(d) the behavior of A near −1 is described by RH∂̄P-S (d).

Before we proceed, observe that the function c coincides on ∆n± with an analytic function
c̃ := exp{w`}, where ` is a polynomial, by construction. Hence, we can assume that RHP-
A is, in fact, given with c̃.

7.1. Modified RHP-A

The problem above almost falls into the scope of the classical approach to Riemann-
Hilbert analysis. The word “almost” is used here since it is not necessarily true that
the functions rn can be written as the 2n-th power of the same function up to a normal
family. This is the reason why we constructed another lens, Σmdn , in Section 6.3. Consider
the following Riemann-Hilbert problem (RHP-B):

(a) B is a holomorphic matrix function in C \ Σmdn and B(∞) = I ;
(b) B has continuous traces, B±, on (Σmdn )◦ that satisfy

B+ = B−

(
1 0

rncnc̃/w 1

)
on ∆◦n+ ∪∆◦n−,

B+ = B−

(
0 w

−1/w 0

)
on ∆◦n;

(c) the behavior of B near 1 is described by RHP-A (c) with respect to the lens Σmdn ;
(d) the behavior of B near −1 is described by RHP-A (d), again, with respect to Σmdn .

In fact, this new problem is equivalent to RHP-A .

Lemma 9. The solutions of RHP-A and RHP-B exist and are unique simultaneously.

Proof. Suppose that RHP-B is soluble and B is a solution. As before, let Ωn+ (resp.
Ωn−) be the upper (resp. lower) part of the lens Σn. Analogously define Ωmdn± and set

A ∗ :=


B

(
0 w

−1/w 0

)
, in Ωn+ ∩ Ωmdn−,

B

(
0 −w

1/w 0

)
, in Ωn− ∩ Ωmdn+,

B, elsewhere.

(7.1)
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It is a routing exercise to verify that A ∗ complies with RHP-A (a) and (b). Moreover,
within Ωn+∩Ωmdn− and Ωn−∩Ωmdn+ we have that for α < 0, A ∗ has the following behavior
near z = 1:

A ∗(z) = O

(
1 |1− z|α
1 |1− z|α

)
O

(
0 |1− z|α

|1− z|−α 0

)
= O

(
1 |1− z|α
1 |1− z|α

)
,

as z → 1; for α = 0, A ∗ has the same behavior near z = 1 since we modified B by a
bounded matrix near 1; for α > 0, A ∗ has the following behavior near z = 1:

A ∗(z) = O

( |1− z|−α 1
|1− z|−α 1

)
O

(
0 |1− z|α

|1− z|−α 0

)
= O

( |1− z|−α 1
|1− z|−α 1

)
.

Hence, A ∗ has exactly the behavior near 1 required by RHP-A (c). In the same fashion
one can check that A ∗ satisfies RHP-A (d) and therefore it is, in fact, a solution of
RHP-A . Clearly, the arguments above could be reversed and hence each solution of
RHP-A yields a solution of RHP-B. �

Before we proceed, let us alleviate the notation, even though in slightly ambiguous
fashion. Throughout this section, we shall understand under ϕ, rn, gn, g̃n, cn, c̃, w, Shn ,
Sw+ , and Sw their holomorphic deformations that are analytic outside of ∆n and not
∆. Note that outside the bounded set with boundary ∆ ∪ ∆n the deformed functions
coincide with the original ones. Moreover, the values of the deformed functions within the
bounded domain with boundary ∆n ∪∆ can be obtained through analytic continuation
of the original functions across ∆.

7.2. Auxiliary Riemann-Hilbert Problems

In this subsection we define all the necessary objects to solve RHP-B. All the material
below is well-known and appeared in [?] for the case ∆ = [−1, 1].

7.2.1. Parametrix away from the endpoints. As the jump matrix in RHP-B(b) is geo-
metrically close to the identity away from ∆n, the main term of the asymptotics for B
in that region is determined by the following Riemann-Hilbert problem (RHP-N ):
(a) N is a holomorphic matrix function in Dn and N (∞) = I ;

(b) N has continuous traces, N±, on ∆◦n and N+ = N−

(
0 w

−1/w 0

)
;

It can be easily checked using (5.11) and (5.12) that a solution of RHP-N for the case
w ≡ 1 is given by

N∗ =

(
S−1

w+ i(ϕSw+)−1

−i(ϕSw+)−1 S−1
w+

)
. (7.2)

Then a solution of RHP-N for arbitrary w is given by

N = (Gw)σ3/2N∗(GwS2
w)−σ3/2. (7.3)

7.2.2. Auxiliary parametrix near the endpoints. The following construction was intro-
duced in [?, Thm. 6.3]. Let Iα and Kα be the modified Bessel functions and H

(1)
α and

H
(2)
α be the Hankel functions [?, Ch. 9]. Set Ψ = Ψ(·;α) to be the following sectionally

holomorphic matrix function:

Ψ(ζ) :=

(
Iα
(
2ζ1/2

)
i
πKα

(
2ζ1/2

)
2πiζ1/2I ′α

(
2ζ1/2

) −2ζ1/2K ′α
(
2ζ1/2

) )
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for |Arg(ζ)| < 2π/3;

Ψ(ζ) :=

 1
2H

(1)
α

(
2(−ζ)1/2

)
1
2H

(2)
α

(
2(−ζ)1/2

)
πζ1/2

(
H

(1)
α

)′ (
2(−ζ)1/2

)
πζ1/2

(
H

(2)
α

)′ (
2(−ζ)1/2

)
 e

1
2απiσ3

for 2π/3 < Arg(ζ) < π;

Ψ(ζ) :=

 1
2H

(2)
α

(
2(−ζ)1/2

) − 1
2H

(1)
α

(
2(−ζ)1/2

)
−πζ1/2

(
H

(2)
α

)′ (
2(−ζ)1/2

)
πζ1/2

(
H

(1)
α

)′ (
2(−ζ)1/2

)
 e−

1
2απiσ3

for −π < Arg(ζ) < −2π/3, where Arg(ζ) ∈ (−π, π] is the principal part of the argument
of ζ. Let further Σ1, Σ2, and Σ3 be the rays {ζ : Arg(ζ) = 2π/3}, {ζ : Arg(ζ) = π}, and
{ζ : Arg(ζ) = −2π/3}, respectively, oriented from infinity to zero. Then Ψ is the solution
of the following Riemann-Hilbert problem RHP-Ψ:
(a) Ψ is a holomorphic matrix function in C \ (Σ1 ∪ Σ2 ∪ Σ3);
(b) Ψ has continuous traces, Ψ±, on Σ◦j , j ∈ {1, 2, 3}, and

Ψ+ = Ψ−

(
1 0

eαπi 1

)
on Σ◦1,

Ψ+ = Ψ−

(
0 1
−1 0

)
on Σ◦2,

Ψ+ = Ψ−

(
1 0

e−απi 1

)
on Σ◦3;

(c) Ψ has the following behavior near ∞:

Ψ(ζ) =
(

2πζ1/2
)−σ3/2

(
1 +O

(
ζ−1/2

)
i+O

(
ζ−1/2

)
i+O

(
ζ−1/2

)
1 +O

(
ζ−1/2

) ) e2ζ1/2σ3

uniformly in C \ (Σ1 ∪ Σ2 ∪ Σ3);
(d) For α < 0, Ψ has the following behavior near 0:

Ψ = O

( |ζ|α/2 |ζ|α/2
|ζ|α/2 |ζ|α/2

)
as ζ → 0;

For α = 0, Ψ has the following behavior near 0:

Ψ = O

(
log |ζ| log |ζ|
log |ζ| log |ζ|

)
as ζ → 0;

For α > 0, Ψ has the following behavior near 0:

Ψ =


O

( |ζ|α/2 |ζ|−α/2
|ζ|α/2 |ζ|−α/2

)
as ζ → 0 in |Arg(ζ)| < 2π/3,

O

( |ζ|−α/2 |ζ|−α/2
|ζ|−α/2 |ζ|−α/2

)
as ζ → 0 in 2π/3 < |Arg(ζ)| < π.

Further, if we set
Ψ̃ := σ3Ψ(·;β)σ3,

then this matrix function satisfies RHP-Ψ with α replaced by β and the reversed orien-
tation of Σj , j ∈ {1, 2, 3}.



Convergent Interpolation and Jacobi-Type Weights 25

7.2.3. Parametrix near 1. Here we describe the solution for the following Riemann-
Hilbert problem (RHP-P):

(a) P is a holomorphic matrix function in Uδ0 \ Σmdn , δ < δ0;
(b) P has continuous boundary values, P±, on Uδ ∩ (Σmdn )◦ and

P+ = P−

(
1 0

rncnc̃/w 1

)
on Uδ ∩ (∆◦n+ ∪∆◦n−),

P+ = P−

(
0 w

−1/w 0

)
on Uδ ∩∆◦n;

(c) PN −1 = I +O(1/n) uniformly on ∂Uδ;
(d) For α < 0, P has the following behavior near z = 1:

P = O

(
1 |1− z|α
1 |1− z|α

)
, as Uδ \ Σmdn 3 z → 1;

For α = 0, P has the following behavior near z = 1:

P = O

(
log |1− z| log |1− z|
log |1− z| log |1− z|

)
, as Uδ \ Σmdn 3 z → 1;

For α > 0, P has the following behavior near z = 1:

P =


O

(
1 1
1 1

)
, as z → 1 outside the lens Σmdn ,

O

( |1− z|−α 1
|1− z|−α 1

)
, as z → 1 inside the lens Σmdn .

To present the solution of RHP-P, we need to introduce more notation. Denote
by U+

δ and U−δ the subsets of Uδ that are mapped by g2
n into the upper and lower half

planes, respectively. Without loss of generality we may assume that the branch cut of w
in Uδ coincides with the preimage of the positive reals under g2

n. In particular, we have
that w is analytic in U+

δ and U−δ and therefore across ∆◦n±. Set

An(z) :=
exp

{
1
2 (θn(z)−w(z)`(z))

}√
GhnShn(z)

(z − 1)α/2(z + 1)β/2,

where we choose a branch of (z+ 1)β/2 analytic in Uδ and a branch of (z−1)α/2 analytic
in Uδ \∆n. Then

A2
n =

{
eαπiw/cnc̃, in U+

δ ,

e−απiw/cnc̃, in U−δ ,
(7.4)

by the definition of c̃ and on account of (6.6). Moreover, it readily follows from (7.4) and
(6.3) that

A+
nA
−
n = w on ∆◦n. (7.5)

Recall that rn has winding number −2n on any Jordan curve encompassing ∆n and
therefore r1/2

n , limz→1 r
1/2
n (z) = 1, is a well-defined holomorphic function in Uδ \ ∆n.

Observe also that g1/2
n is a holomorphic function on Uδ \∆n such that

(g1/2
n )+ = i(g1/2

n )− on ∆n

by (3.6). Then the following lemma holds.
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Lemma 10. The solution of RHP-P is given by

P = E Ψ
(
n2g2

n

4

)
A−σ3
n rσ3/2

n , E := N Aσ3
n

1√
2

(
1 −i
−i 1

)
(πngn)σ3/2 .

Proof. Except for the technical differences, the proof is analogous to the considerations
in [?, Sec. 6]. First, we should show that E is holomorphic in Uδ. This is clearly true in
Uδ \∆n. It is also clear that E has continuous boundary values on ∆◦n. Since

E+ = N+

(
A+
n

)σ3 1√
2

(
1 −i
−i 1

)
(πn)σ3/2

((
g1/2
n

)+
)σ3

= N−

(
0 w

−1/w 0

)(
w

A−n

)σ3 1√
2

(
1 −i
−i 1

)
(πn)σ3/2

(
i 0
0 −i

)((
g1/2
n

)−)σ3

= N−
(
A−n
)σ3

(
0 1
−1 0

)
1√
2

(
i −1
1 −i

)
(πn)σ3/2

((
g1/2
n

)−)σ3

= E−,

where we used RHP-N (b) and (7.5), E is holomorphic across ∆◦n. Thus, it remains to
show that E has no singularity at 1. For this observe that(

g1/2
n (z)

)σ3

= O

( |1− z|1/4 0
0 |1− z|−1/4

)
, as z → 1,

since g2
n has a simple zero at 1,

N∗ = O

( |1− z|−1/4 |1− z|−1/4

|1− z|−1/4 |1− z|−1/4

)
, as z → 1,

by definition, and (An/Sw)(z)→ 2−α/2 as z → 1 since cnc̃ tend to 1 in this case. Hence,
the entries of E can have at most square-root singularity at 1, which is impossible since
E is analytic in Uδ \ {1}, and therefore E is analytic in the whole disk Uδ.

The analyticity of E implies, in particular, that the jumps of P are those of
Ψ
(
n2g2

n/4
)
A−σ3
n r

σ3/2
n . Clearly, the latter has jumps on Σmdn ∩ Uδ by the very defini-

tion of g2
n and Ψ. Moreover, it is a routing exercise, using RHP-Ψ(b) and (7.4), to verify

that these jumps are described exactly by RHP-P(b). It is also clear that RHP-P(a)
is satisfied. Further, we get directly from RHP-Ψ(c) that the behavior of Ψ

(
n2g2

n/4
)

on
∂Uδ can be described by

Ψ
(
n2g2

n

4

)
= (πngn)−σ3/2

 1 +O

(
1
n

)
i+O

(
1
n

)
i+O

(
1
n

)
1 +O

(
1
n

)
 r−σ3/2

n ,

where functions O(·) hold uniformly on ∂Uδ. Hence, we get that

PN −1 = E (πngn)−σ3/2

 1 +O

(
1
n

)
i+O

(
1
n

)
i+O

(
1
n

)
1 +O

(
1
n

)
A−σ3

n N −1

= N Aσ3
n

(
I +O

(
1
n

))
A−σ3
n N −1 = I +O

(
1
n

)
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since the moduli of all the entries of N Aσ3
n are uniformly bounded above and away

from zero. Thus, RHP-P(c) holds. Finally, RHP-P(d) follows immediately from RHP-
Ψ(d) upon recalling that |g2

n| = O(|1− z|) and |An| = O(|1− z|α/2) as z → 1. �

7.2.4. Parametrix near −1. In this section we describe the solution for the following
Riemann-Hilbert problem (RHP-P̃):

(a) P̃ is a holomorphic matrix function in Ũδ0 \ Σmdn , δ < δ0;
(b) P̃ has continuous boundary values, P̃±, on Ũδ ∩ (Σmdn )◦ and

P̃+ = P̃−

(
1 0

rncnc̃/w 1

)
on Ũδ ∩ (∆◦n+ ∪∆◦n−),

P̃+ = P̃−

(
0 w

−1/w 0

)
on Ũδ ∩∆◦n;

(c) P̃N −1 = I +O(1/n) uniformly on ∂Ũδ;
(d) For β < 0, P̃ has the following behavior near z = −1:

P̃ = O

(
1 |1 + z|β
1 |1 + z|β

)
, as Ũδ \ Σmdn 3 z → −1;

For β = 0, P̃ has the following behavior near z = −1:

P̃ = O

(
log |1 + z| log |1 + z|
log |1 + z| log |1 + z|

)
, as Ũδ \ Σmdn 3 z → −1;

For β > 0, P̃ has the following behavior near z = −1:

P̃ =


O

(
1 1
1 1

)
, as z → −1 outside the lens Σmdn ,

O

( |1 + z|−β 1
|1 + z|−β 1

)
, as z → −1 inside the lens Σmdn .

This problem is solved exactly in the same manner as RHP-P. Thus, we set

Ãn(z) :=
exp

{
1
2 (θn(z)−w(z)`(z))

}√
GhnShn(z)

(1− z)α/2(−1− z)β/2,

where (1− z)α/2 is holomorphic in Ũδ and (−1− z)β/2 is holomorphic in Ũδ \∆n. As in
(7.4), we have that

Ã2
n =

{
eβπiw/cnc̃, in Ũ+

δ ,

e−βπiw/cnc̃, in Ũ−δ ,

where Ũ±δ have the same meaning as in the previous section. However, here one needs to
be cautious since g̃n reverses the orientation of Σ2, i.e. Σ2 is now oriented from zero to
infinity, and therefore Ũ+

δ is the “lower” part of Ũδ and Ũ−δ is the “upper” one. Again,
it can be checked that

Ã+
n Ã
−
n = w on ∆◦n.

The following lemma can be proven exactly as Lemma 10 since (−1)nr1/2
n = enegn .

Lemma 11. The solution of RHP-P̃ is given by

P̃ = Ẽ Ψ̃
(
n2g̃2

n

4

)
Ã−σ3
n (−1)nσ3rσ3/2

n , Ẽ := N Ãσ3
n

1√
2

(
1 −i
−i 1

)
(πng̃n)σ3/2 .
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Finally, we are prepared to solve RHP-A .

7.3. Solution of RHP-A

Denote by Σrdn the reduced system of contours obtained from Σmdn by removing ∆n, Kn,
and K̃n, and adding ∂Uδ∪∂Ũδ. For this new system of contours we consider the following
Riemann-Hilbert problem (RHP-R):
(a) R is a holomorphic matrix function in C \ Σrdn and R(∞) = I ;
(b) the traces of R, R±, are continuous on Σrdn except for the branching points of Σrdn ,

where they have definite limits from each branch of Σrdn . Moreover, R± satisfy

R+ = R−


PN −1 on ∂Uδ,

P̃N −1 on ∂Ũδ

N

(
1 0

rncnc̃/w 1

)
N −1 on Σrdn \ (∂Uδ ∪ ∂Ũδ).

Then the following lemma takes place.

Lemma 12. The solution of RHP-A exists for all n large enough, is unique, and det A ≡
1. Moreover, the solution is given by (7.1) with B defined by

B :=


RN , in C \ (Uδ ∪ Ũδ ∪ Σn),
RP, in Uδ,

RP̃, in Ũδ,

(7.6)

and R being the solution of RHP-R, which exists, is unique for all n large enough, and
satisfy

R = I +O

(
1
n

)
(7.7)

uniformly in C.

Proof. First, we show the existence of R. By the very definition of P and P̃, we have
that

R+ = R−

(
I +O

(
1
n

))
(7.8)

on ∂Uδ∪∂Ũδ. As R± extends continuously to ∂Uδ∪∂Ũδ \{the branching points of Σrdn },
the estimate above holds uniformly on ∂Uδ ∪ ∂Ũδ. Further, since the jump of R on
Σrdn \ (∂Uδ ∪ ∂Ũδ) is analytic, it allows us to deform the problem RHP-R to a fixed
contour, say Σrd, obtained from Σ as Σrdn was obtained from Σmdn (the solutions exist,
are simultaneously unique, and can be easily expressed through each other as in (7.1)).
Moreover, by the properties of rn, the jump of R on Σrd \ (∂Uδ ∪ ∂Ũδ) is uniformly
geometrically close to I . Hence, (7.8) holds uniformly on Σrd. Thus, the existence,
the uniqueness, and the asymptotic properties of the solution of RHP-R follow from the
classical theory (see Theorem 7.8 and Corollary 7.9 in [?] or Theorem 7.103 and Corollary
7.108 in [?]). Finally, as N , P, and P̃ have determinants equal to 1 throughout C [?,
Rem. 7.1], det R is an analytic function in C\Σrd that is equal to 1 at infinity, has equal
boundary values on Σrd, and is bounded near the branching points of Σrd. Therefore,
det R ≡ 1. Now, it can be checked easily by the definition of P, P̃, and N , that B,
given by (7.6), is the solution of RHP-B. Moreover, with a little bit more work around
points ±1 [?, Sec. 7] it can be shown that a solution of RHP-B yields a solution of
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RHP-R. Thus, the problems RHP-B and RHP-R are equivalent. Hence, by Lemma 9
and since det B ≡ 1, the proof of the lemma is finished. �

8. ∂̄-Problem

In the previous section we completed the first step in solving RH∂̄P-S . In that section
we solved RHP-A , the problem with the same conditions as in RH∂̄P-S except for
the deviation from analyticity, which was dropped entirely. In this section, we solve a
complementary problem, namely, we show that a solution of a certain ∂̄-problem for
matrix functions exists. Set

W = A W0A
−1, (8.1)

where W0 was defined in (6.8) and A is the solution of RHP-A . In what follows, we sick
the solution of the following ∂̄-problem (∂̄P-D):
(a) D is a continuous matrix function in C and D(∞) = I ;
(b) D deviate from an analytic matrix function according to ∂̄D = DW .

Then the following lemma holds.

Lemma 13. If (2.11) is fulfilled, then D , the solution of ∂̄P-D , uniquely exists for all n
large enough and

D = I +O(δn,ε) (8.2)
uniformly in C for any arbitrarily small ε, where δn,ε was defined in (2.12).

Proof. We start by examining the summability and smoothness of the entries of W . As
A is the solution of RHP-A , it is an analytic matrix function in Ω± and its behavior
near ±1 is given by RH∂̄P-S (c)–(d). Since det A = 1 in C, the behavior of A −1 near
±1 is also governed by the matrices in RH∂̄P-S (c)-(d) with the elements on the main
diagonal interchanged. Set

fα,β := f1,αf−1,β , fx,δ(z) :=

{
|z − x|−|δ|, δ 6= 0,
log2 |z − x|, δ = 0.

As |cnc| are uniformly bounded in Ω± with n, we get from a simple computation and
Lemma 7 that

|Wlk| ≤ const.fα,β |rnf |, l, k = 1, 2, (8.3)
where f comes from the decomposition of ∂̄c in Lemma 7.

Recall the notation s∗ := max{|α|, |β|} and that s∗ < s by (2.11). First, we consider
the case s − s∗ > 1. This, in particular, means that s > 1 and therefore f ∈ Cs−1−

0 (Ω),
where we set Ω = Ω+∪Ω−∪∆◦. (Recall that by Lemma 7, f and all the partial derivatives
of f up to the order m−1 have well-defined vanishing boundary values on ∆ and therefore
f is indeed defined throughout Ω.) By choosing ε small enough so s− s∗ − 1− ε > 0, we
get that

|fα,βf | ≤ const. (8.4)
Now, we consider the case s− s∗ < 1. Let δ > 0 be such that

δ

2 + δ
< s− s∗. (8.5)

When s ∈ (0, 1), we get for the choice of δ that 1
2+δ

2
1−s > 1 and therefore there exists

p > 1 such that (2+δ)(1−s) < 2
p < 2−(2+δ)s∗. Hence, p < 1

2+δ
2

1−s and (2+δ)s∗p′ < 2,
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where p′ is the Hölder conjugate of p. So, by applying Hölder inequality with exponents
p and p′, we get that

‖fα,βf‖2+δ,Ω ≤ ‖fα,β‖(2+δ)p′,Ω‖f‖(2+δ)p,Ω <∞,
where ‖ · ‖q,Ω in the usual norm in Lq(Ω) and we set f ≡ 0 on ∆◦ for definitiveness. In
other words, it holds that

fα,βf ∈ L2+δ(Ω). (8.6)
When s = 1, we arrive at (8.6) by the same argument as above only applied with 1 − ε
for ε small enough. When s ∈ (1,∞), it holds that f ∈ Cs−1−

0 (Ω). This, in particular,
implies that

|fα,β(z)f(z)| ≤ const.|z2 − 1|s−s∗−1−ε

for any arbitrarily small ε. By taking ε small enough that (8.5) still holds with ε subtracted
from the right-hand side, we deduce the validity of (8.6).

Finally, when s− s∗ = 1, we derive (8.6) as above only considering s− ε instead of
s for ε small enough.

Let now D be a solution of ∂̄P-D and let Γ be a smooth arc encompassing Ω.
Applying Cauchy formula (5.7) to D , we get that

D = CΓ(D) +KΓ(DW ) = I +KW D

since W has compact support Ω and D(∞) = I , where KW (·) = K(·W ). Hence, every
solution of ∂̄P-D is a solution of the following integral equation

I = (I − KW )D , (8.7)

where I is the identity operator. As explained in Section 5.1, I − KW is a bounded
operator from L∞(C) into itself that maps continuous functions into continuous functions
preserving their value at infinity. Conversely, if D is a solution of (8.7) in L∞(C2×2) then
D is, in fact, continuous in C2×2

, analytic outside of Ω, D(∞) = I , and ∂̄D = DW by
(5.5). Thus, ∂̄P-D is equivalent to uniquely solving (8.7) in L∞(C2×2).

We claim that
‖KW ‖ = O(δn,ε) (8.8)

for any arbitrarily small ε, where ‖ · ‖ is the norm of KW as an operator from L∞(C)
into itself. Assuming this claim to be true, we get that (I −KW )−1 exists as a Neumann
series and

D = I +O

( ‖KW ‖
1− ‖KW ‖

)
,

which finishes the proof of the lemma granted the validity of (8.8). Thus, it only remains
to prove estimate (8.8).

If s− s∗ > 1 then (8.3) and (8.4) yield that

‖KW ‖ ≤ const. max
z∈Ω

∥∥∥∥ rn
z − ·

∥∥∥∥
1,Ω

≤ const.′‖rn‖2+ε,Ω (8.9)

for any arbitrarily small ε by Hölder inequality. If s− s∗ ≤ 1 then (8.3) and (8.6) imply
that

‖KW ‖ ≤ const. max
z∈Ω

∥∥∥∥fα,βfrnz − ·
∥∥∥∥

1,Ω

≤ const.′max
z∈Ω

∥∥∥∥ rn
z − ·

∥∥∥∥
2+δ
1+δ ,Ω

≤ const.′′‖rn‖ 2(1+δ)
δ−ε ,Ω

(8.10)
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for any arbitrarily small ε by applying Hölder inequality twice. Using (8.5), we can restate
(8.9) and (8.10) as

‖KW ‖ ≤ const.‖rn‖ 1
q−ε ,Ω

(8.11)

for any arbitrarily small ε, where q = 1
2 when s− s∗ > 1 and q = s−s∗

2 otherwise.
Let bn be a Blaschke product with respect to the domain D that has the same

zeros as rn counting multiplicity. Then by the maximum modulus principle for analytic
functions and the first requirement in the definition of the class S(∆) we have that

|rn(z)| ≤ max
t∈∆
|r±n (t)||bn(z)| ≤ const.|bn(z)|, z ∈ D, (8.12)

where const. is independent of n and z. Let ψ be the conformal map of D onto D,
ψ(∞) = 0, ψ′(∞) > 0. Then

bn(z) =
∏

rn(e)=0

ψ(z)− ψ(e)
1− ψ(e)ψ(z)

, z ∈ D.

Denote by Lρ, ρ ∈ (0, 1), the level line of ψ, i.e. Lρ := {z ∈ D : |ψ(z)| = ρ}. Due to the
second requirement in the definition of S(∆) there exist 1 > ρ0 > ρ1 > 0 such that Ω is
contained within the bounded domain with boundary Lρ0 , say Ωρ0 , and all the zeros of
bn are contained within the unbounded domain with boundary Lρ1 . Then

‖bn‖ 1
q−ε ,Ω

≤ ‖bn‖ 1
q−ε ,Ωρ0

=
∥∥∥(bn ◦ ψ−1)

(
(ψ−1)′

)2∥∥∥
1
q−ε ,Aρ0,1

, (8.13)

where Aρ0,1 := {z : ρ0 < |z| < 1}, ψ−1 is the conformal map of D onto D that is inverse
of ψ and therefore

|(ψ−1)′| ≤ const. in Aρ0,1. (8.14)

Set

b∗n(z) := (bn ◦ ψ−1)(z) =
∏

bn(ψ−1(e∗))=0

z − e∗
1− ze∗ , z ∈ D.

Then by (8.11), (8.12), (8.13), and (8.14), we get that

‖KW ‖ ≤ const.‖b∗n‖ 1
q−ε ,Aρ0,1

. (8.15)

Observe now that for z ∈ Tρ, ρ ∈ (ρ0, 1), it holds that

|b∗n(z)| ≤
∏ ρ+ |e∗|

1 + ρ|e∗| ≤ exp
{
−(1− ρ)

∑ 1− |e∗|
1 + ρ|e∗|

}
≤ exp

{
−2n

(1− ρ)(1− ρ1)
1 + ρ

}
(8.16)

since |e∗| < ρ1 by the definition of ρ1. Clearly, (8.15) and (8.16) yield that

‖KW ‖ ≤ const.
(∫ 2π

0

∫ 1

ρ0

exp
{
− 2n
q − ε

(1− ρ)(1− ρ1)
1 + ρ

}
ρdρdt

)q−ε
≤ const.′nε−q,

which is exactly (8.8) by the definition of q. �

9. Solution of RH∂̄P-S (RHP-Y ) and Proof of Theorem 2

In this, last section, we gather the material from Sections 6–8 to solve RHP-Y , which,
in turn, is used to prove Theorem 2.
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9.1. Solution of RH∂̄P-S and, respectively, RHP-Y

It is an immediate consequence of Lemmas 12 and 13 that the following result holds.

Lemma 14. If (2.11) is fulfilled, then the solution of RH∂̄P-S uniquely exists for all n
large enough and is given by S = A D , where A is the solution of RHP-A and D is
the solution of ∂̄P-D .

Combining the previous lemma with Lemmas 5, 6, and 8, we obtain the following.

Lemma 15. If (2.11) is fulfilled, then the solution of RHP-Y uniquely exists for all
n large enough and can be expressed by reversing the transformations Y → T → S
using (6.5) and (6.7) with S given by Lemma 14. Moreover, polynomials {qn}, satisfying
orthogonality relations (2.5) under restrictions (2.10) and (2.11), are normal for all n
large enough, i.e. deg(qn) = n.

Proof. Clearly, we need only to explain the normality of qn. Actually, this was already
observed in [?, Pg. 44]. It amounts to noticing that since Y exists for all n large enough,
Y11 = zn+ lower order terms by the normalization in RHP-Y (a). Moreover, by RHP-
Y (b), Y11 has no jump on ∆ and hence is holomorphic in the whole complex plane.
Thus, Y11 is necessarily a polynomial of degree n by Liouville’s theorem. Further, since
Y12 = O(z−n−1) and satisfies RHP-Y (b), it holds that Y12 = 2C(Y11wn). From the
latter, we easily deduce that Y11 satisfies orthogonality relations (2.5). �

9.2. Asymptotics in the Bulk, Formula (2.13)
We claim that (2.13) holds locally uniformly in D. Clearly, for any given closed set in D,
it easily can be arranged that this set lies exterior to the lens Σrdn , and therefore to the
lenses Σn and Σext. Thus, the asymptotic behavior of Y on X is given by

Y = (2nεn)−σ3 RN DEσ3
n

due to Lemma 15, where εn and En were defined in (6.2), R is the solution of RHP-
R given by Lemma 12, and N is the solution of RHP-N given by (7.3). Moreover, we
have that

RN D = ([1 +O(δn,ε)] Nlk)l,k=1,2 (9.1)

locally uniformly in C \ {±1}, including on (∆±)◦, on account of (7.7) and (8.2). Thus,
it holds that{

Y11 = [1 +O(δn,ε)]N11En/(2nεn) = ϕn/(2nSww+Shhn/vn)
Y12 = [1 +O(δn,ε)]N12/(En2nεn) = 2iGwGhhn/vnSwShhn/vn/(ϕ

n+1Sw+)

locally uniformly in D by (6.2) and (7.3). Recall that the entries of N are, in fact, de-
formed Szegő functions defined with respect to ∆n. However, we have already mentioned
that they coincide with Sw+ and Sw outside of a bounded set with boundary ∆n ∪ ∆.
Thus, the equations above indeed hold true. Hence, asymptotic formulae (2.13) follow
now from (6.1), (2.14), and (5.11).

9.3. Asymptotics in the Bulk, Formula (2.15)
To derive asymptotic behavior of qn and Rn on ∆ \ {±1}, we need to consider what
happens within the lens Σext and outside the disks Uδ and Ũδ. We shall consider the
asymptotics of Y from within Ω+, the upper part of the lens Σext, the behavior of Y in
Ω− can be deduced in a similar fashion.
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Recall that ∆n either coincides with ∆ or intersects it at finite number of points,
as both arcs are images of [−1, 1] under holomorphic maps. Set

∆∗n := ∆ ∩ Ωn+ ∆∗∗n := ∆ ∩ Ωn−,

where Ωn+ and Ωn− are the upper and lower parts of the lens Σmdn . Then, it holds that

A+ =


B+, on ∆∗n,

B−

(
0 w

−1/w 0

)
, on ∆∗∗n ,

(9.2)

by (7.1), where with a slight abuse of notation we denote by B± the values of B in Ωn±
and on ∆±n . Then it holds on ∆◦ by RHP-N (b) and on account of Lemma 14, (9.2), and
(7.6) that

S+ =


RN+D , on ∆∗n

RN−

(
0 w

−1/w 0

)
D , on ∆∗∗n

= RÑ+D ,

where again under N± we understand the values of N in Ωn± and on ∆±n and Ñ is the
analytic deformation of N that satisfies RHP-N , only with a jump across ∆. Clearly,
Ñ is defined by (7.2) and (7.3), where Sw+ and Sw are the Szegő functions of w+ and
w with respect to ∆ and not the deformed functions that actually appear in (7.2) and
(7.3). Thus, we deduce from Lemma 15 and (9.1) that

Y+ = (2nεn)−σ3
(

[1 +O(δn,ε)] Ñ +
lk

)
l,k=1,2

(
1 0

(rncnc)+/w 1

)
(E+

n )σ3

= (2nεn)−σ3
(

[1 +O(δn,ε)] Ñ +
lk

)
l,k=1,2

(
E+
n 0

E−n /w 1/E+
n

)
locally uniformly on ∆◦, where we used (6.4) to obtain the second equality. Therefore, it
holds that{

Y11 = [1 +O(δn,ε)]Ñ +
11E

+
n /(2

nεn) + [1 +O(δn,ε)]Ñ +
12E

−
n /(2

nεnw)

Y +
12 = [1 +O(δn,ε)]Ñ +

12 /(E
+
n 2nεn)

locally uniformly on ∆◦. As in the end of the previous section, we deduce (2.15) from
(6.1), the formulae

Ñ ±
11 E

±
n

2nεn
=

1
S±n

and
Ñ +

12

E+
n 2nεn

=
S+
n

w+
,

and by noticing that

1
w

Ñ +
12

Ñ −
11

=
1
w

GwS
+
wS
−
wS
−
w+

ϕ+S+
w+

=
iS−w+

ϕ+S+
w+

≡ 1

on ∆◦ by (2.9) and (5.12).
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