
Modeling 6 DoF human motion data in extended
reality
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Location

Université Côte d’Azur Laboratoire I3S, UMR CNRS 7271 2000 route des
Lucioles 06900 Sophia Antipolis France

Supervisors

• Lucile Sassatelli, Maîtresse de conférences HDR, IUF, https://www.i3s.univ-
cotedazur.fr/~sassatelli/

• Hui-Yin Wu, Chargée de recherche (ISFP), Centre Inria d’Université Côte
d’Azur, https://www-sop.inria.fr/members/Hui-Yin.Wu/

Contact

• hui-yin.wu@inria.fr, + 33 4 92 38 79 28
• lucile.sassatelli@univ-cotedazur.fr , +33 4 89 15 43 47

Duration

3 to 6 months. This internship has the possibility of continuation for a 3-year
PhD.

Description

This internship lies in the framework of ANR CREATTIVE3D, which is a
national-funded project that will study the impact of low-vision conditions when
navigating complex environments by deploying virtual reality headsets (VR) and
user behavior modeling, and the use of this understanding for the design of tools
and protocols for rehabilitation of patients.

The core of this project thus lies in investigating the link between the objects
and events in the 3D scene, and the behaviour of the user immersed in the
scene. Promising developments on 3 DoF head motion prediction for 360◦ videos
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establish how content influences the user’s attention [1], and recent work for
mixed reality environments have explored recurrent neural network architectures
for 6 DoF pose detection [2], and stochastic models for prediction on synthetic
data [3]. These methods provide avenues to investigating models for 6 DoF
human motion prediction.

The objective of this internship is to conduct a comprehensive review and
evaluation of recent models of in-context 6 DoF motion prediction, and establish
a baseline model on existing 6 DoF datasets. This involves:

1/ conduct a comprehensive review of the current state of the art on 6 DoF
human motion prediction, focusing notably on a - recent datasets of 6 DoF
motion such as social XR [4] and HUMAN4D [5]. b - predictive models of human
motion in-context notably for virtual or extended reality environments

2/ analyze open code repositories of models and datasets for pose prediction,
and select a subset to evaluate,

3/ hands-on testing of selected models on the selected datasets, and as a second
step, evaluate the performance on our own preliminary motion capture data

4/ identification of their drawbacks, and proposal of potential solutions to
in-context predictive models of human motion in VR/XR

Pre-requisites

Mandatory:

• a background in machine learning is mandatory
• Python programming proficiency

Appreciated:

• knowledge and understanding of 3D environments and motion prediction
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