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Abstract—In this paper, we investigate the benefits of applying
a form of network coding known as Random Linear Coding
(RLC) to unicast application in Disruption Tolerant Networ ks
(DTNs). Under RLC, nodes store and forward random linear
combinations of packets as they encounter each other. We firs
consider RLC applied to a single group of packets originatingy
from the same source and destined for the same destination.
We develop an algorithm for calculating the minimum group
delivery delay (i.e., time to deliver the last packet in the goup),
and prove a lower bound on the probability that the RLC scheme
achieves the minimum delivery delay. Compared to the non-
coding scheme, the RLC scheme achieves a smaller averagegro
delivery delay due to its increased randomness, but fares wee
in terms of average delivery delay and incurs more network
transmissions. However, when replication control is emplged,
RLC schemes reduces the average group delivery delay withou
increasing the number of transmissions. We also investigat
the impact of resource constraints, control signaling, andreal
mobility traces on the benefit of the RLC scheme. Finally, we
show that coding together packets with different destinatns is
in general less beneficial. With multiple continuous flows inthe
network, the RLC scheme, even when applied only to packets
from the same flow, needs to be employed with a carefully tuned
replication control token limit in order to achieve improve ments
in average delay. More significant RLC benefit is observed whe
buffer space is limited.

In recent years, wireless communication technologies h
been increasingly deployed in environments where there

INTRODUCTION

no communication infrastructure, as evidenced by the ma
efforts to build and deploy wireless sensor networks fo

wildlife tracking [23], [15], underwater sensor network3g,

[36], disaster relief team networks, networks for remote are

or for rural areas in developing countriel,[[12], [2], vehic-
ular networks 7], [20] and Pocket-Switched Networkd 9.
Without infrastructure support, such networks solely rety

peer-to-peer connectivity between wireless radios to supp
data communication. Due to limited transmission powet fa

node mobility, sparse node density and frequent equipm
failures, many such networks exhibit only intermittent eeo-
tivity. Disruption Tolerant NetworKDTN, or Delay Tolerant

NetworR, refers to such a network where there is often ng
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contemporaneous path from the source node to the destinatio
node. End-to-end communication in DTNs adopts a so-called
“store-carry-forward” paradigndf3]: a node receiving a packet
buffers and carries the packet as it moves, passing the packe
on to new nodes that it encounters. The packet is delivered
to the destination when the destination meets a node carry-
ing the packet. In addition to intermittent connectivitydan
dynamic topologies, DTNs often face additional challenges
due to severe resource constraints. For small mobile nodes
carried by animals or human beings, buffer space, trangmiss
bandwidth and power are very limited; for mobile nodes in
vehicle based networks, buffer space or power constraints
are generally not constrained, but transmission bandwglth
still a scarce resource. To address the unique challenges of
DTNs, a plethora of routing schemes have been proposed for
DTNs ([43], [42], [39], [19], [40], [41], [5]): some of these
papers explore the trade-off between routing performande a
resource consumption, whereas others attempt to optimize
routing performance under some given resource constraints
The work by Ahlswedeet al. [4] demonstrated the benefit
of coding at intermediate nodes in terms of approaching
the admissible coding rate region for multicast applicaio
and initiated a new field in information theory, i.e., networ
coding. Among the many works that followed, a substantial
amount of research has studied the benefits of network coding

€ . ) S C
R multicast, broadcast and unicast applications in wssl

networks. Although a DTN is a special type of wireless

Hgtwork, due to its distinct characteristics, some benefits

network coding for general wireless networks do not hold.
Fisrst, due to the dynamically changing topology of a DTN,
e results obtained in3f], [47] for multicast application in
static wireless networks are not directly applicable. 8€¢o
DTNs are sparse with each node usually having at most
one neighboring node at any instance of time, therefore the
benefit of network coding in increasing network throughput
by leveraging the broadcast nature of wireless transom$si

is negligible in DTNSs.

On the other hand, there are new opportunities for network
coding in DTNs. The rapidly changing topology and the
lack of infrastructure require DTN routing schemes to be
distributed and the limited connectivity and bandwidth also
require DTN routing schemes to lecalized i.e., using only
limited knowledge about the local neighborhood. Network
coding has been shown to facilitate the design of efficient
distributed schemes not only for routing in wireless neksor
But also for P2P content diffusion §].

Existing research on the application of network coding to



notation | meaning simulation
' setting
number of nodes in the network 101
the set of nodes
DTN contact trace

DTNs has focused on applying Random Linear Coding (RLC)
a special form of network codinglf], to broadcast and
unicast communication. In this paper, we use the t&nC
schemeo denote a DTN routing scheme that employs RLC

and use the ternmon-coding schemi&o denote a traditional pair-wise contact rate 0.0049
routing scheme. For broadcast application, Wideteal. ([45], generation size 10
[46]) showed that the RLC scheme achieves higher packet group arrival rate to each flow varies

=S x5 < =

#. of packets can be exchanged | 1
in each direction during a contact
#. of relay packets a node can storevaries
finite field, ¢ = p", qg=2°
p is a prime,n is a positive integer|
time to deliver a group of packets | N/A

delivery rates than the non-coding scheme with the same
forwarding overhead. For unicast applications, our eani@k

[48] showed through simulation that RLC schemes achiev
faster delivery of a group of packets than non-coding sclseme
at the expense of large number of transmissions in the nktworl D
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and when the replication control is employed, RLC schemesC per-packet token number varies
improve the trade-off between delivery delay and resourceCs per-generation token number varies
consumption in terms of the number of transmissions made, TABLE |

and remains useful when there are multiple unicast flows with TABLES OF NOTATIONS

group of packets arriving according to a Poisson process. Li
et al. proposed and analyzed a different replication control
scheme @0]), and proposed Ordinary Differential Equation
(ODE) models for estimating delivery delay and numbekable | summarizes the notation used in this paper and the
of transmissions for RLC schemes and non-coding schenggfault settings used in the simulation studies.
([31]), both for a single group of{ packets.
This paper presents new contributions that improve o Network Model

understanding of the benefits of network coding in DTNS consider a network consisting of a set/§fmobile nodes,
un!cast apphcatlon.both theoretically and practicallgver-  qanoted as’, moving independently in a closed area. Each
aging the event-driven graph model for DTNsL€]), and pode is equipped with a wireless radio with a common
existing results on static graphsl, [26]), we propose an (ansmission range so that when two nodes come within
algorithm to calculate the minimum time to deliver a grougansmission range of each other (i.e., thege}, they can
of packets (for SSSD and MSSD cases), and prove agychange packets. Theontact durationis the time duration
lower bound on the probability that RLC schemes achieyg this transmission opportunity, while thieter-contact time
the minimum delivery time. Interestingly, the proof of th&g the duration of the time interval between two consecutive
lower bound also demonstrates the connection between m@etings i.e. measured from the time that the two nodes go
RLC benefits in resource constrained DTNs and traditionglit of the transmission range of each other until the next
network. Furthermore, we discuss the design space of DiNe they meet again. We refer to the list of node-to-node
unicast routing schemes, and consider the impact of resoUentacts, sorted in temporal order, within a DTN during a
constraints, control signaling, real mobility trace anfledent .artain time interval asa DTN contact trace denoted as
generation management (both intra-flow and inter-flow ogin » _ 11,15, 15, ..., where each node-to-node contakt, is a
on the benefit of RLC. - _ tuple (¢(;), s(1;),7(1;), b(l;)) wheret(l;) denotes the time of
The remainder of this paper is structured as follows. ke contacts(;) andr(i;) denote respectively the sending and
Sectionll, we introduce the network model, and performanGge receiving node of the contact, ab(@) denotes the number
metrics considered in this paper, overview the non-coding packets that can be transmitted during the cohtact
schemes and the basic operation of RLC schemes, and discugs for the buffer constraint, we assume each node can store
the design space of DTN unicast routing schemes. Setition an ynjimited number of packets originated by itself or deedi
studies the benefit of the RLC scheme over the non-coding itself, but can only carry a limited number of packets for
scheme for a single source case, i.e, a group of packgifier nodes. We represent the buffer constraint as a fumctio
originated from a single source and destined for a singl¢. ) _, N where B(u) is the number of relay packets that
destination. SectioV extends the study to multiple sourcé,ogey can carry.
case, and investigates the alternative generation mare&em A contact trace can be represented aeraporal network
and the case of multiple continuous unicast flows. Secdon 55 originally proposed by Kempet al. [25]. The temporal
reviews related work. Finally, Sectidrl concludes this paper. network for contact trace is a multi-graph7(£) = (V, &)
in which V denotes the set of nodes in the network, &hd
Il. BACKGROUND denotes the set oflirected edges. Each contaét € L is

, . i represented as an edge, labeled with a fait),b(l)), i.e.,
In this section, we first present the network model, traffic
setting and performance metrics studied in this paper. We In general, contacts can liirected if two independent wireless channels

then describe the general approach to unicast routing in DT used for transmissions in the two directions,undirected if the same
wireless channel is used for transmissions in both direstiand the total

W_ith anq without Random_ Linear Coding. Last, We prOVide @apacity can be arbitrarily divided between them. We focughe first case
discussion about the design space for DTN routing schemishis paper.
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(b) Event-driven graph representatiagn,., 13)
Fig. 1. Graph representations of a DTN contact trace.

the time of the contact, and the number of packets that canylken two nodes encounter each othirpackets can be
exchanged using the contact. For example, Efg) illustrates exchanged in each direction. Most of our simulation results
the temporal network model for a contact trace of a DTN withre obtained under the assumption that pair-wise meeting is
four nodes during the time interv@), 24]. described by independent and Poisson processes wittgrate

Another useful graph representation for a DTN contact tradduis simplification speeds up the simulations, and is a good
is theevent-driven grapffirst proposed in16]. As an example, approximation on timescales beyond the average time a node
Fig. 1(b) shows the event-driven graph corresponding to tlspends to cross the region, when nodes move according to
contact trace in Figl(a). The event-driven grapfi(£, ) for common random mobility models (like random waypoint and
a contact trace and buffer constraint8(-) is constructed as random direction) and the network is sparse. This obsemwati
follows: For each contadt= (t,u,v,b) € L, two nodequ,t) was first made by1{4]. Later works (R4], [8]) have formally
and (v, t) are added into graply, respectively denoting the proven that the tail of the Complementary Cumulative Distri
sending and receiving event of the contact. A diredtedr- bution Function (CCDF) of the inter-contact time is actyall
node edggdepicted as horizontal lines in Fid(b)), labeled exponentially bounded for many common random mobility
with b, connects nodéu, t) to node(v,t), denoting that up models in a finite region. The characteristic time beyondWwhi
to b packets can be transmitted from nodeo v at timet¢. the inter-contact time exhibits an exponential behavios ha
If two consecutive contacts involving nodeoccur att; and been investigated in8][, [9]. Because of its tractability, the
t2(> t1), a directedntra-node edgeconnecting nodesu,t;) Poisson meeting process has been widely adopted specially
to (u,t2) is added to graply (depicted as a vertical line in for modeling purposes 1H], [30]).
the figure), with a capacity equal #(u), i.e., the maximum
number of relay packets nodecan store.

The event-driven graph is a static, i.e., time-independe
graph that not only captures the temporal constraint of theWe focus on unicast applications where each packet (gen-
contacts, but also represents the bandwidth and buffer cemated by its source node) is destined to a single destinatio
straints. L6] showed that many problems on DTN routing camode.
be solved by applying classic Graph Theory algorithms o# thi We assume that each message generated by the application
static graph. We use the following proposition (a restat#mes segmented into a group of packets in order to take advantag
of Theorem4 in [16]) in this paper: of the short contact37]. We denote the group of packets

Proposition 2.1: There is a feasible routing schedule fobelonging to a message &,7 = 1,2, ..., K, and the delivery
delivering K packets originated from before¢; to nodev delay of packef; asD; fori = 1,2, ..., K. Thegroup delivery
by timet,(t2 > 1) under contact tracg€ and buffer constraint delay; D,, is the time from the generation of the message, i.e.,
B(-) if and only if there is a flow of valuél from node(u,t;) the group of packets, to the delivery of the entire group to
to node(v, t2) in the event-driven grapf (L, B). the destination, and we have, = max <;<x D;. Depending

To see this, we note that the value of a flow on an inter-node the specific application, other metrics such asaherage
edge (e.g.{1,1.2) — (2,1.2)) equals the number of packetgpacket delivery delayif the application can process each
sent during the corresponding contact (e.g.,2,1,2,1)), packetindividually upon its delivery) and tlaeerage in-order
whereas the value of a flow on an intra-node edge (e.packet delivery delayif packets must be processed by the
(2,1.2) — (2,7)) corresponds to the number of packets beindestination in order) for all packets in the group might beeno
carried by the node (nod®) during the corresponding time meaningful. Then-order packet delivery delafor packetp;
interval (1.2, 7]). is D} =max<j<;D;, fori=1,2,..., K,

In our simulation studies, we assume homogeneous resourcEor applications that generate small messages, segmenting
constraint. In particulalB(u) = B, for all v € V, and the message into even smaller packets would lead to a large

ﬁr Traffic Setting and Performance Metrics



relative overhead (for packet headers and encoding véctoend the resulting linear combinatiox, is called anencoded
In such applications, RLC can be applied to a group of packetacket We say that two or more encoded packets are linearly
whose generation times are close to each other. independent if their encoding vectors are linearly indejeer.

As a measure of resources consumed (bandwidth, traEsch original packetm;,i = 1,2,...K, can be viewed as
mission power, buffering) in the network, we consider tha special combination with coefficients; = 1, and o; =
total number of transmissions made within the network fer tto, Vj = .
group. There exists an inherent trade-off between theelgliv Under RLC schemes, network nodes store and forward
delay and the number of transmissions ma##, [which is be encoded packets, together with their encoding vectors.aFor
further studied in Sectiofil-C. generation of size(, the coefficients take ug<d symbols;
while each data packet (original or encoded) takesdug
C. Non-Coding Routing Schemes [S/ lo_g2(q)] symbols. The relat_iv_e overhead, i.e., the ratio of_

the size of the encoding coefficients and the data packet, is

Non-coding based unicast routing schemes for DTNs CaP/([S/log,(q)]) ~ K log,(q)/S.
be classified as single-copy or multi-copy schemes. If the set of encoded packets carried by a node contains

Under a single-copy schem&l], each packet iforwarded gt mostr linearly independent encoded packets ..., x,, we
along a single path, and at any point in time, there is dy that the rank of the node is We refer to ther x K
single copy of the packet in the network. Single-copy sclemgatrix (denoted asA) formed by the encoding vectors of
place minimal demand on the node buffer space, and usually .« as the node’®ncoding matrix Essentially, the node
incur a low transmission overhead. But when future contagiyres - independent linear equations with tHé original
processes are not known in advance, forwarding decisiams ¢fickets as the unknown variables, .AM = X, where
later turn out to be wrong and in general lead to suboptimgy — (my,mo, ..., mg)7T is aK x d matrix of the X’ original
performance. In such cases, it is often beneficial to UpBckets, and = (x1,%2,...x,)T is anr x d matrix of ther
multi-copy schemes to reduce delivery delay and increaggcoded packets. When a node (e.g., the destination) reache
the delivery probability at the expense of larger transioiss rank i (i.e., full rank), it can decode the origindk packets
overhead and buffer occupancy. through matrix inversion, solvindM = X for M = A~'X

Under a multi-copy scheme, a packetdepiedto other ysing standard Gaussian elimination algorithm
nodes to be simultaneously forwarded along multiple paths\ye jllustrate data forwarding under RLC schemes using the
to the destination, Ieading to mu|tlp|e COpieS of a paCket -tpansmission from node to nodewv as an example' Node
the network at a giVen pOint in time. For example, epidemb‘enerates a random linear Combinationleéu) of the com-
routing proposed by Vahdat and Becké8] floods the whole pinations stored in its buffex;, ..., x,: Xnew = S B
network in order to deliver a packet. By making use of alhere the coefficients, ... 3, are chosen uniformiy at random
transmission opportunities, epidemic routing achievesimi frgm F,. Clearly, x,.., is also a linear combination of the
mum delivery delay when the network is lightly loaded, but i original packets. This new combination, along with the
causes severe resource contention under heavier traffity Moefficientswith respect to the original packetis forwarded
variations of epidemic routing that trade-off deliveryaefor -t nodew. If amongx, ..., x,., there is at least one combination
resource consumptions have been subsequently proposedtfBel cannot be linearly expressed by the combinations dstore
studied, includingk-hop, probabilistic forwardingl[5] and  in node v, node v has useful (i.e.jnnovativg information

spray-and-wait42], [39], [40. for nodev, and thex,.,, is useful to nodev (i.e., increases
the rank of nodey) with probability greater than or equal to
D. RLC based Routing Schemes 1—1/¢q (Lemma2.1 in [11]). If node u knows the encoding

In this section, we describe the basic operation of Randonrjnamx of nodew (through full signaling that is discussed

Linear Coding (RLC) based DTN routing schemes In Sectionll-E), it can generate a useful combination using

We assume that all packets have the same payload size etr&%determmlstm algonthm proposed ig1]. .SUCh. processing
ades off computational overhead for savings in transonss

to S bits. When RLC is used in packet data networks, ﬂbeandwidth and is not considered in this paper
payload of each packet can be viewed as a vectod of RLC schemes incur computational overhead as nodes per-

[/ 1Og2(qﬂ. symbols from a finite f|eld?{8], Fy of sizeq. form random linear combinations and the destination peréor
A collection of packets that may be linearly coded togeth%'écoding operations. While the complexity of the encoding
by network nodes is called generation For example, thd< :

o .operation grows linearly with the generation size, the datp
packets that make up an application message can constifute .. ; e . .
. d opération has quadratic complexity in the generation size.
a generation. We denote bin; € Fg, the symbol vector

corresponding to packd?,,i = 1,2, ...,. A linear combination

of the K packets is: E. Design Space

Having reviewed the basic operations of both non-coding

K . . . .
and RLC schemes, we now discuss various design options

x:Zaimi, o7} EFq,

i=1 2 |t is possible for the destination to decode one or more maigpackets

. S before the matrix reaches full rank. For example this happkits encoding
where addition and mUIt'phcat'on are OVEE- The vector of matrix A contains one or more row vectors that have exactly one nan-ze

coefficients,a = (aq, ..., ax) is called theencoding vectar coefficient.

4



for DTN routing schemes, which affect both performance arad random a generation to transmit from all candidate genera
overhead of a particular routing scheme. All of these desigions with the same priority. Scheduling among packets from
options except generation management are applicable to bifite same generation is performed via random linear coding
non-coding and RLC schemes. operation, i.e., a node transmits a random linear comlginati
Control Signaling. In order to discover neighboring nodespf all encoded-packets to the other node.
nodes in the DTNs periodically broadcast and listen to beaco As for buffer management, we consider thigophead
messages in order to discover their neighbors, and exchasgbeemedor non-coding schemes: when buffer is full, the node
information about the packets/coded-packets carried o ealrops the relay packet that has resided in the buffer theelsing
other. Such control signaling is useful for nodes to decider the RLC scheme, when a node with a full buffer receives
whether to transmit and what information to transmiwe a new encoded packet, it chooses a generation from its buffer
consider the following different control signaling. that has the highest rank (tie is broken randomly). If the
. Normal Signaling In this case signaling is limited to newly received packet belongs to the selected generatich, e

periodic beacon messages in order to discover neighbdi8coded packet of the generation is replaced with its random
A node only transmits information when it detects at leadifi€@r combination with the newly received packet. Otheewi
one neighbor. the node randomly chooses two encoded packets from the
« Full Signaling After two nodes discover each other vigchosen generation, and replaces them with their randorarline
beaconing, they exchange information about the pack&@mbination. _ _
they carry, in order to avoid useless transmissions. InRecovery SchemeMulti-copy DTN routing schemes such
the case of the non-coding scheme, they exchange gwepidemic routing and spray-and-wait scheme often employ
sequence numbers of the packets they carry. The nd860Very schemewm save resourcelp], [49]. For example,
then transmits only those packets that the other doddder theVACCINE recovery, ananti-packet(delivery ac-
not carry. Similarly, when RLC is employed, the nodeknowledgement information) is generated by the destinatio
exchange the encoding vectors, so that each node avdiiien it first receives a packet, which is then propagated in
transmitting if it has no useful information for the othetN® entire network, in the same fashion that data packets
node. As a result, under full signaling, a node reach@§oPagate under epidemic routing, to delete obs.olete sapgie
full rank (i.e., rankK) with probability greater than or the packet. We focus on VACCINE recovery as it leads to the

equal to(1—1/¢)K 1 after receivingk” encoded-packets MOst significant resource savings among the different reyov
of a generation from other nodes. schemes, We extend VACCINE (and any other) recovery

. . . . scheme to work with RLC so that when a generation of packets
Simulation results reported in the paper are for full sigreal .. . , L o
. o ) . is first delivered to its destination, the destination gates
case, unless otherwise specified as in SedtiiebB?2.

T ‘<sion Schedull d Buffer M Rout an anti-generationfor this generation, the anti-generation is
__ransmission scheduling and Butier vlanagementoult- th?n propagated in the network to delete remaining copies of
ing schemes for DTNs with resource constraints need to d

it tention th ht . hedui ckets or encoded packets belonging to the generation.
\t,)wff resource con Gf[n |on2 rowh ransml(sjsmn s¢ et o Replication Control. In resource constrained DTNs where

uffer management g, [27]). vvhen a node encounters an-,jeg pave limited energy, or finite transmission bandwidth
other node, the scheduler decides, among all candidate{sac

or generations in its buffer, which packets or generatians lthr both, it is beneficial to control the total number of times
) ’ . at a packet (or a generation) is transmitted in the network
transmit to the other node. When a node with a full buff P ( g ) W

i . ) Brough so calledeplication controlmechanisms.
receives a new (encoded) packet, it decides whether andd1owt|:Or example, under the binary spray-and-wadZ]] [40]),

make space for the new packet based on its buffer management o node assigns a counter value (a numbieikeh,

policy. The schemes propose],[[27) estimate the utility of denoted asC, to each source packet it generates, which

each packet in order to optimize some system performa ecifies the maximum number of copies that can be made
metric and then select the packet or the combination 1t

¢ i or d dinal r the packet in the network. When a node carrying a packet
ransmit- or drop accordingly. wjth token valuec, (¢ > 2) meets another node that does

In this paper, we consider randomized transmission schedH t carry a copy of the packet, the packet is copies to the

ing for both the non-coding scheme and the RLC SChe”]ﬁtter node and the tokens are equally split between the two

When there are multlple_unlca_st flows in th? n_etworl_<, qg””@opies of the packet, i.e., the former copy keép&] tokens
an encounter, a node gives higher transmission priorities

dnd the new copy is assignéd/2| tokens. A node carrying a
packets/generations destined to the receiver node; fonthre, W COpY | lgned) 2] ying

. - acket with token value of < 1 can only deliver the packet
among such packets/generations, those originated from

de itself q i der th di h €the destination. In this way, the total number of copies
node itself are served first. Under the non-coding schemepa e for the packet in the whole network is upper-bounded

node selects unl_formly at randor_n a packet among Ca”d'dﬂﬁﬁc, though the actual number of copies being made is often
rela_ly packets_ with the same priority, ar_ld performoamd smaller when a recovery scheme is employed. In SetliaD,
robin schedulmgar_nong source packets it carriésFor the e propose a replication control scheme based on the binary
RLC scheme, during an encounter, a node selects uniform ray-and-wait to be used in conjunction with RLC
. _ _ _ _ Generation Management An RLC scheme needs to ad-
This helps to achieve a better balance in the early phaseeoflifsemi- d h . fh d which k f
nation, when small differences in the number of copies dedint packets dress the question of how many and which packets to form a
can be amplified by epidemic diffusion. generation. Packets cannot be arbitrarily coded togefirst,



as we have observed, the overhead of transmitting and gtorin
encoding coefficients grows with the generation size, and so

K=2 |
does the complexity of encoding and decoding operations. . 1 C
K=2

Second, for unicast applications, whén packets destined time
to K different nodes are coded together, each of fkie

destinations has to receiv& encoded packets in order to @ 1 *@
decode the one packet destined to it. We discuss in more depth 2

the impact of generation management in Secti\d .

IIl. SINGLE SOURCE CASE s
In this section, we study the case where a group of packets, ‘ L ‘\Kzz
from a single unicast source, propagate in a DTN where
bandwidth and buffer are constrained. =

We first present an algorithm to calculate th@nimum @1—""@
1

(group) delivery timeunder a contact trace and buffer con-

straint, provide intuition about why RLC schemes (withoutig. 2.  Augmented event-driven grapl (£, 5, (1, 4,0, 2)) for calcu-

replication control) achieve this minimum time with higheiﬁt'nghm'n'mulm dggvzfy (tj'me fOf(Lé:, 0,2), thrt]h dB(?])d:I' 2,u Ed "
e . . e newly adae eages are rawn wi ashe Ines, an e

prObab'“ty th_an non-c_o_dlng schemes, and presen_t a Iov‘éﬁated intra-node edge capacity is highlighted using bfodt. The

bound for this probability (Sectiofll-A). We then discuss maximum flow from (1,0) to (4) is 2, achieved by the follow-

the performance of RLC schemes in terms of other métg two paths(1,0), (1,1.2),(2,1.2),(2,7),(2,10.2),(4,10.2), (4), and

rics (Sectionlll-B), and demonstrate that when replicatioﬁl’o)’(1’1‘2)’(1’3'5)’(3’3‘5)’(3’23)’(4’23)’(4)'

control is employed, RLC schemes can improve #®ay- the group of packetél, 4,0, 2) under the DTN trace depicted

per-transmissiorin comparison to non-coding schemes (Segy Fig 1, with B(u) = 2,u € V.

tion 11I-C). Finally, we discuss how bandwidth and buffer con- gacad on Propositiod. 1, the group of packetss, d, to, K),

straints, different contrql signaling levels and reatistiobility .5 pe delivered under contact trateand buffer constraints
model affect the benefits of RLC schemes (SectitiD ). B(-) if and only if there is a flow of value at leagt from

(s,to) to (d) in G'(L, B, (s,d, to, K)). We therefore have the
A. Probability to Achieve Minimum Delivery Time following proposition:

We use thed-tuple (s, d,ty, K) to denote a group of Proposition 3.1: To determine the minimum delivery time
unicast packets generated by source ned timet,, all of for the group of packetgs, d, ¢y, K') under a contact trace
which are destined for the same destinatiofor (s, d, to, K) and buffer constra|nt§(-), it suffices to find the shortest left
that can be delivered to the destination under the contace tr Subsequence df (call it £,,;,) such that the augmented event-
£ and buffer constraintd3(-), there is aminimum (group) driven graphg’(Lumin, B, (s, d, to, K)) can support a flow of
delivery timeby which all the K packets can be deliveredvalue K from (s, ) to (d). The time of the last contact in
to the destination. This time is in general achievable onfymin iS the minimum delivery time.
by a centralized oracle with knowledge of all future corgact Algorithm MIN_DELIVERY_TIME (Alg. 1) intertwines the
The minimum delivery time clearly lower bounds the delivergteps of searching fof..;, with the iterations of the Ford-
time achievable by any routing scheme, and therefore is BHIkerson algorithm for the maximum-flow problenz.
ideal benchmark to compare different routing schemes withtarting with an empty augmented event-driven grgph=

We first propose an algorithm for calculating the minimurf’ (9. B, (s, d, to. K)) = ({(s, t0). d}, ), the algorithm iterates
group delivery time. the expand graph phasand thefind max-flow phasentil

1) The algorithm: We first explain how to determinethe value of the flow reachek™ or all contacts inL have

whether the group of¢ packets can be delivered under th@een processed (in this case tiepackets cannot be delivered
contact traceC and buffer constraints(-). To address this under the trace).

issue, we first build the event-driven graghZ, B), and then  In the expand graph phasehe graphG; is expanded by
enlarge this graph by adding two nodes: nodet,) that considering new events froth according to their time order,
is connected by an intra-node edge with capadityto the until FIND_PATH (Gy, (s, t0), (d)) finds a new path with a
node (s, ¢1), wheret, is the time of the first contact afteg non-zero residual capacftfrom node(s, ty) to node(d). Here
involving nodes, and a special nodél) to which all nodes GROW(y, B,1) expandsGy by processing contadt € Z,
involving noded is connected. These edges have a capacfgllowing the procedure in Sectioft-A .

of K, as up toK packets can be transmitted from nodgt) ~ Once a path is found, the algorithm enters firel max-
(with ¢ > 0) to (d). We also change the capacity of all intraflow phasewhere the flow is augmented until the max-
node edges connecting nodest;) and (s, t,) or (d,ts) and flow from node (s,ty) to (d) in G; is determined. The
(d,t4) to K, as we assume nodes have enough buffer to store

source packets or packets destined for them. We denote thisThe residual capacity of an edge is the difference betweeapacity
and its current flow value, i.e. how much the flow can still beréased on

aUgmented_event'driven graph @4, B, (s, d, t_Ov K)). FOr that link. The residual capacity of a path is defined as theirmim of the
example, Fig.2 plots the augmented event-driven graph foisidual capacities of all edges in the path.



Ford-Fulkerson algorithm 2] is used for finding the 2) Probability to achieve minimum delivery timén prac-
maximum-flow. While this is not the most efficient maxdical settings, network nodes, without prior knowledge who
flow algorithm, it allows us to incrementally augment theontacts in the network, might choose “wrong” packet(s) (or
flow instead of start the maximum flow calculation fromencoded packet(s) for RLC schemes) to forward during a
scratch, every time the graph is expanded. The procedure WBntact or to delete when the buffer is full. As a result,
DATE_RESIDUAL_GRAPH(@G;,P) implements the following the destination might receive redundant information tgtou
two steps of Ford-Fulkerson algorithm: augmenting the flothe X (minimum group delivery time) forwarding paths, and
along pathP and updating the residual graph. The vatuis more time is needed to deliver the group of packets. In
the increment of flow value due to path comparison to non-coding schemes, RLC schemes reduce
If a flow of value at least is determined, the algorithm the probability of making wrong choices, due to the larger
returns the time of the last contact that has been considerset of possible useful encoded packets: at a given time, the
Otherwise, it returns a negative valuef (the sign denotes number of linear combinations useful for the destination is
the failure to deliver the whole group of packets, while thmuch greater than the number of useful packets. For example,
absolute value denotes the number of packets that can umeler a randomized non-coding scheme, if a relay node sarrie
delivered). Let.’ be the subsequence of the contact trdce r < K packets, one of which has already been delivered to the
considered up to termination, the computational compjexfit destination, the probability that this relay chooses taviod
Alg. 1is O(K|L'|). the useless packet is/r. Whereas under the RLC scheme, if
the rank of a relay node ig, and the destination carries one
Algorithm 1 MIN_DELIVERY_TIME (£, B, s,d. to, K), find  combination that can be linearly expressed by thencoded
minimum delivery time for the group of packets, d, o, K), packets carried by this relay node, the probability that the

under contact trac€ and buffer constraints(-) random linear combination forwarded by the relay node is
1 Input: L, s,d, K useless for the destinationigq”~! whereq is the size of the
2L, =L, f=0,Gr={{(s,t0),(d)},0) finite field. In generaly > 2, 1/¢" ! << 1/r (e.g.,q =28 is
3: while f < K andL, # () do a commonly used finite field size in RLC).
4. /I Expand Graph Phase Let  be the number of transmission scheduling and buffer
5. repeat management decisions that network nodes make under the
6: Il Expand graph until a contact to nodds found  RLC schemalong the set ofC forwarding paths that achieves
7 repeat the minimal delivery timeWe knowr is upper bounded by
8: [ =pop(L,) I Extract next contact front, the total hop count (including intra-node edges and intaten
o Gy =GROW@y, 1, B), Gy + G} edges) of the set of paths that supports the flow of value
10: until »(I) = d /1 Until the noded is the receiving K in the event-driven graph. Using Fi@ as an example,
node of contact along the set of two forwarding paths that achieves the
11 P =FIND_PATH(Gy, (s, to), (d)) minimal group delivery time, network nodes need to make
12: until P # null three transmission scheduling decisions, respectiveljngu
13:  // Find Max-Flow Phase the contactg1,2,1.2), (1, 3,3.5) and(2,4,10.2) °. Note that
14:  while P # null and f < K do the transmission during conta¢s,4,23) does not involve
15: (G}, b)=UPDATE_RESIDUAL_GRAPH@, P) scheduling decision as no@énas only one candidate packetin
16: Gr g'f, f<f+0b its buffer at timet = 23. As the buffer is not constrained (i.e.,
17: P =FIND_PATH(Gy, (s, to), (d)) B(-) = K) in this example, the number of buffer management
18: end while decisions is zero. Therefore we haye- 3. Making use of the
19: end while correspondence between the RLC based DTN routing scheme
20: if f > K then and RLC based routing scheme in static network, and Theorem
21:  return t(1) // return the time of contadt 3 in [18], we prove the following proposition that provides a
22: else lower bound on the probability that the RLC scheme achieves
23:  return -f// return the negative of minimum group delivery delay. For the outline of the proof,
24: end if please refer to Appendi&.

Proposition 3.2: Consider a group of packets, d, to, K)

Alg.1 can be easily extended to return the set of patipgopagating under a contact tra€evith buffer constrain3(-),
that supports the flow of valu& in the event-driven graph. and a set ofK’ forwarding paths that achieves the minimum
The set of paths corresponds to a specific DTN routingoup delivery time. Let) be the number of scheduling and
schedule that achieves the minimum delivery time undbuffer management decisions that DTN nodes perform under
the DTN contact trace. For example, the set of two patlise RLC scheme along this set of paths. The RLC scheme
(1,0),(1,1.2),(2,1.2),(2,7),(2,10.2), (4,10.2), (4) and achieves the minimum group delivery time with probability
(1,0),(1,1.2),(1,3.5), (3,3.5), (3,23), (4,23), (4) in Fig 2,
which supports a flow of value from (1,0) to node(4), 5 When nodel encounters node and 3 respectively att = 1.2 and

corresponds to a set df forwarding paths in the DTN that t = 3-5, it has two candidate packets to transmit, and needs to eladht
to transmit to the other node. When no2lencounters nodé att = 10.2,

achieves the minimum delivery time3, for the group of it has two encoded packets in its buffer, and needs to ded t@ transmit
packets(1,4,0,2). to noded.
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Fig. 3. DTN with N = 101 nodes, homogeneous exponential inter-contact time withFa= 0.0049, bandwidth constraint of = 1 packet per contact,
and unlimited buffer space, without replication control

greater than or equal td — 1/¢)". delivered, whereas under the non-coding scheme, the ngcove
Fig. 3(a) plots the empirical cumulative distribution funcprocess for an individual packet starts immediately when th
tions (CDFs) of the minimum delivery delay, and the deliverpacket is delivered.
delay achieved by the RLC and the non-coding scheme ovein order for the RLC scheme to be beneficial in resource
100 different simulation runs. We observe that the RLEonstrained DTNs with competing traffic, the RLC scheme
scheme does achieve the optimal performance (in termsnafeds to improve the delay performance without incurring
group delivery delay) with high probability, whereas untex higher transmissions overhead than the non-coding scheme.
non-coding scheme, the delivery delay is significantly éarg We investigate this in the next section.

B. Other Delay Metrics and Number of Transmissions C. Delay vs. Number of Transmissions Trade-off

We now compare the RLC scheme and non-coding schemén order to control the number of transmissions in RLC
in terms of other delay metrics and the total number asfthemes, we propose thieken-basedRLC scheme which
transmissions made in the network. extends the binary spray-and-wait. A certain number ofrigke

We first consider the average packet delay and average (denoted as’,) is assigned to each generation to limit the
order packet delay. Fig3(b) plots the empirical CDFs of total number of combinations that can be transmitted fag thi
different delay metrics achieved by the RLC scheme and theneration in the network. The operation of RLC schemes as
non-coding scheme from00 different simulation runs. The described in Sectiot-D is complemented with the following
four almost overlapping curves are CDFs of the minimurronsideration about tokens. We focus on a particular gener-
group delay and the three different delay metrics achievatlon so that we can talk about the number of tokens and
by the RLC scheme. Under the RLC scheme, the averdtpe rank of a node without specifying the generation. When
delay and the average in-order delay are stochasticadjiitsli two non-destinatiomodes meet, they redistribute their tokens
smaller than the group delivery delay. In contrast, the nom proportion to their ranks (se®&(] for more details). Then
coding scheme shows significantly different performante: each of the two nodes transmits a random linear combination
fares worse in terms of group delivery delay and average ito the other if it has useful information and if it has more
order packet delay, but better in terms of average packaydelthan one token. After each transmission, the sending node
Note that the RLC scheme considered here has some specéituce its number of tokens by one. The two procedures (token
implementation peculiarities that improve its performame reallocation and transmission of one combination) areateue
terms of average delivery delay. For example, if a node cantil the contact terminates. This way, the total number of
decode one or multiple packets before it reaches full rartkansmissions made toon-destinatiomnodes is bounded by
it forwards the decoded packet(s) (rather than randomiingg,. When a node meets the destination, it transmits as many
combinations) to destination. combinations as it can, independently from its number of

The RLC scheme achieves faster information propagatitskens. Under full signaling, the total number of transioiss
at the price of a greater number of transmissions andtathe destination (for the destination to reach full rank) i
larger buffer occupancy. For example, Fig(c) plots the K with probability greater than or equal fa —1/¢)% 1. In
total numbers of packet copies (for the non-coding schemg)mmary, this scheme limits the total number of transmissio
or combinations (for the RLC scheme) in the network asia the network toC, + K with high probability. The actual
function of time for one particular simulation run (the gpou number of transmissions is smaller when a recovery scheme
of packet is generated at time= 0). Due to the increased is employed.
randomness of RLC, the probability that two nodes that meetA different replication control scheme, call&&NCP (Ef-
each other have useful information to exchange is higher. fisient Protocol based on Network Coding), was proposed in
a result, we observe a sharper increase in the total numbef28]. In order to deliver a group of< packets, the source
copies/combinations in the network. Furthermore, unde€ RLdisseminates<’ (slightly larger thank’) random linear com-
the recovery process starts only when the whole generatiorbinations (which are referred to @seudo source packets
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the first K’ relays that it encounters. Each of ti€ relays group delivery delay and its 95% confidence interval (based
then uses binary spray-and-wait to limit the total number @ih 50 different simulation runs) under varying bandwidth
transmissions made for the pseudo source packet it carriesnstraints, for a group o’ = 10 packets from the same
Different pseudo source packets are randomly linearly comnicast flow.
bined at intermediate nodes, as under regular RLC scheméwe now consider the benefit of RLC schemes under varying
The reason for disseminating’ pseudo source packets is sduffer constraint. Fig5(b) plots the average group delivery
that the originalK source packets can be decoded with higtlelay (and the 95% confidence interval) for a grougkot 10
probability when the destination receivEsencoded-packets packets achieved by the RLC scheme and the non-coding

We compare the group delivery delay versus transmissisoheme under varying nodal buffer size3, We observe
number trade-off achieved by the non-coding scheme (withat as buffer space becomes more and more constrained,
binary spray-and-wait applied to each of thepackets), the performance under the RLC scheme degrades only slightly, in
token-based RLC scheme, and the E-NCP scheme. &igsharp contrast to the non-coding scheme. As different gacke
plots the average group delivery delay versus the averaye mixed randomly by nodes under the RLC scheme during
number of transmissions (together with the 95% confidentransmission or buffer management decision, the RLC scheme
intervals for both metrics), for a group df = 10 packets, allows a more uniform distribution of different packets in
under different token limits, for the cases both withoutfeuf the network. For the non-coding scheme, the more copies a
constraints (a) and with a buffer constraint Bf = 2 (b). packet has in the network, the more the packet is copied to
We observe that, with a similar number of transmissiond) bobvther nodes and evicted a copy of another packet when buffer
RLC schemes achieve smaller group delivery delay than tisefull”. This results in an uneven propagation of different
non-coding scheme. Token-based RLC scheme outperforpaskets: some packets spread quickly to a large number of
E-NCP, especially under small number of transmissions. Thedes, while others spread much more slowly. It therefore
results for the limited relay buffer case further establish takes much longer to deliver the “slowest” packet and thoeeef
benefits of the RLC schemes in reducing group delivery delétye whole group of packets.
without increasing transmission overhead. 2) Impact of Control Signaling:The simulation results
presented so far are for thell signaling case, where two
encountering nodes first exchange information about which
packets or encoded packets they carry, and decide whether

In this section, we study how different system parameteasid what packets to transmit to the other node based on this
affect the benefits and overhead of RLC schemes. information. Full signaling incurs a higher transmissiarda

1) Impact of Different Bandwidth and Buffer Constraints: computational overhead for the RLC scheme than for the non-
We first consider the impact of varying bandwidth constraimibding scheme, as each node needs to exchange the encoding
while fixing the buffer constrainB = K (i.e., no buffer con- matrix (in comparison to packet IDs), and determine whether
straint). We observe that as the network bandwidth beconmiesas useful information for the other based on the received
less and less constrained, the benefit of RLC diminishes agwcoding matrix.
disappears when the number of packets that can be exchangetle now considenormal signaling where two nodes en-
during each contact, equals the group siz&. In this case, countering each other do not exchange information about the
the K packets propagate independently without competiqgckets or encoded packets they carry. For the non-coding
for bandwidth, and the group delivery delay coincides witecheme, a node randomly chooses a packet from the set of
the epidemic routing delay under no resource constraints geckets it carries, and forwards it to the other node; for
characterized in49]. For example, Fig5.(a) plots the average the RLC scheme, a node always generates and transmits a

D. Discussion of RLC benefits

6 We observe that it would be sufficient for the source to dissata the 7 As a first approximation, the spreading rate of a packet wittopies in
original K source packets oK linearly independent encoded-packetsKo a network with N nodes is proportional tae(N — n). Therefore, a packet
relay nodes. with a larger number of copies spreads faster as long asN/2.
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random linear combination to the other node. We observeThe next question to ask is whether RLC schemes provide
from the simulation results that, while the performance @y benefit when multiple unicast flows are present in the
the non-coding scheme is significantly affected by the lacletwork. The presence of multiple flows adds a new dimension
of information, the RLC scheme is almost not affected. Ito generation management, in fact one can limit coding to
particular, Fig.6 plots the group delivery delay versus theackets belonging to the same flomt(a-flow coding), or
number of transmissions trade-off achieved by the nonfgpdiallow coding packets belonging to different flownistér-flow
and the RLC scheme under full signaling and normal signalimgding), where nodes combine packets from different s@urce
respectively. We observe that the performance of the RLUgut destined for the same destination, or even combine fmcke
scheme under normal signaling is almost identical to theggardless of their source and destination.
under full signaling, whereas for the non-coding scheme, th Next, we first examine the benefits achieved by RLC under
performance under normal signaling is significantly worse. inter-flow coding for the case where there is a single geimgrat

in the network. We then study intra-flow coding in a network
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120 |

100 | The focus of Sectiofiil is the benefit of RLC when applied

to a group of packets originating from a single source and
destined for a single destination, i.e., the Single-SoBingle-
Destination §S SD) case. Now we investigate the benefit of
e — applying RLC to:
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Total number of transmissions i) a group of K’ packets originating fron& different sources

and destined for the same destination, i.e., Multiple-8esir

Fig. 6. Group delivery delay vs number of transmissionsetraffl under full Single-Destination MS SD) case. and
ignali d | signali .. - . .
signaling and normat signaiing i) a group of K packets originating fromk differ-

3) Impact of Real Mobility BehaviorTo study the impact €nt sources and destined fé¢ different destinations, i.e.,
of real mobility, we compare the performance of the RLMUultiple-Sources Multiple-DestinationsMS MD) case. We
scheme and non-coding scheme using contact traces cdlle@gsume that each of th€ destination nodes also act as relay
from the UMass DieselNef7] testbed in the spring semestefor packets destined for other nodes.
of year 2006. Our experiments are described 5@] [and For the MS_SD case, Algl can be extended to calculate
support the previous findings. As the DieselNet contacesacthe minimum group delivery time (details are given 50J).
correspond to a very challenging scenario where most of tié perform simulation to compare the group delivery delay
packets cannot be delivered on a time horizon of 12 houpghieved by the RLC scheme and the non-coding scheme
the RLC performance improvement appears in terms of against this baseline, and plot the CDFs (frafi different
increased delivery probability in comparison to non-cgdinsimulation runs) of the minimum delivery delay, the group

sl - |

Group delivery delay

60 -

40 -

20

schemes (respectiveB1% and 24%). delivery delays under the non-coding and RLC scheme in
Fig 7(a). We note that the RLC scheme achieves smaller
IV. MULTIPLE UNICAST FLOWS group delivery delays than the non-coding scheme, and the

We have shown that RLC schemes achieve faster delivaetglays are close to the minimum possible. We also observe
of a group of packets from the same unicast flow than notirat the reduction in group delivery delay achieved in this
coding schemes, at the cost of a larger number of netwarlse is much smaller than that 86 SD case (Fig3(a)). The
transmissions. Furthermore, when replication controlris e explanation is that, under the MSD case, thek packets
ployed, RLC schemes improve the trade-off between delivesiart to propagate fronik’ different source nodes, therefore,
delay and transmission number. the contention among th& packets starts later in time, and

10
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Fig. 7. Benefit of RLC coding under inter-flow coding

the effect of relay nodes under non-coding schemes choossuijeme performs worse than the non-coding scheme for the

wrong packets to forward becomes less significant. former case. This is reasonable as the RLC scheme forces each
For the MSMD case, determining the minimum groupdestination to receivé&l independent combinations in order to

delivery time under a contact trace (and buffer constramt) decode the one single packet destined for it. When buffers ar

a NP-hard problefn Furthermore, as each of th€ packets also constrained, we observe that with a small total number

is destined for a different destination, it is more meanihgfof transmissions, the RLC scheme performs worse than the

to consider theaveragetime for each of the destinations tonon-coding scheme; however, when a relatively larger numbe

receive the one packet destined for itself (imuerage packet of transmissions is allowed, the RLC scheme achieves better

delivery delay, than the time to deliver the last packet irfrade-off than the non-coding scheme.

the group (i.e.group delivery delay We therefore use the Our discussion in this section demonstrates that RLC is most

average packet delivery delas the performance metric foradvantageous when it is applied to packets from the same flow.

the MS MD case. In the next section, we focus on applying intra-flow coding to
We now investigate whether inter-flow RLC coding caihe case of multiple continuous flows.

improve the delivery delay versus number of transmissions

trade-off through simulation studies. First, we extend the. Multiple Continuous Flows with Intra-flow coding

token scheme to the inter-flow coding. When applying the

token scheme to thBIS_SD andMS _MD cases, a per—packetand each source independently generates grougs ef 10

token numbeC is assigned to each of thie packets by its packets according to a Poisson process with pat&LC is

respective source upon packet generauon._ As wnf&B_(S_D applied to packets belonging to the same group.
case, a node is always allowed to transmit to the destlnathW . . . :
e perform simulation studies for a network with = 101

(for the MS_SD case) or one of thé” destination nodes (for nodes, bandwidth constraiht= 1. We compare the average

theMS MD case), even when its token number is zero. Similar : i
to the SS SD case, the total number of transmissions macgeroup delivery delay under the RLC scheme and the non

C . i : oding scheme without replication control. We observe that
to non-_destmatlon_ no_des is bounded GY<, and with h'gh the RLC scheme only exhibits a benefit when the traffic rate
probability, a destination reaches full rank and stop rgagi

o - . ... is low; and performs worse than the non-coding scheme when
transmissions after receiving combinations. Therefore, with P g

. - S . the traffic rate is high. For example, F&fa) shows that it is
high propablhty, the total number of transmissions madeée: not beneficial to apply RLC in our reference scenario for a
network is bounded b¢’K + K under theMS SD case, and rate A = 0.45 x 103, a relatively high traffic rate
. o =0. , .

'S bgunlde_d bﬁ]g.Jr Kh undsr t?eMizMD case. h We can explain this result as follows. First, at a relatively
Simulation studies s ow that for t S—S_Dcase’ the R_LC high traffic rate, there is a large number of different pasket
scheme and the non-coding scheme achieve almost identjgae network. As a result, under the non-coding scheme, it

trade-off curves when buffers are not constrained. Hovvevg

. . , more likely that two nodes can exchange useful infornmatio
when the buffer is constrained, the RLC scheme improves (g, they meet, and therefore, the RLC scheme achieves a
trade-off, as illustrated in Fig7(b). For the MS MD case,

h ket dell del h smaller relative benefit over the non-coding scheme through
we Icompgre tf caverage pac et de |ve(;y ;a\yir_susdtbe its increased randomization. Secondly, as we have shown in
total number of transmissions made trade-off achieved by t ig 3(b), RLC schemes incur a larger number of transmissions
non-coding and the RLC scheme. Figc) plots the results

. | g > for each generation than non-coding schemes. Therefoen wh
for both i) the case where only bandwidth is constrame@e group arrival rate is high, contention for bandwidth emd

(b = 1), anq i) the case where both bandwidth and bL“cfeFﬁLC schemes is greater than under non-coding schemes and
are constrainedb(= 1, B = 1). We observe that the RLC some of the flows can be severely penalfzed

We assume there ar&y unicast flows in the network,

8The sub-problem of deciding whether the group of packetbeatelivered 9 Flows with a larger number of combinations in the networkgmepagated
under a contact trace is a form of Edge-Disjoint Paths prolidich is known more and then get even more resources. The mechanism isrstmithat
to be NP-hard 10]. described in Sedll-D for non-coding schemes.
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Fig. 8. Group delivery delay under multiple generation case= 0.45 x 1073, b =1

To alleviate resource contention, we resort to replicatidn deliver the coded blocks to the destination. We note that
control, which has been shown to allow the RLC schemmetwork coding is a generalization of erasure coding, aed th
to achieve a better delay-transmission trade-off than tire n benefits of erasure coding scheme can also be achieved by
coding scheme. For both the RLC scheme and the non-codRIgC schemes.
scheme, we vary the per-packet token linalt,betweer20 and While Widmeret al. ([45], [46]) studied the benefit of RLC
100. Fig 8(b) plots the average group delivery delay unddor broadcast applications in DTNs, we study unicast appli-
different per-packet token limits. We observe that the RLCations for which replication control and recovery schemes
scheme achieves a smaller average group delivery delay oalg introduced. Our findings that under normal signaling, th
when the token limit is carefully tuned. In particular, féret relative benefit of RLC is much more significant than that
RLC scheme in this setting, there is an optimal token limitnder full signaling is in line with the similar finding about
value betweerd(0 and50: If the token limit is too large, severe broadcast application imp].
contention leads to degraded performance; if it is too small We compare our token scheme with the E-NCP scheme pro-
some contacts are not exploited because all the tokens hpesed in BQ] in Sectionlll-C. Using the connection between
been consumed. For the non-coding scheme, for a numBeNCP and the low-density distributed erasure co@gs 80
of tokens smaller than00, contention is not significant and proved that in order for the destination to decoddalbackets
a smaller token limit leads to a larger average block delayith any K encoded packets with high probability, it suffices
We do observe that under a higher traffic rate, the noto set the per-packet token limit ©(logK). In contrast, we
coding scheme also benefits from replication control. Howompare different replication control schemes in termshef t
to configure replication control schemes (e.g., settingeokfundamental performance trade-off between delivery detay
limit) for a given network setting is an open problend1]), number of transmissions.
and beyond the scope of this paper. Based on several simplifying assumptith.in et al. ([31])

As with the single generation case, the RLC benefit undéerived ODE models for analyzing delivery delay under the
multiple flow case is more significant when both bandwidtRLC non-coding scheme, for the case of a single grouf of
and buffer are constrained. We repeat the simulation asrshopackets. We note that due to these simplifying assumptions,
in Fig 8(b), introducing buffer constraint a8 = 3. The result the ODE models not only underestimated the delivery delay
(Fig 8(c)) again shows that RLC is more beneficial when bofier both the RLC scheme and the non-coding scheme, bus
buffer and bandwidth are constrained. In this particulétirsgy  also underestimated the performance difference between th
RLC reduces the average group delivery delay by more théwo schemes.

25% for token values ranging fror0 to 100. The benefit of RLC observed in our setting is similar in
spirit to that of rumor mongering 1fl], [6]). For a network

with the so calledandom phone caltommunication model,
where at each time step, each node communicates with another

Several works @2, [44]) have studied the application ofnode selected uniformly at random among all the nodk, [
erasure coding 8], [33], [32)) to DTNs, where the source [6] derived asymptotic bounds for the tim to disseminate
encodes a message into a large number of blocks, such {hgltiple messages in the network under both RLC and non-
as long as a certain fraction or more of the coded blocks aigding schemes. As both the communication model and the
received, the message can be decoded. For DTNs where th@gemes considered (no signaling) therein differ from ours
is prior knowledge about paths and their loss behavior, Jajfilar analysis does not apply to our setting.
et al. ([22)) studied how to allocate the coded blocks to the Finally, [29] presented a preliminary investigation on the

multiple lossy paths in order to maximize the message dglivesffect of topology on the RLC performance. Simulation resul
probability. To reduce the variance of delivery delay in ¥TN
with unpredictable mobility, Wangt al. ([44]) proposed to 10For the RLC scheme, it is assumed that an equal fraction oésodthe

. network has a rank of, ..., B — 1(recall B is the number of packets a node
encode each message Into a Iarge number of coded blo store); for the non-coding scheme, it is assumed thakthgackets are
which are then transmitted to a large number of relays hglpiaqually likely to reside at each node.

V. RELATED WORK
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for different graphs (Erdds-Rényi, Random Geometriqpfra [11]
grid, Watts-Strogatz) and the case where there is a single
unicast flow in the network were presented.

[12]

VI. CONCLUSIONS

In this paper we investigate the benefits of applying rando[rln3 ]
linear coding to unicast applications in resource cons&i
DTNs. Due to its frequent network disconnection and rapid[§74]
changing topology, the key challenge for unicast routing ifs;
DTNs is distributed packet transmission scheduling anéebuf

S. Deb, M. Medard, and C. Choute. Algebraic Gossip: Avidek
Coding Approach to Optimal Multiple Rumor MongerindEEE/ACM
Transactions on Networking, special issue on networking iaforma-
tion theory pages 2486-2507, 2006.

A. Doria, M. Ud’en, and D. P. Pandey. Providing Conndtti to the
Saami Normadic Community. Ifnternational Conference on Open
Collaborative Design for Sustainable Innovation (dydORgc 2002.

C. Fragouli, J.-Y. Le Boudec, and J. Widmer. Network ®gd An
Instant Primer. ACM SIGCOMM Computer Communication Review
36, 2006.

R. Groenevelt, P. Nain, and G. Koole. The Message Defaiobile
Ad Hoc Networks. InPerformance October 2005.

Z. J. Haas and T. Small. A New Networking Model for Biolcgl
Applications of Ad Hoc Sensor Network$EEE/ACM Transactions on

management. Under RLC schemes, each node generates andNetworking 14:27-40, February 2006.

forwards a random linear combination of stored packetsn@uri[ml
a contact, and randomly combine newly received packet with
existing ones when the buffer is full. Because of its higher
degree of randomness compared to non-coding schemes,
schemes increase the probability that a node forwardsgkeep
information useful for the eventual delivery to the dedima  [18]

More specifically, from the case of a single group of
packets (SSSD) propagating in the network, RLC reduces thgg)
group delivery delay, and achieves minimum group delay with
probability greater than or equal {d — 1/¢)". Larger gains
are achieved by RLC schemes when resource (bandwidth
buffer space) is severely constrained, when full inforovati
about the content of other nodes is not available (i.e., unde
normal signaling), and when coding is applied to packelmfrom]
same unicast flows.

Even though RLC schemes reduce group delivery delay at
the price of a larger number of network transmissions, with,
replication control, RLC improves the trade-off between de
livery delay and total number of transmissions. This imgiabv
performance trade-off allow RLC schemes to reduce avera[gg
block delivery delay under multiple continuous unicast #ow
with significant performance improvement when node buffer
is constrained.
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From Lemmal, we conclude that the same lower bound holds

F{pr the probability that the RLC scheme achieves the minimum
roup delivery delay.

Proof of Proposition3.2 The propagation of a group

transmitted over each edge is a linear combination of the
edge’s input. More specifically, without loss of generalitye
assume each edge @ has a unit capacity*, and denote the
origin node of (directed) edge aso(e), and the destination
node of edge: asd(e). We have:

11As each edge has an integral capadityve can replace it witth edges
(with same origin and desitnation) with unit capacity.
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