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Preamble

“Essentially, all models are wrong but some are useful”

George E.P. Box
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In statistical learning, the challenge nowadays is to learn from data
which are:

® high-dimensional (p large),
B big or as stream (n large),

m evolutive (evolving phenomenon),

m heterogeneous (categorical, functional, networks, texts, ...)
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In statistical learning, the challenge nowadays is to learn from data
which are:

® high-dimensional (p large),
B big or as stream (n large),
m evolutive (evolving phenomenon),

m heterogeneous (categorical, functional, networks, texts, ...)

In any case, the understanding of the results is essential :
® the practitioners are interested in visualizing or clustering their data,
® to have a selection of the relevant original variables for interpretation,

® and to have a probabilistic model supposed to have generated the data.
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Introduction

Statistical analysis of (social) networks has become a strong discipline:
® description and comparison of networks,

® network visualization,

® clustering of network nodes.
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Statistical analysis of (social) networks has become a strong discipline:
® description and comparison of networks,
® network visualization,

® clustering of network nodes.

with applications in domains ranging from biology to historical sciences:

® biology: analysis of gene regulation processes,

® social sciences: analysis of political blogs,

® historical sciences: clustering and comparison of medieval social networks

11 Bouveyron, Lamassé et al., The random subgraph model for the analysis of
an ecclesiastical network in merovingian Gaul, The Annals of Applied
Statistics, vol. 8(1), pp. 377-405, 2014.
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Introduction

Networks can be observed directly or indirectly from a variety of sources:
® social websites (Facebook, Twitter, ...),

® personal emails (from your Gmail, Clinton's mails, ...),

® emails of a company (Enron Email data),

m digital/numeric documents (Panama papers, co-authorships, ...),

® and even archived documents in libraries (digital humanities).




Introduction

Networks can be observed directly or indirectly from a variety of sources:
® social websites (Facebook, Twitter, ...),

® personal emails (from your Gmail, Clinton's mails, ...),

® emails of a company (Enron Email data),

m digital/numeric documents (Panama papers, co-authorships, ...),

® and even archived documents in libraries (digital humanities).

= most of these sources involve text!




An introductory example
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Figure: An (hypothetic) email network between a few individuals.




An introductory example
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Figure: A typical clustering result for the (directed) binary network.




An introductory example

Figure: The (directed) network with textual edges.




An introductory example

Figure: Expected clustering result for the (directed) network with textual edges.
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2. The Stochastic Topic Block Model




STBM : Context and notations

We are interesting in clustering the nodes of a (directed) network of
M vertices into @ groups:

= the network is represented by its M x M adjacency matrix A:

__J1 if there is an edge between i and j
Y710 otherwise

m if Aj =1, the textual edge is characterized by a set of D;; documents:

D..
Wy = (W}, ooy W, W),

= each document W is made of Nf words:

Wd ( Wdl de Wdei ) .

iy oo oo YYj
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STBM : Modeling of the edges

Let us assume that edges are generated according to a SBM model:

m each node i is associated with an (unobserved) group among Q according
to:

where p € [0,1]€ is the vector of group proportions,




STBM : Modeling of the edges

Let us assume that edges are generated according to a SBM model:

m each node i is associated with an (unobserved) group among Q according
to:

where p € [0,1]€ is the vector of group proportions,

® the presence of an edge Aj; between i and j is drawn according to:
Aijl Yig Yjr = 1 ~ B(mgr),

where g, € [0,1] is the connection probability between clusters g and r.
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STBM : Modeling of the documents

The generative model for the documents is as follows:

m each pair of clusters (g, r) is first associated to a vector of topic
proportions 84, = (64r«)x sampled from a Dirichlet distribution:

Ogr ~ Dir (o),

such that Zszl Ogrc = 1,¥(q, r).
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STBM : Modeling of the documents

The generative model for the documents is as follows:

m each pair of clusters (g, r) is first associated to a vector of topic
proportions 84, = (641« )« sampled from a Dirichlet distribution:

b4 ~ Dir (o),
such that Zszl Ogrc = 1,¥(q, r).

= the nth word W of documents d in W is then associated to a latent
topic vector Z{" according to:

Z" {AiYigYir = 1,0} ~ M(1,04,).

® then, given Z,-j-’", the word Wf" is assumed to be drawn from a
multinomial distribution:

Vvlj'in|zl3_1nk =1~ M(]'?/Bk = (ﬂkh" 'aﬂkV))v

where V is the vocabulary size.
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STBM at a glance...
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Figure: The stochastic topic block model.




The C-VEM algorithm for inference

The C-VEM algorithm is a follows:

= we use a VEM algorithm to maximize £ with respect § and R(Z,0),
which essentially corresponds to the VEM algorithm of Blei et al. (2003),

u then, log p(A, Y|p, ) is maximized with respect to p and 7 to provide
estimates,

= finally, £(R(-); Y, p,,3) is maximized with respect to Y, which is the
only term involved in both £ and the SBM complete data log-likelihood.
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The C-VEM algorithm for inference

The C-VEM algorithm is a follows:

= we use a VEM algorithm to maximize £ with respect § and R(Z,0),
which essentially corresponds to the VEM algorithm of Blei et al. (2003),

u then, log p(A, Y|p, ) is maximized with respect to p and 7 to provide
estimates,

= finally, £L(R(-); Y, p,, 3) is maximized with respect to Y, which is the
only term involved in both £ and the SBM complete data log-likelihood.

Optimization over Y:

® we propose an online approach which cycles randomly through the
vertices,

B at each step, a single vertex / is considered and all membership vectors
Yj+i are held fixed,

= for vertex /i, we look for every possible cluster assignment Y; and the one
which maximizes £ (R(-); Y, p, 7, B) is kept.
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3. Numerical application: The Enron case




Analysis of the Enron Emails

The Enron data set:
® all emails between 149 Enron employees,
= from 1999 to the bankrupt in late 2001,

® almost 253 000 emails in the whole data base.
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Figure: Temporal distribution of Enron emails.




Analysis of the Enron Emails

Model selecion crierion
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Figure: Model selection for STBM on the Enron network.




Analysis of the Enron Emails

Figure: Clustering of the Enron network.




Analysis of the Enron Emails
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Figure: Most specific terms in the found topics for the Enron data.
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Analysis of the Enron Emails

Figure: Meta-network for the Enron data set.
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4. The Linkage project
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Innovation: the linkage project

From research to Innovation:

® the project is supported by SATT IDFInnov,
m 50 k€ for SaaS plateform www.linkage.fr

m 200k€ for further work (dynamic, sparsity)

Linkage Newlod  lobs

Innovative and efficient cluster analysis of networks
with textual edges

Uinageshovs 1ot it the s of et i ol cges e enfyg
topics which are used in You can analyze

2 emol neorks o thorehs newrks, nkogealons you 0 upoad you o
network data or to make requests on scientific databases (Andv, Pubmed, HAL).

www.linkage.fr
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Analysis of the 2017 French presidential election

P
f Ao
Elections 2017 |
politique du web 5 )
By © ¢ e ) S
<7 NPARAR & g >
Ao dn St don g o s i o 1718
= s Emmanuel Macron vient détre éhu i la présidence de la République sur s
— un programme dont une des priorités est la recomposition de la vie poli-
e . ! ! Pl Litoucha
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Afin d'apporter un éclairage sur ce point, nous avons étudié pendant les . Protemamr ow Urbrarsia
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5. Conclusion




Conclusion

We proposed a new statistical model, called STBM, for :

m the clustering of the nodes of networks with textual edges,

® which also "clusters” the messages into general topics,

® it provides an effective summary of the whole data (network + texts).

STBM can be applied to:

® communication networks (emails, web forums, twitters, ...),

m co-authorship networks (scientific publications, patents, ...),

® and can even applied to networks with images (Instagram, ...).

Reference:

C. Bouveyron, P. Latouche and R. Zreik, The Stochastic Topic Block Model
for the Clustering of Networks with Textual Edges, Statistics & Computing,
in press, 2017.
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