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The increasing size of data generated by smartphones and IoT devices motivated the
development of Federated Learning (FL) [1,2], a framework for on-device collaborative
training of machine learning models. FL algorithms like FedAvg [3] allow clients to train a
common global model without sharing their personal data. FL reduces data collection costs
and protects clients' data privacy and, in doing so, makes possible to train models on large
datasets that would otherwise have been inaccessible. FL is currently used by many big data
companies (e.g., Google, Apple, Facebook) for learning on their users' data, but the research
community envisions also promising applications to learning across large data-silos, like
hospitals that cannot share their patients' data [4].

One of the main scientific challenges of FL, in comparison to other forms of distributed
learning, is statistical heterogeneity, i.e., the fact that clients' local datasets are in general
drawn from different distributions. Statistical heterogeneity for example slows down the
convergence of FL algorithms [5]. Moreover, first efforts in FL focused on learning a single
global model with good average performance across clients, but the global model may be
arbitrarily bad for a given client, if its local dataset distribution is significantly different from
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the other distributions. The dissatisfied client may then abandon the training procedure (or
refuse to join it in the future), impoverishing the aggregate pool of data and then the quality
of the final model. Defections of some clients can then potentially trigger a cascade of
defections as clients are less and less satisfied with the model learned by FL algorithms.

A possible way to address statistical heterogeneity is to let clients jointly learn personalized
models adapted to their local distributions [5-8]. A popular approach in this direction is
Clustered FL [9-11]. Clustered FL groups similar clients in separated clusters and learn a
different model for each cluster. Existing Clustered FL algorithms require the presence of a
central server that communicates with all clients and runs the clustering algorithm. This
client-server architecture may not scale to a large number of clients; new decentralized P2P-
like approaches can reduce the total training time [12] as well as provide stronger privacy
guarantees [13].

This internship aims to propose new decentralized algorithms for clustered FL in a setting
where each client can only interact with a small set of neighbours and can progressively
modify this set to discover the most similar clients (those who belong to the same cluster). A
key aspect is that clients only have access to noisy evaluations of similarities (for example
the original Clustered FL relies on the cosine similarity of stochastic gradients computed at
clients). Also, cluster discovery happens in parallel to FL training of the machine learning
model, it is then important to (probabilistically) quantify the timescale required to learn the
cluster and compare it with the training timescale. The internship will start with the theoretical
analysis of a simplified model similar to the one in [14], where each client wants to learn the
average of its local distribution. It will then move to evaluate the proposed algorithms to
classic FL benchmarks using machine learning frameworks like PyTorch.

The candidate should have a solid mathematical background (in particular on optimization)
and in general be keen on using mathematics to model real problems and get insights. He
should have a strong background on graphs and probability and good programming skills. A
background on optimization and machine learning would be a plus.

Send by email to giovanni.neglia@inria.fr your cv and the list of university courses with the
corresponding marks.
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