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Abstract— There are two fundamental technology issues that
challenge the robustness of IP backbones. First, SONET pro-
tection is gradually being removed because of its high cost
(while SONET framing is kept for failure detection purposes).
Protection and restoration are provided by the IP layer that
operates directly over a DWDM infrastructure. Second, ISPs are
systematically forced to use the shortest distance path between
two Points of Presence in order to meet their promised SLAs. In
this context, IP backbones are extremely vulnerable to fiber cuts
that can bring down a significant fraction of the IP routes. We
propose two solutions (an ILP model and a heuristic algorithm)
to optimally map a given IP topology onto a fiber infrastructure.
The version of the mapping problem that we address incorporates
a number of real constraints and requirements faced by carriers
today. The optimal mapping maximizes the robustness of the
network while maintaining the ISP’s SLA delay requirements.
In addition, our heuristic takes into consideration constraints
such as a shortage of wavelengths and priorities among POPs
and routes. The heuristic is evaluated on the Sprint backbone
network. We illustrate the tradeoffs between the many require-
ments.

I. INTRODUCTION

Most IP backbone networks are designed on top of a Dense
Wavelength Division Multiplexing (DWDM) infrastructure.
An IP network is in fact a set of logical links that are statically
mapped on the physical links of the fiber network. In DWDM,
each logical link is assigned one wavelength if wavelength
continuity is required, or a sequence of wavelengths if wave-
length conversion equipment is present. In this environment,
several logical links (each using a different wavelength) may
traverse the same fiber (or the same conduit), making the IP
network very vulnerable to a physical link failure such as a
fiber cut1.

In the past, SONET was used to offer protection and fast
restoration of service. However, due to the cost of optical
equipment, most ISPs do not use SONET protection anymore.
Instead, they rely on the IP layer to restore the connectivity
in case of failure2. When an equipment fails in the optical
network, IP routers detect the failure and update their routing
tables with alternate logical links. This approach only succeeds
if the remaining set of logical links still forms a connected
topology. For each possible failure, we must ensure that there
are alternate logical links (or combinations of logical links)

1For the remaining of our work, we will use the term fiber as a generic
term for either a fiber or a conduit.

2SONET framing is used though to allow a fast detection of link failure.

unaffected by the failure so that alternate routes can be found
by the IP routing protocol. It is thus of fundamental importance
to map the logical links onto the physical topology in order
to minimize the impact of physical network failure on the IP
network.

We study this mapping problem in the context of backbone
networks. To the best of our knowledge, we offer here the first
solution that incorporates real characteristics and requirements
facing backbone designers. One important characteristic comes
from the fact that Points-of-Presence (PoPs) in the backbone
are usually interconnected via multiple logical links. For
example, in the Sprint backbone, the number of logical links
between any pair of adjacent POPs varies between two and
twelve (the average being four). Fault resilience is achieved
by mapping these parallel logical links onto physical links
that are as disjoint as possible. A second characteristic comes
from carriers’ desire to prioritize some PoP pairs. For example,
logical links connecting PoPs that carry the largest amount of
traffic must be assured a higher fault resilience than logical
links carrying small amounts of traffic. On the Sprint network,
the priority PoP pairs are those transcontinental links that
connect two major cities such as New York and San Francisco.
The third characteristic comes from the almost complete
absence of wavelength converters in the DWDM layers and
from the diversity of fiber quality (fibers can support between
8 and 80 wavelengths). Therefore a shortage of wavelengths
in such networks is not unusual.

In addition to the previous constraints, Service Level Agree-
ments (SLA) must be met at any time for any POP pair in the
network. Maximum PoP to PoP delay is an important SLA
parameter. Its value is defined by each ISP. In the continental
US, the maximum delay is typically between 50ms and 80ms.
The delay between any PoP pair must be below the value
defined in the SLA. In addition to the maximum delay we
must also restrict the relative delay on the alternative inter-PoP
paths. Many applications cannot tolerate a major change in
delay in the event of a failure. For example, a VoIP application
would suffer dramatically if rerouted on a link that caused the
end-to-end delay to increase by 50ms.

Given a particular topology of the physical network, it is
not always possible to simultaneously find completely disjoint
physical links, and to maintain the delay below the SLA
for all logical links between a given PoP pair. For example,
there may not necessarily exist two short delay paths that are



also completely disjoint. In order to find completely disjoint
paths, sometimes one has to use a long circuitous route for
the second path that substantially increases the delay. Often
network designers must tradeoff delay and disjointness. When
completely disjoint paths cannot be found, we focus on finding
maximally disjoint paths. It is not easy to manage this tradeoff
when solving the mapping problem manually for networks the
size of Sprint’s backbone.

Our goal is to find a mapping that meets the above con-
straints and also renders the network robust. Our primary
goal in terms of robustness is to ensure that a single fiber
failure does not eliminate the entire connectivity between a
pair of PoPs. Our secondary goal is to drive the mapping
to a point where a single fiber cut brings down the smallest
number of inter-PoP links as possible. To achieve these goals
we introduce a notion of link priority and a jointness metric.

We develop an Integer Linear Program (ILP) model, that
includes all of the above features. We also develop a heuristic
algorithm (using the Tabu Search meta heuristic methodol-
ogy [5]) to solve the mapping problem for large networks
whose size makes the ILP model difficult to use. We compare
the solutions found by the heuristic algorithm to the one
found by the ILP model. We apply the heuristic algorithm
to the Sprint IP backbone network. We study the extent to
which disjoint paths can be found, while matching various
operational constraints.

With a near optimal solution, we can find completely
disjoint fiber paths for at least two of the parallel logical links,
for roughly 85% of all neighboring PoP pairs, and meet the
delay constraints. Hence about 15% of adjacent PoP pairs can
still lose direct connectivity from a single fiber cut. However,
these PoP pairs remain connected through other PoPs. We also
demonstrate that very strict requirements on the relative delays
of parallel inter-PoP logical links can have a major impact on
the achievable disjointness of paths. In the network we study,
relaxing the relative delay constraint just to 20 or 40% can
greatly reduce this impact. We explain how ISPs can use our
methodology to identify failure sensitive areas in their physical
topologies.

The paper is organized as follows. We first discuss related
work. In Section III, we define the problem, identify all the
parameters and introduce the variable that will be used to
study the trade-off among the space of optimal solutions. The
problem is then formalized in Section IV where the ILP model
and the heuristic algorithm are designed. We briefly compare
the ILP model to the heuristic on a medium size network.
Section V, we use the heuristic algorithm to study the mapping
problem on the Sprint IP backbone network. Findings are
summarized Section VI.

II. RELATED WORK

Mapping logical links to the physical topology to assure
connectivity during failures has already been studied [2], [3],
[7]. The problem is known to be NP-complete [1]. An ILP
formulation is provided in [4] and the problem is optimally
solved for moderate size networks by applying a Branch & Cut
algorithm. The major difference with our work is that these
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Fig. 1. PoP interconnection with multiple links

studies assume a single logical link between POP pairs and
do not include delay constraints.

Topology mapping with wavelength constraints has also
been studied in the literature. Without wavelength converters,
the problem is known as the wavelength assignment problem,
or WAP [8], [6], [9]. This problem is similar to the path color-
ing problem in standard graphs, which is in turn equivalent to
the general vertex coloring problem [10]. It has been proven to
be NP-complete [12], [13] and numerous heuristics have been
proposed for different types of topologies [6], [11], [9]. In this
paper, we provide a new solution to the wavelength assignment
problem. We provide our own algorithm in order to balance
the tradeoff between running time and quality of the solution.
However, the main contribution of this paper is not the WAP
solution, but rather the TS heuristic and its application to a
realistic environment that includes typical constraints faced by
IP backbone designers.

III. METHODOLOGY

A. Context

An IP backbone network is made up of a set of Points-of-
Presence (PoP) interconnected by logical links, as illustrated
in Figure 1. Each PoP is itself a mini-network composed of
a small number of core routers and a large number of access
routers. The core routers are fully meshed. In a Sprint PoP,
each access router is attached to a minimum of two core
routers. Customers connect to access routers (not represented
in Figure 1). The connection between adjacent PoPs is done
by parallel logical links terminating at different core routers in
each PoP in such a way that a single router failure cannot bring
down a customer nor the entire connectivity between a pair of
neighboring PoPs. The inter-PoP links are connected by very
high capacity links (2.5 Gbps and 10 Gbps). In this paper we
focus on mapping the inter-PoP links onto the physical fiber
topology.

Neighboring (or adjacent) PoPs are defined as PoPs that
are directly connected by one or more logical links. There
are typically several logical links between neighboring PoPs.
The number of parallel logical links is different for each PoP
pair. It can vary between two and twelve, depending on the
network design options adopted. Each logical link is mapped
to a physical fiber path (or physical link). Parallel logical links



are mapped manually onto physical links that are as disjoint as
possible. This design approach improves the robustness of the
backbone in the event of resource failure (e.g. router, optical
device, fiber). In addition, Sprint uses load balancing on the
parallel logical links in order to minimize the load of each link
and improve the performance of the network. Load balancing
splits the traffic on equal cost routes (per flow or per packet)
[16]. To support load balancing, the delays on parallel logical
links need to be similar enough, so that there is no impact on
an application if its traffic is rerouted on an alternate logical
link after a failure.

B. The problem

Given the context described above, the following constraints
must be included in any practical solution to the mapping
problem:�

Parallel logical links must be mapped on to physical links
that are as disjoint as possible, i.e., maximally disjoint.�
The worst case delay between any PoP pair must be less
than the corresponding SLA requirement.�
The parallel links between two PoPs must be mapped
onto physical links of similar delay, so that the differences
in delay are limited.�
The solution must take into consideration the availability
of wavelengths.

Network Protection and Disjointness. In order to maxi-
mize fault-resilience, parallel logical links need to be mapped
onto the fiber network in such a way that either a fiber conduit
or an optical equipment failure does not cause all the parallel
logical links between a pair of PoPs to go down simultane-
ously. Thus the parallel logical links should be mapped onto
physically disjoint fibers whenever possible.

Finding completely disjoint fiber paths for logical links is
often difficult, if not impossible. This is because there is a
limited set of conduits containing fibers in the ground and
because these fibers have been layed out according to terrain
constraints (mountains, bridges, etc.) and conveniences such
as train tracks or pipelines. When completely disjoint paths
cannot be found, our strategy is to search for maximally
disjoint paths. It is well known that the problem of finding
maximally disjoint paths is hard; it is particularly challenging
in the case of a real US backbone such as Sprint’s because the
multiplicity of parallel links between PoPs is not merely two,
but can be as large as 12 (although is more commonly between
4 to 7). Hence the physical topology may limit the number of
options for alternate disjoint paths, but the logical topology
demands large numbers of disjoint options. Our approach is
intended to minimize the number of logical links that are
disrupted over all possible physical failures.

Therefore, the objective of our mapping function is to min-
imize the jointness of the parallel logical links between each
pair of adjacent PoPs. Minimizing the jointness is equivalent
to maximizing the disjointness. To do this we first define a
local jointness (LJ) metric that is assigned to a pair of PoPs.
Later, we define a network-wide jointness metric, called global
jointness (GJ).

POP A POP B

CASE 1

POP A POP B

CASE 2

1

12

Fig. 2. Example of jointness and priorities

Consider two neighboring PoPs s and t. The parallel links
between s and t use a set of fiber segments � (i,j) � that start
at node � and terminate at node � . Each fiber segment will be
assigned one jointness value for each pair of adjacent PoPs
using that segment. (Thus each fiber gets a set of values, one
for each PoP pair traversing it.) For a given PoP pair, the fiber
segment is assigned a jointness value equal to the number of
parallel logical links sharing this fiber segment minus one.
Therefore, the jointness of a fiber segment used by a single
link between 	 an 
 is zero. The local jointness of a PoP
pair (s,t) is defined as the sum of the jointness of each fiber
segment � (i,j) � used by any of its parallel logical links. Note
that a local jointness of zero for PoP pair (s,t) means that all
the parallel logical links between s and t use fully disjoint
physical paths.

We illustrate this definition using the example in Figure 2.
We want to map three logical links between these two PoPs
onto the physical network represented in the figure. The plain
lines indicate fibers separated by optical cross connects. The
dashed lines represent the candidate physical paths for the 3
logical links. In case 1, the 3 parallel links share a single fiber
segment and thus the jointness of PoP pair (A, B) is 2. In case
2, there are 2 fibers that each have a jointness of 1 (since 2
paths share each link), and thus the jointness of the PoP pair
(A, B) is also 2.

Our goal in defining a jointness metric is to have a quantity
to minimize in our optimization. The lower the jointness met-
ric, the less fiber sharing there is. As we reduce the jointness,
we are essentially decreasing the likelihood that a single fiber
failure will affect a large number of the parallel logical links
of the same PoP pair. Thus minimizing the jointness metric
pushes us in the direction of improving robustness.

We point out that our jointness metric has the following
limitation. As we saw in our example, two different scenarios
can give rise to the same jointness value for a PoP pair.
Therefore our jointness metric does not distinguish the two
scenarios in Figure 2 in terms of robustness. Since different
mapping scenarios can lead to the same jointness value, our
jointness metric is not unique in the sense that it cannot
uniquely differentiate all possible mapping scenarios. In this
example, we would typically consider case 2 more robust than
case 1. In case 1 a single fiber failure will bring down all
the logical links between PoPs A and B, whereas in case 2
the two PoPs will remain connected under any single fiber
failure scenario. Recall that our definition of robustness was
to ensure that no single fiber failure can completely disconnect
a pair of adjacent PoPs. Hence although our jointness metric
pushes us in the right direction for achieving robustness, it
is not sufficient in and of itself to guarantee we do as best



as possible for our definition of robustness. We will show
later, how we use priority information to add further robustness
differentiation to our jointness metric.

We define global jointness as the sum of the local jointness
over all neighboring PoP pairs in the backbone. The global
jointness is a useful way to compare various mappings. We
can also evaluate the impact of delay SLAs on fiber sharing
using this jointness metric.

Delay constraints. A Service Level Agreement (SLA) is
a contract between an ISP and its customer. This contract
specifies a maximum end-to-end delay between any arbitrary
pair or PoPs (not just neighboring PoPs) that must be satisfied
at any moment in time, both under normal operation and
during failures. We introduce this constraint into the problem
as the maximum delay constraint. We assume that the delay
comes primarily from propagation delay [17]. The delay
between a pair of PoPs is defined as the worse case total
transmission time, among all possible routes, between these
two PoPs. We have to consider all the possible routes since
any one of them could be used as the alternate route in the
event of a failure.

The physical layout of fibers in today’s networks tends to
yield the following situation: two PoPs that are geographically
close often have one route between them that is short (in terms
of distance and hence propagation time), while all other routes
are much longer (on the order of 5 to 10 times longer). If there
are many parallel links to be mapped for a given PoP pair,
this makes it difficult to minimize jointness without increasing
the length of alternate fiber paths. As mentioned earlier, it is
not acceptable for SLAs to be broken when routes change.
Furthermore, ISPs cannot allow delay sensitive applications
to experience a degradation in delay that would be critical to
the application. We thus introduce a second delay constraint,
called the relative delay constraint, that limits the allowable
difference in delay between two paths.

In order to control the relative delay constraint, we define
the notion of a default path. For each pair of neighboring
PoPs, we choose one of its paths to be the default path. We
require that the delay of each of the parallel logical links, for
a given PoP pair, be no more than � % longer than the default
path delay. Conceptually the default path is a reference path
used to control the delay differences between alternate paths.
Because the default path is an artifact of our method, it may or
may not be used itself. In III-C we will define three different
strategies for computing the default path.

Wavelength limitation. In DWDM networks each fiber
has a fixed number of wavelengths. While performing the
mapping, we need to assign wavelengths and verify that a
sufficient number of wavelengths exist for this mapping. In
the case of no wavelength conversion, we have to make sure
that the same wavelength is available on all the fiber segments
involved in the physical paths. The limitation on the number of
available wavelengths significantly complicates the problem. A
solution that is optimal from a jointness standpoint might not
be feasible from the wavelength allocation standpoint. In other
words, assigning one wavelength to a logical link of PoP pair��������

can reduce the possibilities of fiber path choice for PoP

pair
���������

, and increase the jointness for all other PoP pairs.
Therefore, our approach needs to take wavelength limitation
into consideration in the computation of jointness.

C. Approach

In this section we explain the objective function we use
for both our ILP model and our heuristic algorithm (the same
objective function is used for both). Our objective is to min-
imize the global jointness while simultaneously meeting the
maximum and relative delay requirements. However, finding
an optimal mapping with regard to all of the constraints
introduced is a complex problem because the search space is
still large. Before stating our objective, we introduce two types
of priorities that help us manage the distribution of resources
across PoPs and that help us to further improve robustness.
These priorities also limit the search space in a way that makes
a lot of practical sense.

Sometimes the mapping of one PoP pair can compromise
the mapping of another. In particular, if there is a shortage of
wavelengths, then the order in which PoP pairs are mapped
can be critical. Those PoP pairs mapped first may use up
some wavelengths that are then no longer available to other
PoP pairs. This can limit the choices of alternate paths for
the latter PoP pairs. We allow a set of PoP pairs to be
considered as priority PoP pairs and map their logical links
first. Those priority PoP pairs should be granted the minimum
local jointness possible, even if it means that the non-priority
PoP pairs end up with a larger local jointness than they would
receive if no priorities existed at all. Priority PoP pairs have a
natural justification in any network topology. They correspond
to the inter-PoP logical links that are most important to
protect because they have a special status in the network (e.g.
they carry more traffic, or they connect major geographical
locations). In the Sprint backbone, transcontinental east-west
links are usually considered to be high priority PoP pairs.

Recall that in our discussion of the jointness metric, we
mentioned that sometimes different mappings can give rise
to the same value of the jointness metric, but not have the
same robustness. To increase the robustness of the mapping
we produce, we introduce the notion of priority logical links.
Among all the parallel links that must be mapped for a given
PoP pair, we want at least two of them to be completely
disjoint (if possible). The number of links we choose to put
in the priority group is two, because of our definition of
robustness. Note that we do not assign ahead of time a priority
to a link; the links in this group can by any two of the logical
links. We want any two for which complete disjointness can be
found. Thus instead of mapping all parallel logical links for
each PoP pair simultaneously, we initially focus on finding
two logical links that can be mapped to completely disjoint
paths. If we can find such paths, then the remaining parallel
links are mapped afterwards. For the remaining parallel paths,
we try to find physical paths that minimize the local jointness
for that PoP pair (given the mapping of the first two paths). If
we cannot find two such paths, then all the links are mapped
together - again trying to minimize the local jointness. With
this second priority notion, we increase the chances of each



PoP pair to have at least two completely disjoint fiber paths.
This makes the PoP pair more robust because then there is
no single fiber failure that can completely disconnect the PoP
pair. Recall our example in Figure 2. The two priority logical
links would have a jointness of 0 in case 2 and a jointness of
1 in case 1. With this notion of priority we would choose the
solution in case 2 rather than case 1 because case 2 includes
two completely disjoint paths whereas case 1 does not. Priority
links thus help to differenciate the robustness of two mappings
of equal local jointness.

Objective function. We integrate these priorities into our
objective of minimizing global jointness as follows. Using
our priorities, we define a mapping sequence. The goal is to
minimize the global jointness while respecting this sequence.� Step 1. Map the priority logical links for the priority PoP

pairs.� Step 2. Map the remaining logical links of the priority
PoP pairs.� Step 3. Map the priority logical links for the remaining
non-priority PoP pairs.� Step 4. Map the remaining links (non-priority links of
non-priority PoP pairs).

Delay requirements. In addition to jointness minimization,
we must guarantee the two delay constraints.� The delay between any PoP pair in the network must be

bound by the maximum delay value found in the SLA
(known as the maximum delay constraint).� The delay difference between all parallel links for any
given neighbor PoP pair must be within ��� of the default
path (known as the relative delay constraint).

The relative delay requirement appears as a constraint in
our optimization formulation and in our algorithm. Instead
of adding the maximum delay constraint as an input to the
objective function, we compute the maximum delay after the
mapping has been performed, i.e. as an output of our solutions.
We can analyze the trade-off between jointness and maximum
delay by varying the value of � in the set of constraints.

We consider the following three strategies for selecting the
default path.� SP: Shortest Path: the default path is the shortest physical

path between a given neighboring PoP pair. “Shortest”
here refers to the path with the shortest propagation delay.� SSP: Second Shortest Path: the default path is the second
shortest path that exists between a given pair of neigh-
boring PoPs.� SDP: Smallest Disjoint Path: For each pair of neighboring
PoPs we can always find two completely disjoint paths if
we temporarily remove the constraints on relative delay
and wavelength availability. This is true because the min
cut of our network is two. Given these two disjoint paths,
we select the longer of the two as our default path.

We will examine the impact of these strategies in our
network and especially the trade-off between delay and joint-
ness. The consideration of different strategies allows a wider
diversity of path selection that helps meet a larger number of
requirements simultaneously.

IV. FORMALIZATION OF THE PROBLEM

A. Problem definition

In this formalization, we represent a PoP by a single router,
where this “mega-router” has all of the inter-PoP links for
the whole PoP attached to it. Nothing is lost in this topology
representation since our immediate goal is to map the inter-
PoP links and not the intra-PoP links. (Of course the same
technique could be applied to intra-PoP links as well.)

GIVEN� A physical topology composed of OXCs interconnected
by optical fibers. Each fiber is characterized by a limited
number of wavelengths and its capacity.� An IP topology made up of IP routers interconnected by
IP layer logical links.

FIND� Maximally disjoint physical paths for the parallel logical
links of all pairs of neighboring POPs, such that they
satisfy the relative delay constraint.� An assignment of wavelengths for each logical links.

Note that the search for disjoint paths and the wavelength
assignment must be conducted in parallel because the wave-
length assignment has a direct impact of the feasibility of
physical paths.

The maximum delay over all PoP pairs is an output of the
solution (and our algorithm in the case of the heuristic). As
explained in the previous section, the maximum delay can be
controlled by tuning the parameter � . Therefore, the maximum
delay is computed in a post computation step, after a mapping
solution has been found.

B. ILP Model

We formulate the mapping problem as an Integer Linear
Program (ILP) whose objective is to minimize the Global
Jointness of the network. We compute first all the default path
lengths between each pair of neighboring POPs as defined in
section III-C.

1) Notation: Let �! #"%$'&)(+*%,.- denote the set of fibers and/  0"1$�23(545,.- denote the set of neighboring POP pairs. We use687+9 for the number of inter-POPs links between the two POPs2 and 4 . Let
/;:=<�>@?�<�> 9'ACBED represent the subset of the priority

PoP pairs.
We let F >HG represent the number of wavelengths for fiber$'&)(+*%, , and FJIJK.L the number of wavelengths available on the

fiber with the most wavelengths. It will be used as bound for
the channel index in the constraints. We introduce M LONQP >HGSR"OTU(=VW- for all $'&)(Q*1, R � and X R "3V3(�YZ(=[@[\[@(5F IJK.L - such thatM LON+P >HG  ]V if the wavelength X belongs to fiber $�&�(+*1, .

The notation pertaining to delays is as follows. Let ^ >HG�_ T
be the length of the physical link $�&�(+*1, for all $'&)(Q*1, R � . The
values are in the millisecond range. Let ` 7+9 for all $�23(545, R / be
the delay between the POPs 2 and 4 using the default path. The
maximum delay difference among all parallel links between
each pair of neighboring POPs is specified via the parameter� .



2) Decision Variables: To compute the routing we definea8b+cdHegf'hji for all f'k)lQm1i�npoqlrf�s3l�t5iCnvuwlxhyn{z%|Wl)}~l=�@�@�\l�� b+c�� .
We have a8b+cdHegf�h�iq�#| if the h c�� logical link of the POP pairf�s3l5t5i traverses the fiber f�k�l+m1i .

We now define the decision variables used to handle wave-
lengths. We use �\�O��� b+c f'hji , defined for all fQsWl�t5i�n{u , h�nf�|W�@� � b+c i , and � n�� b+c�J� � , where �@����� b+c f'hji���| if the h c��
logical link of fQs3l5t5i uses the wavelength � . We also define�\����� b+cdHe f�h�i�n�z��Zl=| � where �\�O�+� b+cdHe f�h�i���| if the h c�� logical
link of f�s3l5t5i traverses either the fiber f'k)l+m%i or f@mWl�k�i uses
wavelength � .

The decision variables for handling the SLA are as follows.
Let � b+c f�h�i be the total length of h c�� logical link of fQsWl�t5i for
all f�s3l�t5iCnvu and hyn{z%|Wl)}~l=�@�@�\l�� b+c�� . The length of logical
link is defined by: � b+c f�h�i���� � d'� e �+�W� f a b+cdHe f�h�i.�3  d¡e i . Let � b+c�J� �
be a length longer than the longest logical link of f�s3l�t5i .

The jointness is computed in the model with two variables¢ and ¢¤£ where ¢ represents the jointness for all logical links
and ¢¤£ denotes the jointness for the two priority logical links.
These two variables allow us to analyze separately the local
jointness for only two priority logical links (for all neighboring
pairs) and for all logical links in the network. We define ¢ b¥cd¡e�¦��§W¨�©�«ª¬ f a8b+cdHe f�h�iW® a8b+ce�d f�h�i�i1¯�| for all f�k�l+m1i°n�o and f�s3l5t5i°n±u .
It is the number of paths of (s,t) minus one that use the fiber
(i,j). We define ¢³² b¥cdHe ¦ �{´�°ªµ¬ f a8b¥cd¡e f'hji¶® a8b¥ce�d f'hji5i·¯¸| for allf'k)lQm1i°n�o and fQs3l5t5i«n�u . If the two paths use the fiber f�k)lQm1i ,¢¤² b+cdHe is equal to one, otherwise it is null.

3) Constraints:¹ The flow continuity constraints for the physical paths of
the inter-POPs links of the pair of POPs f�s3l5t5i are:ºe �%»µ¼H� d�� e �+�W�

a b+cd¡e f�h�i½¯ ºe �%»¶¼H� e�� d �+�W�
a b+ce�d f�h�i��¾¿ À | if k½�{s¯�| if k½�¸t� otherwiseÁ k�njÂql Á f�f�s3l5t5iÃl5hji°nÄu�ÅÆz3|3�\� � b+c��

(1)

Equation (1) defines the physical path associated with
each logical link.¹ Wavelength assignment.

Á f5f�s3l�t5i.l5hjiqnÄu�ÅÆz3|3�\� � b+c�� ,º¬)Ç � Ç;ÈÊÉ8Ë�Ì �\�O� �
b+c f�h�i·�0| (2)

Equation (2) does the wavelength assignments for all the
paths.¹ The following equation ensures that the physical paths
use only fibers where wavelengths are available.

Á f�k)lQm1i·no�l Á |ÎÍ � ÍpÏ d¡e l Á f�f�s3l5t5iÃl5hji°n�u�ÅÆz3|3�\� � b+c�� ,a b+cdHe f'hji«Í�f5|J¯ �@��� � b+c f'hji5i�°Ð{® �\�O�¥Ñ d¡e (3)

If the h c�� path of the pair f�s3l�t5i uses the wavelength� , since f�|�¯ �@��� � b+c f'hji5iÒ�Ó� , the constraint becomesa8b+cdHegf�h�i°Í �\�O� Ñ dHe . a8b+cdHegf'hji has to be null if the fiber f�k�l+m1i
does not support this wavelength.
B is a big arbitrary number and its use is explained more
in IV-B.5.

¹ Equation (4) ensures that one wavelength can only be
used once per fiber.

º
� b � c �+�³Ô f

§W¨�©º�«ª¬ f �@��� � b+cd¡e f'hji8® �\�O� � b+ce�d f�h�i�i5i«Í�|Á f'k)lQm1i°n±oÖÕWkq×ØmWl Á |ÎÍ � ÍvÏ d¡e (4)

For each fiber f'k)lQm1i and each wavelength � , only one�@���¥� b+cd¡e f'hji or �\����� b+cdHe f�h�i can be used, for all the logical
links of all the paths.¹ Constraints on �\�O��� b+cd¡e f'hji . Á f�f'k)lQm1i.l � i°n±o��«Ù\|W�@� Ï dHeÃÚ Õ³k�×m3l Á f5fQs3l5t5i.l�h�i°n�u�ÅÆz3|W�@� � b+c�� l

�\�O� � b+cd¡e f'hji°¦ � b+cdHe f�h�i8® a b+cdHe f�h�iÛ® a b+ce�d f'hji¶¯E| (5)

�\�O� � b+cdHe f�h�i«Í �\�O� � b+c f�h�i (6)

�\�O� � b+cdHe f�h�iJÍ a b+cd¡e f�h�iÛ® a b+ce�d f�h�i (7)

Equations (5), (6) and (7) ensure that �@���¥� b+cd¡eZf'hji��x| if
both �\����� b+c f�h�iq�]| and a8b+cdHe f'hji���| , and 0 otherwise.¹ We incorporate our constraint on the relative path lengths
as follows.

Á f5f�s3l�t5i.l5hji·nÄu�ÅÆz3|3�\� � b+c5� l
� b+c�J� � ¯ � b+c f�h�i«¦Ü� (8)

� b+c�J� � ÍEÝ b+c ��f�|«®ØÞ�i (9)

Equation (8) forces � b+c�J� � to be longer than all the phys-
ical paths of the pair of POPs f�s3l5t5i . The minimization
process will search for solutions less than this largest
value. Equation (9) requires this largest value to be withinÞÛß of the delay of the default path length for each f�s3l�t5i .

4) Avoiding loops: The flow continuity constraints (1) are
insufficient to guarantee that our physical paths avoid loops.
To solve this problem, we add new constraints as proposed
in [14]. The principle is to make sure that a path uses only
fibers that are part of a subset of the physical topology called
a covering tree.

5) Objective function: The objective function is to mini-
mize: Ð�à·� º

� d�� e �+�W�
º

� b � c �+�³Ô¤á�â+ã\äQâ+ã ©@å
¢ ² b+cd¡e�®

Ð ´ � � � d'� e �¥�W� � � b � c �¥�³Ô¤á�â+ã\äQâ+ã ©@å ¢ b+cdHe ®Ð{� º
� d�� e �+�W�

º
� b � c �+�³Ô

¢ ² b+cdHe ®
� � d'� e �¥�W� � � b � c �¥�³Ô ¢ b+cd¡e

(10)

The four components of the objective function correspond
to the four steps outlined in the mapping sequence in section
III-C. For each component, we are trying to minimize the
corresponding jointness. Ð is a large number that needs to
be much larger than the sum of all the jointness parameters.
In this objective, the jointness of the links included in step
1 of our mapping sequenceis are multiplied by Ð à , step 2 is
multiplied by Ð ´ and so on. By multiplying the first term
by Ð à , we guarantee that the first term of the objective
function is minimized first. Thus step 1 (step 2) has the
highest importance (second highest importance) within this
objective function, respectively. Whenever there is a tie (i.e.,



two solutions produce the same jointness for term one), then
the following term is used to break the tie. The rest of the
objective function is structured the same way.

C. Tabu Search Heuristic

1) General principle: The heuristic relies on the application
of the Tabu Search (TS) methodology [5]. TS is based on a
guided partial exploration of the space of admissible solutions.
The exploration starts from an initial solution that is generally
obtained with a greedy algorithm. Each solution visited is
evaluated using the same objective function, equation (10),
as in our ILP model. When a stop criterion is satisfied, the
algorithm returns the best visited solution.

For each admissible solution, a set of neighboring solutions
is defined. A neighboring solution is defined as a solution
that can be obtained from the current solution by applying
a transformation (also called a move) to one aspect of the
solution. The set of all admissible moves uniquely defines the
neighborhood of each solution.

At each iteration of the TS algorithm, all solutions in the
neighborhood of the current one are evaluated, and the best
is selected as the new current solution. Note that, in order to
efficiently explore the solution space, the definition of neigh-
borhood may change during the solution space exploration;
in this way it is possible to achieve an intensification or a
diversification of the search in different solution regions.

A special rule, the Tabu list, is introduced in order to prevent
the algorithm to deterministically cycle among already visited
solutions. The Tabu list stores the last accepted moves; while
a move is stored in the Tabu list, it cannot be used to generate
a new move. The choice of the Tabu list size is very important
in the optimization procedure: too small could cause the cyclic
repetition of the same solutions, while too large would severely
limit the number of applicable moves, thus preventing a good
exploration of the solution space.

2) Fundamental Aspects of Tabu Search: Before describing
our heuristic in detail, we point out an important issue.
During the search of an optimal solution, we allow our TS to
investigate solutions outside the space of admissible solutions.
By non-admissible solutions, we mean solutions that require
more wavelengths on some fibers than provided by the WDM
topology. All solutions, even non-admissible ones, always sat-
isfy the SLA requirements. For some scenarios (when a fiber
has only a few wavelengths) even finding a single admissable
solution can be hard because of the wavelength assignment
problem. To avoid getting stuck, we allow the heuristic to
temporarly go outside the space of admissible solutions. We
operate a strategic oscillation (see [5]) between the space of
admissible solutions and the space of non-admissible solutions.
When inside the space of admissible solutions, we try to
improve the current solution; when outside this space, we
try to come back inside by applying a special kind of move
(described below).

We now describe the seven components of the TS heuristic
we have designed to solve the mapping problem.

Precomputation step. Before running the TS heuristic, we
need to precompute the following information:

æ For each pair of neighboring POPs, we compute the
default length path according to the three strategies
described in III-C.æ For each pair of neighboring POPs, we build the set
of physical paths satisfying the relative delay constraint.
This set is then sorted according to the length of each
physical link, from shortest to longest.æ We build the IP routes for all arbitrary POP pairs accord-
ing to the ISIS routing protocol.

Initial solution. The choice of the initial solution is very
important since it can significantly reduce the convergence
time. For each logical link, we choose the shortest physical
path between neighboring POPs to be the initial mapping.
Typically, this solution is outside the space of admissible
solutions. But it is optimal in term of delay.

Moves and Neighborhood generation. Since during the
exploration we visit admissible and non-admissible solutions,
we define two different kinds of moves. When the search
is focused on the space of admissible solutions, the selected
move will find a solution without considering the wavelength
constraint; when the search takes place outside the space of
admissible solutions the move will try to minimize the number
of logical links that share fibers on which there is a shortage
of wavelengths.æ Admissible Space Given a currently admissible solution,

the next solution is generated according to the following
three steps: i) randomly select an adjacent POP pair, ii)
randomly select one of the pair’s parallel links not present
in the Tabu List, and iii) change the physical path of this
link by picking a new path satisfying the maximum length
constraint. All other physical paths associated with all the
other logical links during past moves are not changed.æ Non-Admissible Space If the current solution does not
meet the wavelength constraints, a special move is applied
to force the solution to become admissible by looking at
the fibers on which the shortage of wavelengths was expe-
rienced. The new solution is built as follows: i) randomly
select a fiber experiencing a shortage of wavelengths, ii)
randomly select a logical link that uses this fiber, and iii)
change the physical path of this link to a set of fibers
that does not experience wavelength shortage. All other
physical paths associated with all the other logical links
during past moves are not changed.

A new solution is consequently built by applying one of the
moves defined above to a random subset of all the physical
paths chosen from the previous step. The cardinality of this
subset defines the size of the neighborhood investigated by
TS.

Wavelength Assignment Problem (WAP). The WAP is
NP-complete. Since this problem must be solved for each
solution visited during the exploration, we need a heuristic that
is simple enough to reach a good trade-off between running
time and quality of the solution. The principle of our algorithm
is to assign the wavelength with the smallest channel index
available, each time a new physical path is mapped.

Tabu List. We use a Static Tabu list, and store the most
recent moves made. A move is not allowed to be re-selected



while in the list.
Diversification. If we do not see any improvements of the

solution after a given number of iterations (say 100), then
we employ a diversification strategy. We carry out a unique
perturbation by i) selecting randomly a neighboring POP pair
and ii) changing all the physical paths of its parallel logical
links. The selection of the paths is a random process. After
having applied this perturbation, the traditional move defined
previously is applied.

Stop criterion. The search procedure is stopped after a
fixed number of iterations is reached. The number of iterations
is defined based on the size of the network studied and a
good trade-off between computational time and quality of
the solution. Our experience has shown us that setting this
parameter to ç%è³éWé is largely sufficient for the Sprint network.

D. Validation.

We compare the performance of the heuristic to that of the
ILP model. We demonstrate that the heuristic works well for
medium size networks, so that we can have confidence that
it works well for large networks. A medium size topology
is defined as the maximum size topology that we can solve
with the ILP model. We consider a physical topology with 15
nodes and 23 fibers that is a simplified version of the Sprint
backbone. We generate random logical topologies made of 6
to 8 POPs and 6 to 10 neighboring POP pairs with 2 to 4
parallel logical links. For each of these topologies, we ran
several simulations with different numbers of wavelengths on
the fibers. On average, after 1000 iterations of the heuristic,
the results for the global jointness differed by less than 3%.

V. RESULTS

A. Topologies and metrics

We use the TS heuristic algorithm to map the logical topol-
ogy onto the physical topology of the Sprint US continental
IP backbone. Simplified views of the physical topology and
of the IP topology are shown respectively in Figure 3 and
Figure 43. The WDM layer is composed by 51 OXC and
77 DWDM fibers that have between 16 to 48 channels. The
delay associated with each fiber is proportional to its length
and equal to the transmission time at the speed of light on an
optical fiber. The logical topology consists of 101 logical links
and 17 PoPs, with 35 neighboring PoP pairs. Each neighboring
PoP pair has a minimum of two parallel logical links, a
maximum of six and an average of three. We have six priority
PoP pairs (indexed by the numbers 6, 9, 13, 15, 33, and 34
in the plots further below). There are a total of 136 arbitrary
PoP pairs, each of whose IP routes are between 1 and 4 hops
long.

We use four metrics to evaluate our approach. The first two
are the Global Jointness (GJ) and the Local Jointness (LJ) that
we have defined in section III-B. The last two metrics are the
maximum delay and the PoP-to-PoP delay, defined earlier.

3Because topology information can be sensitive, we do not show exact
maps, but we do use the exact ones in the computation of the mapping
problem.
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B. Jointness and maximum delay

Performance metrics are plotted in Figure 5. The terms ê½ë ,ê�ê½ë and ê½ì�ë refer to the default path computation strategies
defined in section III-C. The suffix -2 means that the jointness
is computed for the priority parallel logical links only. (Recall
that we use two priority links per pair of adjacent PoPs). The
suffix -ALL is used when the jointness is computed on all
logical links.

The top-left plot illustrates the trade-off between the joint-
ness and the relative delay expressed by í . We see how
the global jointness decreases as the relative delay increases.
Larger values of í allow for larger sets of acceptable paths,
which in turn makes it easier to find disjoint paths. If we re-
strict í to be small, then the set of candidate paths meeting the
relative delay requirement is small and this limits our choices
in trying to find paths that don’t overlap. All curves flatten out
when í reaches 40%, leading to very similar jointness. This
means that if we allow paths to have a difference in delay of
40%, then the relative delay constraint is sufficiently loose that
it no longer has any impact on the jointness of paths. For all
except one strategy (SDP-2), the jointness is significant for í
below 20%. The minimum achievable jointness in the Sprint
backbone given the current physical topology is approximately
50.

The choice of the default path has a great impact on the
jointness of the solution. The shortest path (SP) strategy
produces the largest amount of jointness. This result confirms
our observation on network topologies: there typically exists
only a single short physical path between two PoPs, and all
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Fig. 5. The four performance metrics for Sprint Backbone: Global Jointness, End-to-End delay, Local Jointness and PoP-to-PoP delay.

alternative paths are much longer. The large jointness of the
SP strategy can thus be explained as follows. If there is only
one short path while all others are rather long, and the relative
delay constraint î is small, then the algorithm will have to pick
two long paths to satisfy the î requirement. Since this leads
to two long paths, they are less likely to be disjoint.

The SDP strategy yields the minimal jointness. The fact
that SDP-2 exhibits a global jointess of zero for any value ofî is good news for network designers. This means that with
this strategy, we can find completely disjoint paths for the two
priority links of all PoP pairs. The same plot also tells us that
it is impossible to find a physically disjoint physical path for
all logical links in the backbone, whatever the value of î .

These strategies also need to be assessed in terms of the
maximum delay they yield. The top-right graph of Figure 5
plots the maximum delay as a function of î for each of the
three strategies. The maximum delays increase as the relative
delay î increases. The SP strategy that was the worst in
terms of jointness performs best in terms of maximum delay.
Similarly, the SDP strategy that was the best in terms of
jointness performs the worst in terms of maximum delay.
This illustrates the tradeoff between jointness and maximum
delay. Moreover, we also see that the only strategy (SDP) that
provides totally disjoint solutions for at least 2 logical links
per PoP pair (an SDP-2 jointness of zero) will often fail to
meet the SLA requirement (for SLAs below 60 or 70 ms -
depending upon î ). Therefore, we learn that if a large ISP
like Sprint wants to have two disjoint logical links between
each adjacent PoP pair, they must set their SLA as high as
65ms. (Note that î does not matter here as the jointness is
zero for any value of î for the SDP-2 strategy).

Our analysis of the Sprint network shows that if Sprint wants
to set their SLAs as low as 50ms, then they must accept some

path overlap among priority links. With an SLA of 50ms, the
optimal strategy is SSP that has a global jointess of roughly
10 for the priority links (i.e., GJ for SSP-2)

For the two bottom graphs, we use the SSP strategy and î�ïð³ñ1ò
. We have chosen this value of î because it corresponds

to a maximum delay of 50 ms and to a global jointness
for the priority links of priority PoPs that is fairly close to
zero for the SSP strategy. (In the figure, we have a value ofóCô ïöõ=÷ for priority links of priority PoPs and

óCô ïùø~õ
for all logical links in the whole network). The lower left plot
shows the local jointness achieved for each neighboring PoP
pair. Only 6 of those PoP pairs cannot find two completely
disjoint physical paths. On the other hand, 13 PoP pairs have
completely disjoint paths for all their parallel logical links.
The priority PoP pairs are not among these 13 PoP pairs;
however these priority PoP pairs have at least two disjoint
parallel logical links (LJ-2=0). This is an important result that
says that on the current Sprint network, it is impossible to
fully protect all logical links between all priority PoP pairs
with a SLA of 50ms. We will discuss this issue in the next
section.

The lower right plot shows the delay experienced by the
longest and the shortest logical links among all parallel logical
links for each adjacent PoP pair. The difference between
the maximum and the minimum delay corresponds to the
relative delay parameter. For most pairs, the relative delay is
small. The maximum relative delay is 7ms. It is important to
notice that despite the SDP strategy, the maximum relative
delay is observed for short physical links. PoP pairs that are
geographically far always experience a small relative delay, in
the order of 3ms.



C. Impact of Priorities

In this section we examine the impact of having a priority
for PoP pairs. First we carry out a mapping according to the
sequence stated in Section III-C that includes all the priorities.
Then we carry out a second mapping in which we drop the
notion of priority PoP pairs (while still retaining the notion of
priority links). This is easy to do with our objective function
because we simply drop the first two terms while retaining
the latter two. For both of these scenarios we calculate the
resulting jointness on four sets of logical links: the priority
links of the priority PoP pairs, all links of the priority PoP
pairs, priority links of all PoP pairs, and all links among all
PoP pairs. (We calculate the jointess of a few logical links
by summing the jointness value of each fiber segment belong
to those logical links. Similarly, we calculate the jointness
of a subset of the PoP pairs by summing the jointess for
those PoP pairs included in the subset.) Note that even if we
don’t include the priority PoP pairs in our second mapping,
we can still calculate the resulting jointness for those PoPs.
This way we can see what happens to those particular PoPs
when their priority is removed. Again, we use the SSP default
path strategy and a relative delay requirement of úÜû�ü³ý1þ .
Table I shows the global jointness for the four sets of links
under both mapping scenarios.

Piority All Priority All
links of links of links of links of
priority priority all all
PoPs PoPs PoPs PoPs

Mapping with
priority PoPs 0 20 33 103

Mapping without
priority PoPs 2 25 30 108

TABLE I
IMPACT ON JOINTNESS OF HAVING PRIORITY POP PAIRS

As already seen, with PoP priorities we cannot guarantee
complete disjointness for all the parallel links of the priority
PoPs (case GJ=20) but we can achieve complete disjointness
for the priority links of the priority PoPs (case GJ=0). If we
remove the priority of these special PoP pairs, then we are no
longer guaranteed that all the priority PoP pairs are completely
robust. In this case, at least 1 PoP pair and possibly 2 have
not achieved complete robustness.

It is interesting to note that by eliminating PoP priorities,
the overall jointness measures on all links increase (from 20
to 25 for priority PoPs, and from 103 to 108 when measured
over all PoPs). All of the four sets of links do better in terms
of jointness with priority PoPs except one group, namely the
priority links of non-priority PoPs. Those links have better
jointness without PoP priorities. Thus the tradeoff in having
PoP pair priorities is that the 3 of the link groups do better with
priorities while 1 group does worse. In the scenario studied
here, the cost of having priorities is a 10% increases (GJ goes
from 30 to 33) in the jointness of this group of logical links.
This example illustrates how our priority mechanism manages
the global set of network resources across all logical links.
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Fig. 6. Fiber network upgrade.

D. Improving the Network Design

The previous results show that it is critical to understand
how to improve the robustness of our network. In this section,
we use our mapping algorithm to analyze where new fibers or
new wavelengths should be added to increase the robustness
of the IP topology.

Figure 6 uses a grey scale to indicate, for each adjacent
PoP pair, the fraction of logical links that use a given fiber
segement. A black square means that 100% of the parallel
logical links use the fiber segment. A white square means the
PoP pair does not use that fiber segment at all.

Ten out of the seventy seven fibers can cause a pair of
adjacent PoPs to completely loose connectivity in case of
failure. From the logical link standpoint, five out of thirty
five PoP pairs can loose connectivity because of a single fiber
segment failure. Note that none of the priority PoP pairs are
concerned. The rest of the network is well protected since in
66% of the fiber cuts, none of the other PoP pairs would lose
more than 50% of their parallel logical links.

Using this visualization, a carrier can quickly identify the
high risk fiber segments whose failure could bring down the
entire direct connectivity between a pair of PoPs. (The PoP
pair would have to communicate via another intermediate PoP
in such an event.) The identify of the PoP pairs subject to
completed disconnect from a single fiber segment can also be
readily found from this visualization.. For example, PoP pair
number 3 can loose all its parallel logical links from the failure
of any one of 5 of its fiber segments; similarly PoP pair 11
can loose all its logical links from the failure of any one of
two of its fibers. By chance, these 7 high-risk fibers are not
the same and these two PoP pairs are not located in the same
geographical area.

Viewing this from the physical topology side, we can see for
example, that the failure of fiber segment 7 disconnects two
PoP pairs. (Similarly for fiber segment 72.) The locations of
these two fiber segments can thus be considered as high risk,



or critical, areas in the US where large problems can occur.
Adding fibers in these areas (along similar closeby routes)
would increase the disjointness without paying a large price
in terms of delay.

We used our tool to compute the optimal mapping after
having added 2 fiber segments to our physical topology in
order to improve the robustness around fiber segments 7
and 72. With these fiber additions we were able to reduce
the number of fiber cuts that would completely disconnect
adjacent PoP pairs from ten to four. We also brought down
the number of adjacent PoP pair impacted by these fiber cut
from five to three. Hence the addition of a few new fibers in
well chosen locations can substantially improve the protection
of the logical topology while still meeting the SLA.

It is usually more cost effective to improve network robust-
ness by upgrading existing fibers via additional wavelengths
than by deploying new fibers in the ground. To know where
it is most useful to upgrade fiber segments, we disable the
wavelength availability constraint before running the mapping
algorithm. By comparing this visualization graph of the map-
ping with and without WAP, we can identify those black boxes
that turn to lighter shades of gray when WAP is removed.
Those boxes will identify the fibers segments that should be
upgraded. In the Sprint backbone, we can decrease the general
jointness for the priority links by 66% (from 33 to 12), and
the jointness all the paths by more than 25% (from 103 to 71)
by upgrading only 6 fiber segments in the country (with an
average of 5 wavelengths each). This illustrates that a small
shortage of wavelengths can have a huge influence on the
robustness of the network.

VI. CONCLUSION

We have proposed a new method to increase the robustness
of IP backbones in the absence of optical level protection. The
approach focuses on minimizing the number of physical fiber
segements that are shared by all IP layer logical links between
two adjacent PoPs. The problem has been solved taking into
consideration operational constraints such as maximum and
relative delay requirements, a limited number of wavelengths,
and priorities for PoP pairs and certain IP layer logical links.
To our knowledge this is the first effort that incorporates
the requirements of large IP backbones to solve the mapping
problem.

The method we proposed has been implemented as an ILP
model and as a heuristic based on Tabu Search. We applied
the method to the Sprint IP backbone network, and found that
if the SLA can be set as high as 65ms, then full robustness
can be achieved for all PoP pairs. If the SLA must stay below
50ms, we showed that we can fully protect the most important
PoP pairs and achieve a high level of protection on all other
PoP pairs. In this case, the worst case relative delay difference
between all the parallel logical links for any adjacent PoP pair
was less than 7ms.

We concluded our analysis by showing how our technique
can be readily used to identify the vulnerable areas where
fibers or wavelengths should be added to the network in order
to increase the robustness to single fiber failures. We illustrated

on an example how the robustness of the Sprint backbone can
be improved by the addition of a few fibers or wavelengths in
the right place.

In the future, we would like to validate our tool on a variety
of topologies. We are also interested in comparing the mapping
found by our technique to the real mapping used in today’s
networks.
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