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Chapter 1
Introdu
tion
Wireless 
ommuni
ation and 
omputer networks have experien
ed an exponential growthover the last de
ade. Cellular phones and wireless 
onne
tivity devi
es have be
ome a 
riti
albusiness tool and part of everyday life in many 
ountries. While third generation (3G) 
ellphone te
hnologies su
h as Universal Mobile Tele
ommuni
ations System (UMTS) havere
ently been deployed in some 
ountries, wireless lo
al area networks (WLANs) su
h asthose based on IEEE 802.11 standard have been supplementing or repla
ing wired networksin many homes, businesses and 
ampuses sin
e a 
ouple of years. Many industrial andgovernment organizations have also been involved in developing wireless vehi
ular ad ho
networks (VANETs) to enable 
ommuni
ations among nearby vehi
les and between vehi
lesand nearby roadside network infrastru
ture.The explosive growth of wireless systems 
oupled with the proliferation of wirelessdevi
es su
h as 3G phones, WiFi laptops and vehi
ular wireless devi
es, suggests a brightfuture for wireless networks, both as stand-alone ad ho
 systems and as part of the largernetworking infrastru
ture. However, many te
hni
al 
hallenges still remain in designingrobust wireless networks that 
an deliver the ne
essary performan
e for supporting emergingappli
ations. These te
hni
al 
hallenges have given rise to numerous resear
h problems thathave attra
ted signi�
ant attention in the resear
h 
ommunity. This thesis deals with someof these resear
h problems and provides several new results that 
an be used to improve theperforman
e of existing wireless systems and te
hnology. In addition to wireless systems,we also study and present an innovative approa
h for performan
e modeling of 
omputernetwork systems in real-time.Wireless networks 
an be broadly 
lassi�ed into two 
ategories, namely, wireless a

essnetworks and wireless ad ho
 networks. Wireless a

ess networks usually provide 
onne
tiv-ity to the wired infrastru
ture network through the wireless medium. Examples of wirelessa

ess networks in
lude 
ellular systems su
h as 2G GSM, 3G UMTS, et
. and WiFi sys-1



2 Chap. 1 Introdu
tiontems su
h as 802.11 WLANs. Wireless ad ho
 networks on the other hand are de
entralizedwireless networks that may be setup and dismantled dynami
ally. Wireless ad ho
 networksmay be further 
lassi�ed as mobile ad ho
 networks (MANETs), wireless mesh networks andwireless sensor networks. VANETs are a spe
ial kind of MANETs that exhibit drasti
allydi�erent behavior from the usual MANETs. In this thesis, we shall limit our fo
us to thestudy of 3G UMTS and 802.11 WLAN a

ess te
hnologies and mobile and vehi
ular ad ho
networks.With de
lining hardware 
osts, some devi
es are now available in the market thatprovide both WiFi and 
ellular 
onne
tivity at a�ordable pri
es. These devi
es 
an dete
tthe presen
e of either of the two networks and swit
h between them when available. Withmore and more users subs
ribing to wireless broadband servi
es, these devi
es allow them tohave a

ess to both WLAN hot-spot and UMTS 
ellular networks. Thus network operatorsare seeking to o�er seamless and ubiquitous 
onne
tivity to mobile users through integrated802.11 WLAN and 3G UMTS hybrid networks. Su
h hybrid networks are being in
reasinglystudied by network operators as a 
onverged medium of providing 
onne
tivity for bothvoi
e and data appli
ations. In this thesis, we have two 
hapters dedi
ated to the study ofoptimal user-network asso
iation in a WLAN and UMTS hybrid 
ell.Power 
ontrol and PHY data rate 
ontrol are two 
entral me
hanisms that are 
riti
alin a
hieving an e�
ient fun
tioning of a WLAN. Power 
ontrol and rate 
ontrol are also veryoften used for providing quality of servi
e (QoS) and both are useful for obtaining a radio
hannel with a low bit error rate (BER). The IEEE 802.11 spe
i�
ation for mobile devi
esallows 
ustomization of 
ertain 
riti
al operation parameters like PHY data rate and MAClayer frame size and any manufa
turer or even user 
an adaptively sele
t the PHY datatransmission rates for rate 
ontrol. For this purpose, several auto-rate sele
tion algorithms[KL97, HVB01, GCNC01, AKKD01, QCJS03℄ have been proposed in the literature and mostof them allow WLAN nodes to adapt their PHY rates non-
ooperatively, by de�nition. Inthis thesis, we have one 
hapter that studies the ine�
ien
y of IEEE 802.11 MAC proto
olunder non-
ooperative power and rate 
ontrol.Fountain Codes are rateless erasure 
odes and o�er a very promising future for ame-liorating existing data pa
ket transmission te
hniques. Spe
i�
 type of fountain 
odes su
has Luby Transform (LT) Codes, Raptor 
odes, et
., 
an be used by a sender to generateen
oded pa
kets from sour
e data pa
kets on the �y and the number of su
h en
oded pa
kets
an be potentially limitless. If the original �le at sender side 
omprises Np pa
kets, thenby de
oding any set of Np(1 + ǫ) (slightly more than Np) fountain 
oded pa
kets re
eived,the re
eiver 
an re
over the whole �le with probability 1 − δ. The probability of failure tode
ode the �le, δ, is bounded above by δ ≤ 2−ǫNp and depends on the degree distributionused to 
ode the pa
kets at sender side. A Fountain Codes based Transport (FCT) proto
olrelies on an alternate paradigm to that of the ubiquitous TCP. It abolishes the need for a re-verse feedba
k me
hanism usually essential to provide reliability in pa
ket data transmission.Absen
e of a reverse feedba
k me
hanism 
an substantially improve the performan
e of net-works with half-duplex wireless 
hannels (su
h as 802.11 WLANs), where 
ollisions betweenforward and reverse MAC frame transmissions 
ontribute signi�
antly towards performan
edegradation. In this thesis, we have one 
hapter dedi
ated to performan
e modeling and



3analysis of a simple FCT proto
ol in a single 
ell IEEE 802.11 WLAN.There are two types of layer-2 downlink transport 
hannels that have been provided inUMTS: dedi
ated 
hannels and 
ommon 
hannels. A 
ommon 
hannel is a resour
e sharedbetween all or a group of users in a 
ell, where as a dedi
ated 
hannel is a resour
e identi�edby a 
ertain 
ode on a 
ertain frequen
y and is reserved for a single user only. The onlydedi
ated 
hannel is termed as DCH and one of the six 
ommon transport 
hannels that ismainly used for pa
ket data on the downlink is the FACH 
hannel [HT01℄. A

ording to theWCDMA (Wideband-CDMA) spe
i�
ations detailed by the 3GPP group, for a parti
ularuser, long �ows with large number of pa
kets 
an be transmitted on the user dedi
atedDCH 
hannel and short �ows of few pa
kets 
an be transmitted on the 
ommon FACH
hannel whi
h is shared by all users. However, the 3GPP spe
i�
ations do not provide anystandardization of su
h a 
hannel sele
tion/swit
hing poli
y. A network operator is free to
hoose its own proprietary 
hannel swit
hing poli
y. In this thesis, we have one 
hapter inwhi
h we propose a new 
ross-layer 
hannel swit
hing poli
y for TCP transmission in 3GUMTS.Mobile ad ho
 networks (MANETs) 
onsist of wireless mobile nodes that 
an freelyand dynami
ally self-organize. In this way they form arbitrary and temporary ad ho
network topologies, allowing devi
es to seamlessly inter
onne
t in areas with no pre-existinginfrastru
ture. MANETs have been a popular subje
t for resear
h sin
e the widespread useof 802.11 WiFi devi
es. In this thesis, we study optimal next hop distan
e that maximizesthe system end-to-end �ow throughput in a MANET subje
t to network average power
onstraints.Vehi
les equipped with 
ommuni
ation devi
es 
an form Vehi
ular ad ho
 networks(VANETs) for tasks su
h as inter-vehi
le 
ollision avoidan
e, road-a

ident noti�
ation,tra�
 situation update, 
oordinated driving systems or simply inter-vehi
le voi
e 
ommuni-
ation. Like MANETs, VANETs do not rely on any �xed infrastru
ture and instead dependon intermediate relay nodes for route establishment proto
ols and data transmission. How-ever, VANETs tend to exhibit a drasti
ally di�erent behavior from the usual MANETs.High speeds of vehi
les, mobility 
onstraints on a straight road and driver behavior aresome fa
tors due to whi
h VANETs possess very di�erent 
hara
teristi
s from the typi-
al MANETs. VANETs are being resear
hed upon and developed by many industrial andgovernment organizations. In this thesis, we have one 
hapter dedi
ated to the study ofoptimal next hop sele
tion in a route between two vehi
les for a simple s
enario of VANETson a fast tra
k highway. There is another related 
hapter that dis
usses in detail a spe
ialstru
ture inherent to the solution of Dynami
 Programming (DP) problem arising in pathoptmization problems su
h as the one 
onsidered for VANETs.Performan
e modeling of 
omputer network systems is a 
ru
ial step in 
apa
ity plan-ning of 
omputer networks. Performan
e models of 
omplex software and hardware networkar
hite
tures 
an be very helpful in a

urately predi
ting their performan
e for varying datatra�
 patterns and workloads. Performan
e modeling be
omes more 
hallenging if the work-load (e.g., number of jobs or transa
tions handled per unit of time) for an IT system usedin produ
tion environment is non-stationary in nature and has fast 
hanging 
hara
teris-ti
s. Moreover, state of the art transa
tion-based software appli
ations are quite 
omplex
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tionin design. Due to this, end-to-end transa
tions may in
ur workload dependent and variableservi
e times. In this thesis, we have one 
hapter where we study and present an innovativeapproa
h of using Kalman �ltering with queueing theory based performan
e models. Thisapproa
h allows us to pursue real-time performan
e modeling of online 
omputer networksystems that pro
ess fast 
hanging non-stationary workload and have workload dependentservi
e times.1.1 Thesis Organization and ContributionThis thesis may be 
onsidered to be divided into two parts. The �rst major part 
omprisesChapters 2-9 that deal with various resear
h problems related to optimization and 
ontrolin wireless networks. While Chapters 2-6 deal with wireless a

ess networks, the fo
us ofChapters 7-9 is on wireless ad ho
 networks. The se
ond part 
omprises Chapter 10 thatpresents estimation of workload dependent model parameters and real-time performan
emodeling of 
omputer network systems.In Chapter-2, we study globally optimal user-network asso
iation in an integrated802.11 WLAN and 3G UMTS hybrid 
ell. The asso
iation problem is formulated as a generi
SMDP (semi-Markov de
ision pro
ess) 
onne
tion routing de
ision problem. We then solvethis SMDP problem using a parti
ular network model for WLAN and UMTS networks andwith rewards 
omprising �nan
ial and aggregate throughput 
omponents. The networkmodel assumes saturated resour
e allo
ation in WLAN and UMTS networks and a singleQoS 
lass of mobiles arriving at an average lo
ation in the hybrid 
ell. The 
orrespondingDynami
 Programming equation is solved using Value Iteration and a stationary optimalpoli
y with neither 
onvex nor 
on
ave type swit
hing 
urve stru
ture is obtained. Thresholdtype and symmetri
 swit
hing 
urves are observed for the analogous homogenous network
ases.In Chapter-3, we study individually optimal user-network asso
iation in an inte-grated WLAN and UMTS hybrid 
ell. The asso
iation problem is formulated within anon-
ooperative game framework. In the formulation, mobile arrivals are assumed to followthe Poisson pro
ess and ea
h mobile 
onsiders its average servi
e time in ea
h network asthe de
ision 
riteria to 
onne
t to either of the WLAN or UMTS networks. We seek to
ompute the optimal asso
iation or de
ision poli
y that a
hieves the Nash equilibrium. Forthis we develop a generi
 system of linear equations for estimating the average servi
e timeof a mobile. This system is then solved assuming a parti
ular model for the WLAN andUMTS networks and we expli
itly 
ompute the optimal asso
iation poli
y that is observedto possess a des
ending stair
ase 
urve stru
ture.The IEEE 802.11 MAC proto
ol, DCF (Distributed Coordination Fun
tion), allowsnodes in a WLAN to 
hoose an appropriate PHY data transmission rate for ea
h frametransmission. For this purpose, several auto-rate sele
tion algorithms have been proposedin the literature and most of them allow nodes to adapt their rates non-
ooperatively, byde�nition. Under a non-
ooperative game setting, ea
h node would 
hoose its rate so asto optimize its own, appropriately de�ned payo�. In Chapter-4, we formulate a payo�fun
tion 
omprising throughput and 
osts related to power 
onsumption and derive expli
it
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. 1.1 Thesis Organization and Contribution 5expressions for the optimal rates under non-
ooperative and 
ooperative rate sele
tion. We
onsider optimization problems for both �nite number of nodes n and for the limit n→ ∞and single node throughputs 
orresponding to the optimal PHY rate under non-
ooperativegame are 
ompared with those obtained under a 
ooperative sele
tion of PHY rates. The
omparisons reveal that network performan
e in the non-
ooperative game s
enario is inef-�
ient as 
ompared to the 
ooperative s
enario.In Chapter-5, we propose a Markovian sto
hasti
 framework to model the performan
eof a simple Fountain Codes based Transport (FCT) proto
ol in a single 
ell IEEE 802.11WLAN. Our model allows the WLAN A

ess Point to employ a generi
 rate 
ontrol algo-rithm for MAC frame transmissions on the downlink. Using renewal theory we provide anexpli
it expression for the average downlink throughput. ns2 simulations are used to vali-date our model and the analyti
ally obtained throughput metri
. A detailed performan
eanalysis study is then 
arried out to provide insights into the 
hoi
e of various system param-eters that 
an lead to optimal network performan
e. Finally we present a brief 
omparisonbetween the performan
e of FCT and TCP through simulations.In 3G UMTS, two main transport 
hannels have been provided at the layer-2 (MAC)for downlink data transmission: a 
ommon FACH 
hannel and a dedi
ated DCH 
hannel.The performan
e of TCP in UMTS depends mu
h on the 
hannel swit
hing poli
y used. InChapter-6, we �rst propose and analyze three new basi
 threshold-based 
hannel swit
hingpoli
ies for UMTS that we name as QS (Queue Size), FS (Flow Size) and QSFS (QS &FS 
ombined) poli
y. These poli
ies signi�
antly improve over a `modi�ed threshold poli
y'in [PAAD03℄ by about 17% in response time metri
s. We further propose and evaluate anew improved swit
hing poli
y that we 
all FS-DCH (at-least �ow-size threshold on DCH)poli
y. This poli
y is biased towards short TCP �ows of few pa
kets. It is thus a 
ross-layerpoli
y that improves the performan
e of TCP by giving priority to the initial few pa
ketsof a �ow on the fast DCH 
hannel. Extensive simulation results show that FS-DCH poli
yimproves over others by about 30% to 36% in response time metri
s for a parti
ular 
ase.In Chapter-7, in a dense multi-hop network of mobile nodes 
apable of applying adap-tive power 
ontrol, we 
onsider the problem of �nding the optimal hop distan
e that max-imizes a 
ertain throughput measure in bit-metres/se
, subje
t to average network power
onstraints. The mobility of nodes is restri
ted to a 
ir
ular periphery area 
entered at thenominal lo
ation of nodes. We in
orporate only randomly varying path-loss 
hara
teristi
sof 
hannel gain due to the random motion of nodes, ex
luding any multi-path fading orshadowing e�e
ts. Computation of the throughput metri
 in su
h a s
enario leads us to
ompute the probability density fun
tion of random distan
e between points in two 
ir
les.Using numeri
al analysis we dis
over that 
hoosing the nearest node as next hop is not al-ways optimal. Optimal throughput performan
e is also attained at non-trivial hop distan
esdepending on the available average network power.The main goal of Chapter-8 is to better understand the routing dynami
s in VANETsthat are a spe
ial 
lass of MANETs but exhibit very di�erent behavior from them. We
onsider the problem of optimal next hop sele
tion in a route between two vehi
les for asimple s
enario of VANETs on a fast tra
k highway. For a given 
hoi
e of number of hopsbetween the sour
e and destination, we seek the optimal 
hoi
e of next hop based on its
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tionspeed and inter-node distan
e so as to maximize the expe
ted route lifetime. Our analyti
almodel a

ounts for the randomly 
hanging speeds of nodes (vehi
les) over time and hen
ethe optimal 
hoi
e depends on the dynami
s of the sto
hasti
 pro
ess 
orresponding to thespeed of nodes. Under a Markovian assumption on the pro
ess of speed of nodes, we showthat the optimal 
hoi
e of speeds is su
h that the lifetimes of adja
ent links are as 
loseas possible. Expli
it expressions for optimal 
hoi
e of next hop node's speed and inter-node distan
e are obtained for 
ertain fast tra
k highway s
enarios of interest. A monotonevariation property of the speed of relay nodes under the optimal poli
y is proved. Theseproperties have been 
on�rmed with simulations. The optimal poli
ies and their stru
tures
an assist in enhan
ing the performan
e of existing VANET routing proto
ols.The inherent nature of the physi
al setup and transmission me
hanism in wireless adho
 networks with random 
hannel a

ess, results in 
orrelation between the link metri
s ofadja
ent links, when 
onsidering path optimization problems. In Chapter-9, we identify aspe
ial stru
ture inherent to the solution of Dynami
 Programming (DP) problem arisingin su
h an optimization over paths. A

ording to this stru
ture, the optimal poli
y tries toequalize the link metri
s of adja
ent links in a multi-hop route. We validate this stru
turalproperty with a VANET simulator.In Chapter-10, we are 
on
erned with performan
e modeling of transa
tion-baseddistributed software appli
ations deployed over an arbitrary 
omputer network ar
hite
ture.AMBIENCE, whi
h is a resear
h prototype tool that has been developed at IBM Resear
h,makes use of the powerful Inferen
ing te
hnique that allows one to generate a workload-independent parameters based performan
e model. In this work, we extend the Inferen
ingte
hnique for generating arriving workload dependent parameter based performan
e models.We 
all this extended form of Inferen
ing as Enhan
ed Inferen
ing. Implementation of thisEnhan
ed Inferen
ing in AMBIENCE shows signi�
ant improvement in performan
e model�tting and approximation. We further present an innovative approa
h of using Kalman�ltering with Inferen
ing like performan
e models in order to be able to pursue real timeperforman
e modeling of produ
tion environment 
omputer appli
ation systems that fa
efast 
hanging non-stationary arriving workloads. This real time performan
e model notonly works reliabily for non-stationary workloads, but also in
orporates workload dependentmodel parameters.



Chapter 2
Globally Optimal User-Network Asso
ia-tion in a WLAN & UMTS Hybrid Cell
With more and more users subs
ribing to wireless broadband servi
es, it is desirable forthem to have a

ess to both WLAN hot-spot and UMTS 
ellular networks. In this 
hapter,we study globally optimal user-network asso
iation in an integrated 802.11 WLAN and 3GUMTS hybrid 
ell. The asso
iation problem is formulated as a generi
 SMDP (semi-Markovde
ision pro
ess) 
onne
tion routing de
ision problem. We then solve this SMDP problemusing a parti
ular network model for WLAN and UMTS networks and with rewards 
ompris-ing �nan
ial and aggregate throughput 
omponents. The network model assumes saturatedresour
e allo
ation in WLAN and UMTS networks and a single QoS 
lass of mobiles ar-riving at an average lo
ation in the hybrid 
ell. The 
orresponding Dynami
 Programmingequation is solved using Value Iteration and a stationary optimal poli
y with neither 
on-vex nor 
on
ave type swit
hing 
urve stru
ture is obtained. Threshold type and symmetri
swit
hing 
urves are observed for the analogous homogenous network 
ases.Note: The material in this 
hapter has appeared in [KAK07a℄. This work was sponsoredby Fran
e Tele
om R&D.

7



8 Chap. 2 Globally Optimal User-Network Asso
iation in a WLAN & UMTS Hybrid Cell2.1 Introdu
tionAs 802.11 WLANs and 3G UMTS 
ellular 
overage networks are being widely deployed,network operators are seeking to o�er seamless and ubiquitous 
onne
tivity for high-speedwireless broadband servi
es, through integrated WLAN and UMTS hybrid networks. Fore�
ient performan
e of su
h an hybrid network, one of the 
ore de
ision problems that anetwork operator is fa
ed with is that of optimal user-network asso
iation or load balan
ing,i.e., optimally routing an arriving mobile user's 
onne
tion to one of the two 
onstituentnetworks. We study this de
ision problem assuming a spe
i�
 network model for the WLANand UMTS networks. To be more pre
ise, 
onsider a hybrid network 
omprising two inde-pendent 802.11 WLAN and 3G UMTS networks, that o�ers 
onne
tivity to mobile usersarriving in the 
ombined 
overage area of these two networks. By independent we meanthat transmission a
tivity in one network does not 
reate interferen
e in the other. Ourgoal in this 
hapter is to study the dynami
s of optimal user-network asso
iation in su
ha WLAN-UMTS hybrid network. We 
on
entrate only on streaming and intera
tive datatransfers. Moreover, we 
onsider only a single QoS 
lass of mobiles arriving at an averagelo
ation in the hybrid 
ell and these mobiles have to be admitted to one of the WLAN andUMTS networks.Note that we do not propose a full �edged 
ell-load or interferen
e based 
onne
tionadmission 
ontrol (CAC) poli
y in this work. We instead assume that a CAC pre
edes theasso
iation de
ision 
ontrol. A 
onne
tion admission de
ision is taken by the CAC 
ontrollerbefore any mobile is 
onsidered as a 
andidate to be 
onne
ted to either of the WLAN orUMTS networks. Thereafter, an asso
iation de
ision only ensures an optimal performan
eof the hybrid 
ell and it is not proposed as an alternative to the CAC de
ision. However,the asso
iation de
ision 
ontroller 
an still reje
t mobiles for optimal performan
e of thenetwork.In the network model for WLAN and UMTS networks, we introdu
e 
ertain simpli-fying assumptions to make the SMDP formulation analyti
ally tra
table. Without theseassumptions it may be very hard to study the dynami
s of user-network asso
iation in aWLAN-UMTS hybrid network.2.1.1 Related Work and ContributionsStudy of WLAN-UMTS hybrid networks is an emerging area of resear
h and not mu
hrelated work is available. Authors in some related papers [MYLR04, SLC03, LZ05, Jas03,VGN05, KRPR05, FC05℄ have studied issues su
h as verti
al handover and 
oupling s
hemes,integrated ar
hite
ture layout, radio resour
e management (RRM) and mobility manage-ment. However, questions related to load balan
ing or optimal user-network asso
iationhave not been explored mu
h. Premkumar et al. in [PK06℄ propose a near optimal solu-tion for a hybrid network within a 
ombinatorial optimization framework, whi
h is di�erentfrom our approa
h. To the best of our knowledge, ours is the �rst attempt to present ageneri
 formulation of the user-network asso
iation problem under an SMDP de
ision 
on-trol framework. Moreover, this work is the �rst we know of that obtains an expli
it optimalasso
iation poli
y for the spe
i�
 WLAN-UMTS hybrid network model that we 
onsider.



Se
. 2.2 Framework for the De
ision Control Problem 92.2 Framework for the De
ision Control ProblemA hybrid network may be 
omposed of several 802.11 WLAN A

ess Points (APs) and 3GUMTS Base Stations (NodeBs) that are operated by a single network operator. However,our fo
us is only on a single pair of an AP and a NodeB that are lo
ated su�
iently 
loseto ea
h other so that mobile users arriving in the 
ombined 
overage area of this AP-NodeBpair have a 
hoi
e to 
onne
t to either of the two networks. We 
all the 
ombined 
overagearea of a single AP 
ell and a single NodeB mi
ro-
ell [HT01℄ as a hybrid 
ell. The 
ell
overage radius of a UMTS mi
ro-
ell is usually around 400m to 1000m whereas that of aWLAN 
ell varies from a few tens to a few hundreds of meters. Therefore, some mobilesarriving in the hybrid 
ell may only be able to 
onne
t to the NodeB, either be
ause theyfall outside the transmission range of the AP or they are equipped with only 3G te
hnologyele
troni
s. While other mobiles that are equipped with only 802.11 te
hnology 
an 
onne
tex
lusively to the WLAN AP. Apart from these two 
ategories, mobiles equipped with both802.11 WLAN and 3G UMTS te
hnologies 
an 
onne
t to any one of the two networks.The de
ision to 
onne
t to either of the two networks may involve a utility 
riteria that
ould 
omprise the total throughput of the hybrid network. Moreover, the 
onne
tion orasso
iation de
ision involves two di�erent de
ision makers, the mobile user and the networkoperator. We assume that the mobile user is sel�sh and takes its de
ision only to maximize itsown utility while ignoring overall network performan
e. With this assumption, leaving thede
ision 
hoi
e with the mobile user may result in less e�
ient use of the network resour
es.We thus fo
us only on the globally optimal 
ontrol problem in whi
h the network operatordi
tates the de
ision of mobile users to 
onne
t to one of the two networks, so as to optimizea 
ertain global 
ell utility. In Se
tion 2.3, we model this global optimality problem under anSMDP (semi-Markov de
ision pro
ess) 
ontrol framework. Our SMDP 
ontrol formulationis a generi
 formulation of the user-network asso
iation problem in a WLAN-UMTS hybridnetwork and is independent of the network model assumed for WLAN and UMTS networks.Thereafter in Se
tion 2.5, we solve the SMDP problem assuming a parti
ular network model(des
ribed in Se
tion 2.4) whi
h is based on some reasonable simplifying assumptions.2.2.1 Mobile ArrivalsWe model the hybrid 
ell of an 802.11 WLAN AP and a 3G UMTS NodeB as a two-serverpro
essing system (Figure 2.1) with ea
h server having a separate �nite pole 
apa
ity ofMAPandM3G mobiles, respe
tively. We will give further 
lari�
ations on the pole 
apa
ity of ea
hserver later in Se
tions 2.4.2 and 2.4.3. For simpli�
ation we assume that mobile users arestationary, having no mobility. As dis
ussed previously, mobiles are 
onsidered as 
andidatesto 
onne
t to the hybrid 
ell only after being admitted by a CAC su
h as the one des
ribed in[YK05℄. Some of the admitted mobiles 
an 
onne
t only to the WLAN AP and some othersonly to the UMTS NodeB. These two set of arriving mobiles are ea
h assumed to 
onstitutetwo separate dedi
ated arrival streams with Poisson rates λAP and λ3G, respe
tively. Theremaining set of mobiles whi
h 
an 
onne
t to both networks form a 
ommon arrival streamwith Poisson rate λAP3G. The mobiles of the two dedi
ated streams 
an either dire
tly join
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Figure 2.1: Hybrid 
ell s
enariotheir respe
tive AP or NodeB network without any 
onne
tion de
ision 
hoi
e involved, orthey 
an be reje
ted. For mobiles of 
ommon stream, either a reje
tion or a 
onne
tionrouting de
ision has to be taken as to whi
h of the two networks will the arriving mobilesjoin while optimizing a 
ertain utility.2.2.2 Servi
e Requirements and Departure RatesIt is assumed that all arriving mobiles have a downlink data servi
e requirement whi
h isexponentially distributed with parameter ζ . In other words, every arriving mobile seeksto download a data �le of average size 1/ζ bits on the downlink. Let θAP (mc) denote thedownlink throughput of ea
h mobile in the AP network when mc mobiles are 
onne
tedto it at any given instant. If ηDL denotes the downlink 
ell load of the NodeB 
ell, thenassuming N a
tive mobiles to be 
onne
ted to the NodeB, η ∆
= ηDL

N
denotes the averageload per user in the 
ell. Let θ3G(η) denote the downlink throughput of ea
h mobile in theNodeB network when its average load per user is η. With the above notations, the e�e
tivedeparture rates of mobiles in ea
h network or server 
an be denoted by,

µAP (mc) = ζ × θAP (mc) (2.1)and
µ3G(η) = ζ × θ3G(η). (2.2)2.3 SMDP Control FormulationAs mentioned previously, for a globally optimal de
ision 
ontrol it is the network operatorthat takes the de
ision for ea
h mobile as to whi
h of the AP or NodeB networks the mobilewill 
onne
t to, after it has been admitted into the hybrid 
ell by the CAC 
ontroller (Figure2.1). Sin
e de
isions have to be made at ea
h arrival epo
h, this gives an SMDP stru
ture
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. 2.3 SMDP Control Formulation 11(see Chapter 11 in [Put94℄) to the de
ision problem and we state the equivalent SMDPproblem as follows:
− States: The state of a hybrid 
ell system is denoted by the tuple (mc, η) where mc

(mc ∈ Z, 0 ≤ mc ≤ MAP ) denotes the number of mobiles 
onne
ted to the AP and η
(η ∈ R, 0.05 ≤ η ≤ 0.9) is the load per user of the NodeB 
ell (see Se
tions 2.4.2 &2.4.3 for details on bounds).

− Events: We 
onsider two distinguishable events: (i) arrival of a new mobile after ithas been admitted by CAC and (ii) departure of a mobile after servi
e 
ompletion.
− De
isions: For mobiles arriving in the 
ommon stream a de
ision a
tion a ∈ {0, 1, 2}has to be taken. a = 0 represents reje
ting the mobile, a = 1 represents routing themobile 
onne
tion to AP network and a = 2 represents routing the mobile 
onne
tionto NodeB network. For the dedi
ated arrival streams to AP and NodeB, a de
isiona
tion a ∈ {0, 1} and a ∈ {0, 2}, respe
tively, has to be taken.
− Rewards: Whenever a new in
oming mobile is either reje
ted or routed to one ofthe two networks, it generates a 
ertain state-dependent reward. RAP (mc, η; a) and

R3G(mc, η; a) denote the rewards generated at dedi
ated arrival streams for AP andNodeB, respe
tively, when a
tion `a' is taken and the state of the system is (mc, η).Similarly, RAP3G(mc, η; a) denotes the reward generated at the 
ommon stream.
− Criterion: The optimality 
riterion is to maximize the total expe
ted dis
ounted re-ward over an in�nite horizon and obtain a deterministi
 and stationary optimal poli
y.Note that in the SMDP problem statement above, state transition probabilities havenot been mentioned be
ause depending on the a
tion taken, the system moves into a uniquenew state deterministi
ally, i.e., w.p. 1. For instan
e when a
tion a = 1 is taken, the stateevolves from (mc, η) to the unique new state (mc + 1, η).Applying the well-known uniformization te
hnique from [Lip75℄, we 
an say that events(i.e., arrival or departure of mobiles) o

ur at the jump times of the 
ombined Poissonpro
ess of all types of events with rate Λ := λAP + λ3G + λAP3G + µ̌AP + µ̌3G, where µ̌AP :=

maxmc µAP (mc) and µ̌3G := maxη µ3G(η). The departure of a mobile is now 
onsideredas either a real departure, or an arti�
ial departure [Lip75℄ when from a single mobile'spoint of view the 
orresponding server slows down due to large number of mobiles in thenetwork. Then, any event o

urring 
orresponds to an arrival on the dedi
ated streams withprobability λAP/Λ and λ3G/Λ, an arrival on the 
ommon stream with probability λAP3G/Λ,a real departure with probability µAP (mc)/Λ or µ3G(η)/Λ and an arti�
ial departure withprobability 1 − (λAP + λ3G + λAP3G + µAP (mc) + µ3G(η))/Λ. As a result, the time periodsbetween 
onse
utive events (in
luding arti�
ial departures) are i.i.d. and we 
an 
onsideran n−stage SMDP de
ision problem [Put94℄. Let Vn(mc, η) denote the maximum expe
ted
n−stage dis
ounted reward for the hybrid 
ell when the system is in state (mc, η). Thestationary optimal poli
y that a
hieves the maximum total expe
ted dis
ounted reward over
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iation in a WLAN & UMTS Hybrid Cellan in�nite horizon 
an then be obtained as a solution of the n−stage problem as n → ∞[Put94℄.The dis
ount fa
tor is denoted by γ (γ ∈ R, 0 < γ < 1) and determines the relativeworth of present reward v/s future rewards. State (mc, η) of the system is observed rightafter the o

urren
e of an event, for example, right after a newly arrived mobile in the
ommon stream has been routed to one of the two networks, or right after the departure ofa mobile. Given that an arrival event has o

urred and that a
tion `a' will be taken for thisnewly arrived mobile, let Un(mc, η; a) denote the maximum expe
ted n−stage dis
ountedreward for the hybrid 
ell when the system is in state (mc, η). We 
an then write downthe following re
ursive Dynami
 Programming (DP) [Put94℄ equation to solve our SMDPde
ision problem, ∀n ≥ 0 and 0 ≤ mc ≤MAP , 0.05 ≤ η ≤ 0.9,
Vn+1(mc, η) =

λAP
Λ

max
a∈{0,1}

{RAP (mc, η; a) + γUn(mc, η; a)}

+
λ3G

Λ
max
a∈{0,2}

{R3G(mc, η; a) + γUn(mc, η; a)}

+
λAP3G

Λ
max

a∈{0,1,2}
{RAP3G(mc, η; a) + γUn(mc, η; a)}

+
µAP (mc)

Λ
γVn(m

′
c, η)

+
µ3G(η)

Λ
γVn(mc, η

′)

+
Λ − (λAP + λ3G + λAP3G + µAP (mc) + µ3G(η))

Λ
γVn(mc, η),

(2.3)
where, states (m′

c, η) and (mc, η
′) are the new states that the system evolves into when adeparture o

urs at AP and NodeB, respe
tively. The fa
t that dedi
ated stream mobiles
an only join one network or the other has been in
orporated in the �rst two terms inR.H.S. Equation 2.3 is a very generi
 formulation of our user-network asso
iation de
isionproblem and it 
an be solved using any parti
ular de�nition for the rewards and the newstates (m′

c, η) and (mc, η
′). In Se
tion 2.5, we will solve the DP formulation of Equation2.3 assuming a spe
i�
 de�nition for the rewards based on throughput expressions obtainedfrom a spe
i�
 network model for the WLAN and UMTS networks. We �rst present thisnetwork model in the following se
tion along with some simplifying assumptions.2.4 WLAN and UMTS Network ModelsBefore dis
ussing the network models adopted from previous work, we �rst state below somesimplifying assumptions along with their justi�
ation. Sin
e the bulk of data transfer for amobile engaged in streaming or intera
tive data transmission is 
arried over the downlink
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. 2.4 WLAN and UMTS Network Models 13(AP to mobile or NodeB to mobile) and sin
e TCP is the most 
ommon transport proto
ol,we are interested here in network models for 
omputing TCP throughput on only downlink.2.4.1 Simplifying Assumptions2.4.1.1 Assumption on QoS and TCP:We assume a single QoS 
lass of arriving mobiles so that ea
h mobile has an identi
alminimum downlink throughput requirement of θmin, i.e., ea
h arriving mobile must a
hievea downlink throughput of at least θmin bps in either of the two networks. It is furtherassumed that ea
h mobile's or re
eiver's advertised window W ∗ is set to 1 in the TCPproto
ol. This is in fa
t known to provide the best performan
e of TCP (see [ea03, LP05℄and referen
es therein).2.4.1.2 Resour
e allo
ation in AP:We further assume saturated resour
e allo
ation in the downlink of AP and NodeB networks.Spe
i�
ally, this assumption for the AP network means the following. Assume that the APis saturated and has in�nitely many pa
kets ba
klogged in its transmission bu�er. In otherwords, there is always a pa
ket in the AP's transmission bu�er waiting to be transmittedto ea
h of the 
onne
ted mobiles. Now, in a WLAN 
ell resour
e allo
ation to an AP onthe downlink is 
arried out through the 
ontention based DCF (Distributed CoordinationFun
tion) proto
ol. If the AP is saturated for a parti
ular mobile's 
onne
tion and W ∗is set to 1, then this parti
ular mobile 
an bene�t from higher number of transmissionopportunities (TxOPs) won by the AP for downlink transmission to this mobile (hen
ehigher downlink throughput), than if the AP was not saturated or W ∗ was not set to 1.Thus with the above assumptions, mobiles 
an be allo
ated downlink throughputs greaterthan their QoS requirements of θmin and 
ell resour
es in terms of TxOPs on the downlinkwill be maximally utilized.2.4.1.3 Resour
e allo
ation in NodeB:For the NodeB network the saturated resour
e allo
ation assumption has the followingelaboration. It is assumed that at any given instant, the NodeB 
ell resour
es on downlinkare fully utilized resulting in a 
onstant maximum 
ell load of ηmaxDL . This is analogous tothe maximal utilization of TxOPs in the AP network dis
ussed in the previous paragraph.With this maximum 
ell load assumption even if a mobile has a minimum throughputrequirement of only θmin bps, it 
an a
tually be allo
ated a higher throughput if additionalunutilized 
ell resour
es are available, so that the 
ell load is always at its maximum of
ηmaxDL . If say a new mobile j arrives and if it is possible to a

ommodate its 
onne
tion whilemaintaining the QoS requirements of the presently 
onne
ted mobiles (this will be de
idedby the CAC), then the NodeB will initiate a renegotiation of QoS attributes (or bearerattributes) pro
edure with all the presently 
onne
ted mobiles. All presently 
onne
ted
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iation in a WLAN & UMTS Hybrid Cellmobiles will then be allo
ated a lower throughput than the one prior to the set-up of mobile
j's 
onne
tion. However, this new lower throughput will still be higher than ea
h mobile'sQoS requirement. This kind of a renegotiation of QoS attributes is indeed possible in UMTSand it is one of its spe
ial features (see Chapter 7 in [HT01℄). Also note a very key pointhere that the average load per user η as de�ned previously in Se
tion 2.2.2, de
reases within
reasing number of mobiles 
onne
ted to the NodeB. Though the total 
ell load is alwaysat its maximum of ηmaxDL , 
ontribution to this total load from a single mobile (i.e., load peruser, η) de
reases as more mobiles 
onne
t to the NodeB 
ell. We de�ne ∆(η) as the average
hange in η 
aused by a new mobile that 
onne
ts to the NodeB 
ell. Therefore, when a newmobile 
onne
ts the load per user drops from η to η−∆(η) and when a mobile dis
onne
tsthe load per user in
reases from η to η + ∆(η).2.4.1.4 Power 
ontrol & lo
ation of mobiles in NodeB:In downlink, the inter-
ell to intra-
ell interferen
e ratio denoted by ij and the orthogonalityfa
tor denoted by αj are di�erent for ea
h mobile j depending on its lo
ation in the NodeB
ell. Moreover, the throughput a
hieved by ea
h mobile is interferen
e limited and dependson the signal to interferen
e plus noise ratio (SINR) re
eived at that mobile. Thus, in theabsen
e of any power 
ontrol the throughput also depends on the lo
ation of mobile in theNodeB 
ell. We however assume a uniform SINR s
enario where 
losed-loop fast power
ontrol is applied in the NodeB 
ell so that ea
h mobile re
eives approximately the sameSINR (see Se
tion 3.5 in [HT01℄). We therefore assume that all mobiles in the NodeB 
ellare allo
ated equal throughputs. This kind of a power 
ontrol will allo
ate more power tousers far away from the NodeB that are subje
t to higher path-loss, fading and neighboring
ell interferen
e. Users 
loser to the NodeB will be allo
ated relatively less power sin
e theyare sus
eptible to weaker signal attenuation. In fa
t, su
h a fair throughput allo
ation 
analso be a
hieved by adopting a fair and power-e�
ient 
hannel dependent s
heduling s
hemeas des
ribed in [ZHZ03℄. Now sin
e all mobiles are allo
ated equal throughputs, it 
an besaid that mobiles arrive at an average lo
ation in the NodeB 
ell (see Se
tion 8.2.2.2 in[HT01℄). Therefore all mobiles are assumed to have an identi
al average inter-
ell to intra-
ell interferen
e ratio ī (see Se
tion 8.2.2.2 in [HT01℄) and an identi
al average orthogonalityfa
tor ᾱ (see Se
tion 8.2.2.2 in [HT01℄).2.4.1.5 Justi�
ation:The assumption on saturated resour
e allo
ation is a standard assumption, usually adoptedto simplify modeling of 
omplex network frameworks like those of WLAN and UMTS (seefor e.g., [HT01, KAMG05a℄). Mobiles in NodeB 
ell are assumed to be allo
ated equalthroughputs in order to have a 
omparable s
enario to that of an AP 
ell, in whi
h mobilesare also known to a
hieve fair and equal throughput allo
ation (see Se
tion 2.4.2). Moreover,su
h fair throughput allo
ation is known to result in a better delay performan
e for typi
al�le transfers in UMTS [Bon04℄. The assumption of mobiles arriving at an average lo
ationin the NodeB 
ell is essential in order to simplify our SMDP formulation. For instan
e,
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Figure 2.2: Throughput of all users in AP 
ellwithout this assumption the hybrid network system state will have to in
lude the lo
ationof ea
h mobile. This will result in an SMDP problem with higher dimensional state spa
ewhi
h is known to be analyti
ally intra
table and not have an exa
t solution [Put94℄. Wetherefore assume mobiles arriving at an average lo
ation and seek to 
ompute the optimalasso
iation poli
y more from a network planning and dimensioning point of view.2.4.2 Downlink Throughput in 802.11 WLAN APWe reuse the downlink TCP throughput formula for a mobile in a WLAN from [MKA06℄.For 
ompleteness, here we brie�y mention the network model that has been extensivelystudied in [MKA06℄ and then simply restate the throughput expression without going intomu
h details. Ea
h mobile 
onne
ted to the AP uses the Distributed Coordination Fun
tion(DCF) proto
ol with an RTS/CTS frame ex
hange before any data-a
k frame ex
hange andea
h mobile (in
luding the AP) has an equal probability of the 
hannel being allo
ated toit. The AP does not employ any rate 
ontrol algorithm and transmits at a �xed PHY datarate of Rdata bps to all mobiles. With the assumption of W ∗ being set to 1 (Se
tion 2.4.1),any mobile will always have a TCP a
k waiting to be sent ba
k to the AP with probability
1/2, whi
h is also the probability that it 
ontends for the 
hannel. This is however true onlyfor those versions of TCP that do not use delayed a
ks. If the AP is always saturated orba
klogged, the average number of ba
klogged mobiles 
ontending for the 
hannel is givenby mb = 1 + mc

2
. Based on this assumption and sin
e for any 
onne
tion an a
k is sent bythe mobile for every TCP pa
ket re
eived, the downlink TCP throughput of a single mobileis given by Se
tion 3.2 in [MKA06℄ as,

θAP (mc) =
LTCP

mc(TTCPdata + TTCPack + 2Ttbo + 2Tw)
, (2.4)
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Figure 2.3: Throughput of all users in NodeB 
ellwhere LTCP is the size of TCP pa
kets and TTCPdata and TTCPack are the raw transmissiontimes of a TCP data and a TCP a
k pa
ket, respe
tively. Ttbo and Tw denote the mean totaltime spent in ba
k-o� and the average total time wasted in 
ollisions for any su

essful pa
kettransmission and are 
omputed assuming mb ba
klogged mobiles. The expli
it expressionsfor TTCPdata, TTCPack, Ttbo and Tw 
an be referred to in [MKA06℄. However, we mentionhere that they depend on 
ertain quantities whose numeri
al values have been providedin Se
tion 2.5.2. Note that all mobiles 
onne
ted to the AP a
hieve equal downlink TCPthroughputs (given by Equation 2.4) in a fair manner [MKA06℄. Figure 2.2 shows a plotof total 
ell throughput in an AP 
ell for an example s
enario. Sin
e the total throughputmonotoni
ally de
reases with in
reasing number of mobiles, the pole 
apa
ity of an AP 
ell,
MAP , is limited by the QoS requirement θmin bps of ea
h mobile.2.4.3 Downlink Throughput in 3G UMTS NodeBWe 
onsider a standard model for data transmission on downlink in a 3G UMTS NodeB
ell. Let W be the WCDMA modulation bandwidth and if SINR denotes the signal tointerferen
e plus noise ratio re
eived at a mobile then its energy per bit to noise densityratio is given by,

Eb
No

=
W

θ3G
× SINR. (2.5)Now, under the assumptions of identi
al throughput allo
ation to ea
h mobile arriving atan average lo
ation and appli
ation of power 
ontrol so that ea
h mobile re
eives the sameSINR (Se
tion 2.4.1), we dedu
e from Equation 2.5 that ea
h mobile requires the same

Eb/No ratio in order to be able to su

essfully de
ode NodeB's transmission. From Chapter8 in [HT01℄ we 
an thus say that the downlink TCP throughput θ3G of any mobile, in a
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η log(η) N(η) SINR θ3G

Eb

No

(dB) (kbps) (dB)
0.9 −0.10536 1 0.8423 572 9.0612
0.45 −0.79851 2 −2.1804 465 6.9503
0.3 −1.204 3 −3.7341 405 5.7894

0.225 −1.4917 4 −5.1034 360 5.0515
0.18 −1.7148 5 −6.0327 322 4.5669
0.15 −1.8971 6 −6.5093 285 4.3052

0.1286 −2.0513 7 −7.2075 242 4.3460
0.1125 −2.1848 8 −8.8312 191 4.7939

0.1 −2.3026 9 −8.9641 144 5.5091
0.09 −2.4079 10 −9.1832 115 6.0281

0.0818 −2.5033 11 −9.9324 96 6.3985
0.0750 −2.5903 12 −10.1847 83 6.6525
0.0692 −2.6703 13 −10.7294 73 6.8625
0.0643 −2.7444 14 −10.9023 65 7.0447
0.06 −2.8134 15 −10.9983 60 7.0927

0.0563 −2.8779 16 −11.1832 55 7.1903
0.0529 −2.9386 17 −11.3802 51 7.2549
0.05 −2.9957 18 −11.9231 47 7.3614Table 2.1NodeB 
ell with saturated resour
e allo
ation, as a fun
tion of load per user η is given by,

θ3G(η) =
ηW

(Eb/No)(1 − ᾱ + ī)
, (2.6)where ᾱ and ī have been de�ned earlier in Se
tion 2.4.1.For an example s
enario, Figure 2.3 shows a plot of total 
ell throughput of all mobiles(against log(η)) in a UMTS NodeB 
ell. The load per user η has been stret
hed to alogarithmi
 s
ale for better presentation. Also note that throughput values have been plottedin the se
ond quadrant. As we go away from origin on the horizontal axis, log(η) (and η)de
reases or equivalently number of 
onne
ted mobiles in
rease. The equivalen
e between

η and log(η) s
ales and number of mobiles N(η) 
an be referred to in Table 2.1.It is to be noted here that the required Eb/No ratio by ea
h mobile is a fun
tion ofits throughput. Also, if the NodeB 
ell is fully loaded with ηDL = ηmaxDL and if ea
h mobileoperates at its minimum throughput requirement of θmin then we 
an easily 
ompute thepole 
apa
ity, M3G, of the 
ell as,
M3G =

ηmaxDL W

θmin(Eb/No)(1 − ᾱ + ī)
. (2.7)For ηmaxDL = 0.9 and a typi
al NodeB 
ell s
enario that employs the 
losed-loop fast power
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ontrol me
hanism mentioned previously in Se
tion 2.4.1, Table 2.1 shows the SINR (fourth
olumn) re
eived at ea
h mobile as a fun
tion of the avg. load per user (�rst 
olumn). Notethat we 
onsider a maximum 
ell load of 0.9 and not 1 in order to avoid instability 
onditionsin the 
ell. These values of SINR have been obtained at Fran
e Tele
om R&D from radiolayer simulations of a NodeB 
ell. The �fth 
olumn shows the downlink throughput witha blo
k error rate (BLER) of 10−2 that 
an be a
hieved by ea
h mobile as a fun
tion ofthe SINR observed at that mobile. And the sixth 
olumn lists the 
orresponding values of
Eb/No ratio (obtained from Equation 2.5) that are required at ea
h mobile to su

essfullyde
ode NodeB's transmission.2.5 Solving the SMDP Control ProblemWith the network model de�ned in previous se
tion, we now solve our SMDP formulationof Se
tion 2.3. As mentioned earlier, the SMDP formulation 
an be solved for any givende�nition of rewards. Here we will motivate the 
hoi
e of a parti
ular de�nition based onaggregate throughput of WLAN and UMTS networks.2.5.1 De�ning the Rewards and State EvolutionIf we 
onsider the global performan
e of hybrid 
ell in terms of throughput and �nan
ialrevenue earned by the network operator, it is natural from the network operator's point ofview to maximize both aggregate network throughput and �nan
ial revenue. Ex
ept for a
ertain band of values of η (or log(η)), generally the aggregate throughput of an AP or NodeB
ell drops when an additional new mobile 
onne
ts to it (see Figures 2.2 & 2.3). However,the network operator gains some �nan
ial revenue from the mobile user at the same time.There is thus a trade-o� between revenue gain and the aggregate network throughput whi
hmotivates us to formulate a state-dependent linear (non-linear 
an also be 
onsidered) rewardas follows. The reward 
onsists of the sum of a �xed �nan
ial revenue pri
e 
omponent and
β times an aggregate network throughput 
omponent whi
h is state-dependent. Here β isan appropriate proportionality 
onstant. When a mobile of the dedi
ated arrival streams isrouted to the 
orresponding AP or NodeB, it generates a �nan
ial revenue of fAP and f3G,respe
tively. A mobile of the 
ommon stream generates a �nan
ial revenue of fAP3G→AP onbeing routed to the AP and fAP3G→3G on being routed to the NodeB. Any mobile that isreje
ted does not generate any �nan
ial revenue. The throughput 
omponent of the rewardis represented by the aggregate network throughput of the 
orresponding AP or NodeBnetwork to whi
h a newly arrived mobile 
onne
ts, taking into a

ount the 
hange in the stateof the system 
aused by this new mobile's 
onne
tion. Whereas, if a newly arrived mobilein a dedi
ated stream is reje
ted then the throughput 
omponent represents the aggregatenetwork throughput of the 
orresponding AP or NodeB network, taking into a

ount theun
hanged state of the system. For a reje
ted mobile belonging to the 
ommon stream, itis the maximum of the aggregate throughputs of the two networks that is 
onsidered.With the foregoing dis
ussion in mind, we may de�ne the reward fun
tions RAP , R3Gand RAP3G introdu
ed earlier in Se
tion 2.3 as,
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RAP (mc, η; a) =







β mc θAP (mc) : a = 0
fAP + β (mc + 1) θAP (mc + 1) : a = 1, mc < MAP

β mc θAP (mc) : a = 1, mc = MAP

(2.8)
R3G(mc, η; a) =







β N(η) θ3G(η) : a = 0
f3G + β N(η − ∆(η)) θ3G(η − ∆(η)) : a = 2, N(η) < M3G

β N(η) θ3G(η) : a = 2, N(η) = M3G

(2.9)
RAP3G(mc, η; a) =























max{β mc θAP (mc), β N(η) θ3G(η)} : a = 0
fAP3G→AP + β (mc + 1) θAP (mc + 1) : a = 1, mc < MAP

β mc θAP (mc) : a = 1, mc = MAP

fAP3G→3G + β N(η − ∆(η)) θ3G(η − ∆(η)) : a = 2, N(η) < M3G

β N(η) θ3G(η) : a = 2, N(η) = M3G(2.10)where, θAP (mc) and θ3G(η) have been de�ned earlier in Equations 2.4 and 2.6 and N(η) 
anbe obtained from Table 2.1. Also, based on the dis
ussion in Se
tion 2.4.1 we may de�nethe new states at departure events as,
(m′

c, η) = ((mc − 1) ∨ 0, η) and (mc, η
′) = (mc, (η + ∆(η)) ∧ 0.9), (2.11)for departures at AP and NodeB, respe
tively. Additionally, the following entities thatwere introdu
ed in Se
tion 2.3 may be de�ned as, Un(mc, η; 0) := Vn(mc, η), Un(mc, η; 1) :=

Vn((mc + 1) ∧MAP , η) and Un(mc, η; 2) := Vn(mc, (η − ∆(η)) ∨ 0.05) for θmin = 46 kbps(refer Table 2.1).2.5.2 Numeri
al AnalysisThe fo
us of our numeri
al analysis is to study the optimal asso
iation poli
y under anordinary network s
enario. We do not investigate in detail the e�e
ts of spe
i�
 TCPparameters and it is outside the s
ope of this work. Plugging Equations 2.8, 2.9, 2.10& 2.11 in the Dynami
 Programming Equation 2.3, we solve it for an ordinary s
enariousing the Value Iteration method [Put94℄. The s
enario that we 
onsider is as follows:
LTCP = 8000 bits (size of TCP pa
kets), LMAC = 272 bits, LIPH = 320 bits (size ofMAC and TCP/IP headers), LACK = 112 bits (size of MAC layer ACK), LRTS = 180bits, LCTS = 112 bits (size of RTS and CTS frames), Rdata = 11 Mbits/s, Rcontrol = 2Mbits/s (802.11 PHY data transmission and 
ontrol rates), CWmin = 32 (minimum 802.11
ontention window), TP = 144µs, TPHY = 48µs (times to transmit the PLCP preamble andPHY layer header), TDIFS = 50µs, TSIFS = 10µs (distributed inter-frame spa
ing time andshort inter-frame spa
ing time), Tslot = 20µs (slot size time), K = 7 (retry limit in 802.11
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iation in a WLAN & UMTS Hybrid Cellstandard), b0 = 16 (initial mean ba
k-o�), p = 2 (exponential ba
k-o� multiplier), γ = 0.8,
λAP = 0.03, λ3G = 0.03, λAP3G = 0.01, 1/ζ = 106 bits, β = 10−6, MAP = 18 and M3G = 18for θmin = 46 kbps, ᾱ = 0.9 for ITU Pedestrian A 
hannel, ī = 0.7, W = 3.84 M
ps andother values as illustrated in Table 2.1.The DP equation has been solved for three di�erent kinds of network setups. We�rst study the simple homogenous network 
ase where both networks are AP and hen
e anin
oming mobile belonging to the 
ommon stream is o�ered a 
onne
tion 
hoi
e between twoidenti
al AP networks. Next, we study an analogous 
ase where both networks are NodeBterminals. We study these two 
ases in order to gain some insight into 
onne
tion routingdynami
s in simple homogenous network setups before studying the third more 
omplex,hybrid AP-NodeB s
enario. Figures 2.4-2.8 show the optimal 
onne
tion routing poli
y forthe three network setups. Note that the plot in Figure 2.5 is in 3rd quadrant and the plotsin Figures 2.6-2.8 are in 2nd quadrant. In all these �gures a square box symbol (2) denotesrouting a mobile's 
onne
tion to the �rst network, a star symbol (∗) denotes routing to these
ond network and a 
ross symbol (×) denotes reje
ting a mobile all together.AP-AP homogenous 
ase: In Figure 2.4, optimal poli
y for the 
ommon stream in anAP-AP homogenous network setup is shown with fAP1AP2→AP1 = fAP1AP2→AP2 = 5 (withsome abuse of notation). The optimal poli
y routes mobiles of 
ommon stream to thenetwork whi
h has lesser number of mobiles than the other one. We refer to this behavioras mobile-balan
ing network phenomenon. This happens be
ause the total throughput ofan AP network de
reases with in
reasing number of mobiles (Figure 2.2). Therefore, an APnetwork with higher number of mobiles o�ers lesser reward in terms of network throughputand a mobile generates greater in
entive by joining the network with fewer mobiles. Alsonote that the optimal routing poli
y in this 
ase is symmetri
 and of threshold type with thethreshold swit
hing 
urve being the 
oordinate line y = x.NodeB-NodeB homogenous 
ase: Figure 2.5 shows optimal routing poli
y for the 
om-mon stream in a NodeB-NodeB homogenous network setup. With equal �nan
ial in
entivesfor the mobiles, i.e., f3G13G2→3G1 = f3G13G2→3G2 = 5 (with some abuse of notation), we ob-serve a very interesting swit
hing 
urve stru
ture. The state spa
e in Figure 2.5 is dividedinto an L-shaped region (at bottom-left) and a quadrilateral shaped region (at top-right) un-der the optimal poli
y. Ea
h region separately, is symmetri
 around the 
oordinate diagonalline y = x. Consider the point (log(η1), log(η2)) = (−0.79851,−1.4917) on logarithmi
 s
alein the upper triangle of the quadrilateral region. From Table 2.1 this 
orresponds to thenetwork state when load per user in the �rst NodeB network is 0.45 whi
h is more than theload per user of 0.225 in the se
ond NodeB network. Equivalently, there are less mobiles
onne
ted to the �rst network as 
ompared to the se
ond network. Ideally, one would expe
tnew mobiles to be routed to the �rst network rather than the se
ond network. However,a

ording to Figure 2.5 in this state the optimal poli
y is to route to the se
ond networkeven though the number of mobiles 
onne
ted to it is more than those in the �rst. We referto this behavior as mobile-greedy network phenomenon and explain the intuition behind itin the following paragraph. The routing poli
ies on boundary 
oordinate lines are 
learly
omprehensible. On y = −2.9957 line when the �rst network is full (i.e., with least possible
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Figure 2.5: Optimal poli
y for 
ommon �ow in NodeB-NodeB setup. First network:NodeB1, Se
ond network: NodeB2.load per user), in
oming mobiles are routed to se
ond network (if possible) and vi
e-versafor the line x = −2.9957. When both networks are full, in
oming mobiles are reje
ted whi
his indi
ated by the 
ross at 
oordinate point (x, y) = (−2.9957,−2.9957).The reason behind the mobile-greedy phenomenon in Figure 2.5 
an be attributedto the fa
t that in a NodeB network, the total throughput in
reases with de
reasing avg.load per user up to a parti
ular threshold (say ηthres) and then de
reases thereafter (seeFigure 2.3). Therefore, routing new mobiles to a network with lesser (but greater than
ηthres) load per user (greater number of mobiles) results in a higher reward in terms of totalnetwork throughput, than routing new mobiles to the other network with greater load peruser (lesser number of mobiles). However, the mobile-greedy phenomenon is only limited
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iation in a WLAN & UMTS Hybrid Cellto the quadrilateral shaped region. In the L-shaped region, the throughput of a NodeBnetwork de
reases with de
reasing load per user, 
ontrary to the quadrilateral region wherethe throughput in
reases with de
reasing load per user. Hen
e, in the L-shaped region higherreward is obtained by routing to the network having higher load per user (lesser numberof mobiles) than by routing to the network with lesser load per user (greater number ofmobiles). In this sense the L-shaped region shows similar 
hara
teristi
s to mobile-balan
ingphenomenon observed in AP-AP network setup (Figure 2.4).
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y for 
ommon �ow in AP-NodeB hybrid 
ell. First network:AP, Se
ond network: NodeB.AP-NodeB hybrid 
ell: We �nally dis
uss now the hybrid AP-NodeB network setup.Here we 
onsider �nan
ial revenue gains of fAP3G→AP = 5 and fAP3G→3G = 6 motivated bythe fa
t that a network operator 
an 
harge more for a UMTS 
onne
tion sin
e it o�ers alarger 
overage area. Moreover, UMTS equipment is more expensive to install and maintainthan WLAN equipment. In Figure 2.6, we observe that the state spa
e is divided into tworegions by the optimal poli
y swit
hing 
urve whi
h is neither 
onvex nor 
on
ave. Besides,in some regions of state spa
e the mobile-balan
ing network phenomenon is observed, whereas in some other regions the mobile-greedy network phenomenon is observed. In some sense,this 
an be attributed to the symmetri
 threshold type swit
hing 
urve and the symmetri
L-shaped and quadrilateral shaped regions in the 
orresponding AP-AP and NodeB-NodeBhomogenous network setups, respe
tively.Figures 2.7 and 2.8 show the optimal poli
ies for dedi
ated streams in an AP-NodeBhybrid 
ell with fAP = f3G = 0. The optimal poli
y a

epts new mobiles in the AP networkonly when there are none already 
onne
ted. This happens be
ause initially the networkthroughput of an AP is zero when there are no mobiles 
onne
ted and a non-zero reward isobtained by a

epting a mobile. Thereafter, sin
e fAP = 0 the poli
y reje
ts all in
omingmobiles due to de
rease in network throughput with in
reasing number of mobiles andhen
e de
rease in 
orresponding reward. Similarly, for the dedi
ated mobiles to the NodeBnetwork, the optimal poli
y a

epts new mobiles until the network throughput in
reases
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y for NodeB dedi
ated �ow in AP-NodeB hybrid 
ell(Figure 2.3) and reje
ts them thereafter due to absen
e of any �nan
ial reward 
omponentand de
rease in the network throughput. Note that we have 
onsidered zero �nan
ial gainshere (fAP = f3G = 0) to be able to exhibit existen
e of these threshold type poli
ies for thededi
ated streams.2.6 Con
lusionIn this 
hapter, we have 
onsidered globally optimal user-network asso
iation (load balan
-ing) in an AP-NodeB hybrid 
ell. To the best of our knowledge this study is the �rst of itskind. Sin
e it is infeasible to solve an SMDP formulation for an exhaustive set of networks
enarios, we have 
onsidered an ordinary network s
enario and 
omputed the optimal as-so
iation poli
y. Even though the 
hara
teristi
s of the solution to our parti
ular s
enario
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iation in a WLAN & UMTS Hybrid Cellare not depi
tive of the 
omplete solution spa
e, they 
an 
ertainly be helpful in a
quiringan intuition about the underlying dynami
s of user-network asso
iation in a hybrid 
ell.2.6.1 Alternate Approa
h with Individual OptimalityIn the following 
hapter we shall study the same user-network asso
iation problem from adi�erent perspe
tive. There the asso
iation problem is formulated within a non-
ooperativegame framework and individual optimality is studied. Though both 
hapters fo
us on user-network asso
iation, they are not dire
tly related sin
e the performan
e metri
 
onsideredin both 
hapters is di�erent: `total 
ell throughput' in this 
hapter and `average servi
etime' in the following 
hapter. Besides, it is only a matter of `operating poli
y' adopted bythe network operator, whether it prefers global performan
e optimization at the expense ofuser's 
hoi
e or whether it wants to provide more options to the user while being unsure ifthe individual user's 
hoi
e would result in globally optimal use of resour
es. Thus, we donot expli
itly 
ompare the results of Chapter 2 and 3.



Chapter 3
Individually Optimal User-Network As-so
iation in a WLAN & UMTS HybridCell
In this 
hapter, we study individually optimal user-network asso
iation in an integratedWLAN and UMTS hybrid 
ell. The asso
iation problem is formulated within a non-
ooperative game framework. In the formulation, mobile arrivals are assumed to followthe Poisson pro
ess and ea
h mobile 
onsiders its average servi
e time in ea
h network asthe de
ision 
riteria to 
onne
t to either of the WLAN or UMTS networks. We seek to
ompute the optimal asso
iation or de
ision poli
y that a
hieves the Nash equilibrium. Forthis we develop a generi
 system of linear equations for estimating the average servi
e timeof a mobile. This system is then solved assuming a parti
ular model for the WLAN andUMTS networks and we expli
itly 
ompute the optimal asso
iation poli
y that is observedto possess a des
ending stair
ase 
urve stru
ture.Note: The material in this 
hapter has appeared in [KAK07b℄. This work was sponsoredby Fran
e Tele
om R&D.

25



26 Chap. 3 Individually Optimal User-Network Asso
iation in a WLAN & UMTS Hybrid Cell3.1 Introdu
tionAs 802.11 WLANs and 3G UMTS 
ellular 
overage networks are being widely deployed,network operators are seeking to o�er seamless and ubiquitous 
onne
tivity for wirelessbroadband servi
es through integrated WLAN and UMTS hybrid networks. One of the
ore de
ision problems fa
ed in su
h a hybrid network is that of user-network asso
iation,i.e., de
ision of an arriving mobile user to 
onne
t to one of the two 
onstituent networks.We study this de
ision problem in the framework of individual optimality where arrivingmobile users sel�shly 
onne
t to one of the two networks (WLAN or UMTS) based onan individual de
ision 
ost 
riteria. This gives a non-
ooperative game stru
ture to thede
ision problem and we 
ompute the Nash equilibrium a
hieving optimal poli
y assuminga spe
i�
 network model for the WLAN and UMTS networks. To be more pre
ise 
onsidera hybrid network, 
omprising two independent 802.11 WLAN and 3G UMTS networks,that o�ers 
onne
tivity to mobile users arriving in the 
ombined 
overage area of these twonetworks. By independent we mean that transmission a
tivity in one network does not 
reateinterferen
e in the other. Our goal in this 
hapter is to study the dynami
s of individuallyoptimal user-network asso
iation in su
h a WLAN-UMTS hybrid network. An alternateapproa
h based on globally optimal user-network asso
iation is envisaged to be studied aspart of our future work. Note that we do not propose a full �edged 
ell-load or interferen
ebased 
onne
tion admission 
ontrol (CAC) poli
y in this 
hapter. We instead assume thata CAC pre
edes the asso
iation de
ision 
ontrol. A 
onne
tion admission de
ision is takenby the CAC 
ontroller before any mobile is allowed to 
onne
t to either of the WLAN orUMTS networks. Thereafter, the mobile's asso
iation de
ision only optimizes its individualperforman
e and it is not proposed as an alternative to the CAC de
ision.3.1.1 Related Work and ContributionsStudy of WLAN-UMTS hybrid networks is an emerging area of resear
h and not mu
hrelated work is available. Authors in some related papers [MYLR04, SLC03, LZ05, Jas03,VGN05, KRPR05, FC05℄ have studied issues su
h as verti
al handover and 
oupling s
hemes,integrated ar
hite
ture layout, radio resour
e management (RRM) and mobility manage-ment. However, questions related to user-network asso
iation have not been explored mu
h.Premkumar et al. in [PK06℄ propose a near optimal solution for a hybrid network within a
ombinatorial optimization framework, whi
h is di�erent from our approa
h. To the best ofour knowledge, ours is the �rst attempt to present a generi
 formulation of the user-networkasso
iation problem under a non-
ooperative game framework. Moreover, this work is the�rst we know of that obtains an expli
it threshold based poli
y for the WLAN-UMTS hybridnetwork model that we 
onsider.3.2 Framework for the De
ision Control ProblemA hybrid network may be 
omposed of several 802.11 WLAN A

ess Points (APs) and 3GUMTS Base Stations (NodeBs) that are operated by a single network operator. However,
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Figure 3.1: Hybrid 
ell s
enarioour fo
us is only on a single pair of an AP and a NodeB that are lo
ated su�
iently 
loseto ea
h other so that mobile users arriving in the 
ombined 
overage area of this AP-NodeBpair have a 
hoi
e to 
onne
t to either of the two networks. We 
all the 
ombined 
overagearea of a single AP 
ell and a single NodeB mi
ro-
ell [HT01℄ as a hybrid 
ell. The 
ell
overage radius of a UMTS mi
ro-
ell is usually around 400m to 1000m whereas that of aWLAN 
ell varies from a few tens to a few hundreds of meters. Therefore, some mobilesarriving in the hybrid 
ell may only be able to 
onne
t to the NodeB, either be
ause theyfall outside the transmission range of the AP or they are equipped with only 3G te
hnologyele
troni
s. While other mobiles that are equipped with only 802.11 te
hnology 
an 
onne
tex
lusively to the WLAN AP. Apart from these two 
ategories, mobiles equipped with both802.11 WLAN and 3G UMTS te
hnologies 
an 
onne
t to any one of the two networks.The de
ision to 
onne
t to either of the two networks may involve a 
ost 
riteria basedon the average servi
e time of a mobile in the hybrid network. Moreover, the 
onne
tion orasso
iation de
ision involves two di�erent possible de
ision makers, the mobile user and thenetwork operator. We fo
us only on the individually optimal 
ontrol problem in whi
h themobile users take a sel�sh de
ision to 
onne
t to one of the two networks while optimizingonly their own individual 
osts. In Se
tion 3.3, we motivate a non-
ooperative game formu-lation for this problem. Our game formulation is a generi
 formulation of the user-networkasso
iation problem in a WLAN-UMTS hybrid network and is independent of the networkmodel assumed for WLAN and UMTS networks. Thereafter in Se
tion 3.5, we solve theproblem assuming a parti
ular network model des
ribed in Se
tion 3.4.3.2.1 Mobile ArrivalsWe model the hybrid 
ell of an 802.11 WLAN AP and a 3G UMTS NodeB as a two-serverpro
essing system (Figure 3.1) with ea
h server having a separate �nite 
apa
ity ofMAP and
M3G mobiles, respe
tively. For simpli�
ation we assume that mobile users are stationary,having no mobility. As dis
ussed previously, mobiles are 
onsidered as 
andidates to 
onne
t
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iation in a WLAN & UMTS Hybrid Cellto the hybrid 
ell only after being admitted by a CAC su
h as the one des
ribed in [YK05℄.Assuming mobile arrivals to be Poisson it 
an be easily shown using the PASTA property(Poisson arrivals see time averages) that mobile arrivals after the CAC are also Poissonwith a redu
ed e�e
tive arrival rate. The redu
ed e�e
tive arrival rate 
an be obtained byin
orporating the fra
tion of mobiles that are dropped by the CAC. Some of the mobiles(after they have been admitted by the CAC) 
an 
onne
t only to the WLAN AP and someothers only to the UMTS NodeB. These two set of mobiles (or sessions) are ea
h assumedto 
onstitute two separate dedi
ated arrival streams with e�e
tive Poisson rates λAP and
λ3G, respe
tively. The remaining set of mobiles whi
h 
an 
onne
t to both networks form a
ommon arrival stream with e�e
tive Poisson rate λAP3G. The mobiles of the two dedi
atedstreams dire
tly join their respe
tive AP or NodeB network without any 
onne
tion de
ision
hoi
e involved. Mobiles of the 
ommon stream de
ide to 
onne
t to one of the two networkswhile optimizing their own 
ost.3.2.2 Servi
e Requirements and Departure RatesIt is assumed that all arriving mobiles have a downlink data servi
e requirement whi
h isexponentially distributed with parameter ζ . In other words, every arriving mobile seeksto download a data �le of average size 1/ζ bits on the downlink. Let θAP (mc) denote thedownlink pa
ket (or �le) throughput of ea
h mobile in the AP network when mc mobiles are
onne
ted to it at any given instant. If ηj denotes the load fa
tor of a mobile j in the NodeB
ell (see Chapter 8 in [HT01℄) then θ3G(ηj) denotes the downlink pa
ket (or �le) throughputof this mobile in the NodeB network. With these notations, the e�e
tive departure rates ofmobiles (or sessions) in ea
h server (or network) 
an be denoted by,

µAP (mc) = ζ × θAP (mc) (3.1)and
µ3G(ηj) = ζ × θ3G(ηj), (3.2)where, µAP (mc) is identi
al for ea
h mobile in the AP network and µ3G(ηj) is di�erent forea
h mobile j in the NodeB network and is a fun
tion of its load fa
tor, ηj . The load fa
tor,

ηj, in turn depends on the lo
ation of mobile j in the NodeB 
ell.3.3 Non-
ooperative Game FormulationAs dis
ussed earlier, a mobile arriving in the 
ommon stream sel�shly de
ides to join oneof the two networks so that its own 
ost is optimized. We 
onsider the average servi
e timeof a mobile as the de
ision 
ost 
riteria and an in
oming mobile 
onne
ts to either the APor NodeB network depending on whi
h of them o�ers the minimum average servi
e time.Servi
e time here represents the time required for a mobile to a

omplish its �le download.Therefore, higher is the pa
ket throughput a
hieved by a mobile, lesser will be its servi
etime. We develop this model as an extension to the framework of [AS98℄ where an in
oming
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an either join a shared server with a PS servi
e me
hanism or any of several dedi
atedservers. Based on the estimate of its expe
ted servi
e time on ea
h of the two servers, auser takes a de
ision to join the server on whi
h its expe
ted servi
e time is least. Thisframework 
an be readily applied to our hybrid 
ell s
enario so that the AP is modeled bythe shared server and the dedi
ated DCH 
hannels [HT01℄ of the NodeB are modeled bythe dedi
ated servers. For simpli
ity, we refer to the several dedi
ated servers in [AS98℄ asone single dedi
ated server that 
onsists of a pool of dedi
ated servers. Then the NodeB
omprising dedi
ated DCH 
hannels is modeled by this single dedi
ated server and this typeof framework then �ts well with our original setting in Se
tion 3.2. We thus preserve thetwo-server pro
essing system as in Figure 3.1.As mentioned earlier, the mobiles of dedi
ated streams dire
tly join their respe
tiveAP or NodeB network. Mobiles arriving in the 
ommon stream de
ide to join one of the twonetworks based on their estimate of the expe
ted servi
e time in ea
h one of them. However,an estimate of the expe
ted servi
e time of an arriving mobile j must be made taking intoa

ount the e�e
t of subsequently arriving mobiles. But these subsequently arriving mobilesare themselves fa
ed with a similar de
ision problem and hen
e their de
ision will a�e
t theperforman
e of mobile j (whi
h is presently attempting to 
onne
t) or other mobiles alreadyin servi
e. This dependan
e thus indu
es a non-
ooperative game stru
ture to the de
isionproblem and we seek here to study the Nash equilibrium solution of the game. The existen
e,uniqueness and stru
ture of the equilibrium point have been proved in [AS98℄ already. Herewe seek to analyti
ally determine the servi
e time estimate (Se
tion 3.3.2) and expli
itly
ompute the equilibrium a
hieving threshold poli
y (Se
tion 3.5). But before pro
eedingfurther in this dire
tion, we brie�y present below a ba
kground on the results of [AS98℄adapted to our hybrid 
ell framework.3.3.1 Ba
kgroundA de
ision rule (or poli
y) for a new mobile is represented by a fun
tion u : {0, 1, . . . ,MAP −
1} → [0, 1], where MAP is the 
apa
ity of the AP network. Thus for ea
h possible state ofthe AP network denoted by number of mobiles already 
onne
ted, mc, a new mobile takesa randomized de
ision u(mc) ∈ [0, 1], that spe
i�es the probability of 
onne
ting to the AP.
1− u(mc) then represents either the probability of 
onne
ting to the NodeB or abandoningto seek a 
onne
tion altogether if both networks are full to their 
apa
ity. A poli
y pro�le
π = (u1, u2, u3, . . .) is de�ned as a 
olle
tion of de
ision rules followed by all arriving mobilesindexed 1, 2, 3, . . ..De�ne VAP (mc, π) as the expe
ted servi
e time of a mobile in the AP network, giventhat it joins that network when mc mobiles are already 
onne
ted and all subsequentlyarriving mobiles follow the poli
y pro�le π. Mobiles in a NodeB network are allo
ated thededi
ated DCH 
hannels on whi
h they are guaranteed throughputs greater than a worst 
aselower bound [HT01℄. Equivalently, they are guaranteed servi
e times lesser than a worst 
aseupper bound. For simpli�
ation we assume a worst 
ase estimate for the expe
ted servi
etime of a mobile in the NodeB network. Denote µ̂3G

∆
= minηj

µ3G(ηj) and let τ ∆
= 1/µ̂3G



30 Chap. 3 Individually Optimal User-Network Asso
iation in a WLAN & UMTS Hybrid Cellbe the maximum (or worst 
ase) servi
e time of a mobile j in the NodeB 
ell, whi
h isindependent of its load fa
tor ηj .Now, for some q (q ∈ [0, 1], q ∈ R), de�ne the de
ision poli
y u(mc) to be the bestresponse of a new mobile (against the poli
y pro�le π = (u1, u2, u3, . . .) followed by allsubsequently arriving mobiles), if,
u(mc) =







1 : VAP (mc, π) < τ
q : VAP (mc, π) = τ
0 : VAP (mc, π) > τFurther, de�ne a spe
ial kind of poli
y namely the threshold type poli
y as follows.Given q and L su
h that q ∈ [0, 1], q ∈ R and L ∈ Z

+ ∪ {0}, an L, q threshold poli
y uL,q isde�ned as,
uL,q(mc) =







1 : mc < L
q : mc = L
0 : mc > L

(3.3)This L, q threshold poli
y will be denoted by [L, q] or more 
ompa
tly by [g] where g = L+q.Note that the threshold poli
ies [L, 1] and [L+ 1, 0] are identi
al. We also use the notation
[g]∞ ≡ [L, q]∞ to denote the poli
y pro�le π = ([g], [g], . . .).Now, it has been proved in Theorem 1 in [AS98℄ that a Nash equilibrium a
hievingde
ision poli
y (or simply an equilibrium poli
y), u∗(mc), exists, and it is a
tually thethreshold poli
y, [L∗, q∗], whi
h 
an be 
omputed as follows. If

VAP (MAP − 1, [MAP ]∞) < τ,then [L∗, q∗] = [MAP , 0]. Otherwise, let
Lmin

∆
= min{L ∈ Z

+ ∪ {0} : VAP (L, [L, 1]∞) > τ}.Now, if
VAP (Lmin, [Lmin, 0]∞) ≥ τ,then the threshold poli
y is given by [L∗, q∗] = [Lmin, 0]. Else if
VAP (Lmin, [Lmin, 0]∞) < τ,then it is given by [L∗, q∗] = [Lmin, q∗], where q∗ is the unique solution of the equation,
VAP (Lmin, [Lmin, q∗]∞) = τ. (3.4)For expli
itly 
omputing the equilibrium poli
y [L∗, q∗] we thus need to 
ompute

VAP (L, [L, 1]∞) for all possible values of L.
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ooperative Game Formulation 313.3.2 Determining Expe
ted Servi
e Time in APThe entity equivalent to VAP (mc, π) in [AS98℄ has been derived using 
onstant departurerates. This s
enario di�ers from our hybrid 
ell framework, sin
e we 
onsider a state de-pendent departure rate, µAP (mc), for the shared AP server and moreover in our frameworkwe have dedi
ated arrivals in addition to the 
ommon arrivals. Due to this di�eren
e we
an not adopt the derivation of the entity equivalent to VAP (mc, π) in [AS98℄. Therefore,with the state dependent departure rate, µAP (mc), we now 
ompute VAP (mc, π) analyti
allyhere. For notational 
onvenien
e if we de�ne,
V (mc)

∆
= VAP (mc, [L, q]

∞), 0 ≤ mc ≤ MAP − 1,then the set of indeterminates {V (mc) : 0 ≤ mc ≤MAP−1} 
an be obtained as a solution ofthe following system ofMAP linear equations, where α ∆
= λAP+λAP3G+µAP (mc) (dependen
eof α on mc has been suppressed in the notation):Case 1: 4 ≤ L ≤MAP − 2,

V (0) =
1

α
+
λAP + λAP3G

α
V (1)

V (mc) =
1

α
+
µAP (mc)

α

mc

mc + 1
V (mc − 1)

+
λAP + λAP3G

α
V (mc + 1), 1 ≤ mc ≤ L− 2

V (L− 1) =
1

α
+
µAP (L− 1)

α

L− 1

L
V (L− 2)

+
λAP + q λAP3G

α
V (L) +

λAP3G

α
(1 − q)V (L− 1)

V (L) =
1

λAP + µAP (L)
+

µAP (L)

λAP + µAP (L)

L

L+ 1
V (L− 1)

+
λAP

λAP + µAP (L)
V (L+ 1)

V (mc) =
1

λAP + µAP (mc)
+

µAP (mc)

λAP + µAP (mc)

mc

mc + 1

× V (mc − 1) +
λAP

λAP + µAP (mc)
V (mc + 1),

L+ 1 ≤ mc ≤MAP − 2

V (MAP − 1) =
1

µAP (MAP − 1)
+
MAP − 1

MAP

V (MAP − 2)

(3.5)
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iation in a WLAN & UMTS Hybrid CellCase 2: L = MAP − 1,
V (0) =

1

α
+
λAP + λAP3G

α
V (1)

V (mc) =
1

α
+
µAP (mc)

α

mc

mc + 1
V (mc − 1)

+
λAP + λAP3G

α
V (mc + 1), 1 ≤ mc ≤ L− 2

V (L− 1) =
1

α
+
µAP (L− 1)

α

L− 1

L
V (L− 2)

+
λAP + q λAP3G

α
V (L) +

λAP3G

α
(1 − q)V (L− 1)

V (L) =
1

µAP (L)
+

L

L+ 1
V (L− 1).

(3.6)
Ea
h of the above equations says that the expe
ted servi
e time of a new mobile inAP 
ell (V (mc)), when mc other mobiles are 
onne
ted, is given by the expe
ted time tillthe next event (either arrival or departure) plus the expe
ted servi
e time from this eventonwards. Note that mc = MAP need not be 
onsidered sin
e in that 
ase the AP 
ellwill be full to its 
apa
ity and 
an not a

ept a new mobile. The above system of MAPlinear equations in the framework of the non-
ooperative game formulation is a very generi
formulation of our user-network asso
iation de
ision problem and it 
an be solved using anyparti
ular WLAN and UMTS network models. In Se
tion 3.5, we will solve this problemassuming a spe
i�
 de�nition for the pa
ket throughputs (or departure rates) obtained fromspe
i�
 models for the WLAN and UMTS networks. We �rst present these network modelsin the following se
tion along with some assumptions.3.4 WLAN and UMTS Network ModelsBefore dis
ussing the network models adopted from previous work, we �rst state below someassumptions along with their justi�
ation. Sin
e the bulk of data transfer for a mobile en-gaged in streaming or intera
tive (HTTP like) data transmission is 
arried over the downlink(AP to mobile or NodeB to mobile) and sin
e TCP is the most 
ommonly used transportproto
ol (streaming proto
ols based on TCP also exist, e.g., Real Time Streaming Proto
ol),we are interested in network models for 
omputing TCP throughput on only downlink.3.4.1 Assumptions3.4.1.1 Assumption on QoS and TCPWe assume a single QoS 
lass of arriving mobiles so that ea
h mobile has an identi
alminimum downlink throughput requirement of θmin, i.e., ea
h arriving mobile must a
hieve
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ket throughput of at least θmin bps in either of the two networks.Several versions of TCP have been proposed in literature for wireless environments.For our purposes we assume that the wireless TCP algorithm operates in split mode [TXA05℄.In brief, the split mode divides a TCP 
onne
tion into wireless and wired portions, and a
ksare generated for both portions separately. Therefore, in our hybrid 
ell s
enario TCP a
ksare generated separately for the single hop between mobiles and AP or NodeB. We alsoassume that TCP a
ks are not delayed and every re
eived data pa
ket is a
knowledged withan a
k. It is further assumed that ea
h mobile's or re
eiver's advertised window W ∗ is setto 1 in the wireless portion of TCP proto
ol.3.4.1.2 Resour
e allo
ation in AP and NodeBWe assume saturated resour
e allo
ation in the downlink of AP and NodeB networks. Spe
if-i
ally, this assumption for the AP network means that the AP is saturated and has in�nitelymany pa
kets ba
klogged in its transmission bu�er. In other words, there is always a pa
ketin the AP's transmission bu�er waiting to be transmitted to ea
h of the 
onne
ted mobiles.With this assumption, mobiles 
an be allo
ated downlink pa
ket throughputs greater thantheir QoS requirements of θmin and 
ell resour
es in terms of transmission opportunities(TxOPs) on the downlink will be maximally utilized.In the NodeB network the saturated resour
e allo
ation assumption implies that atany given instant the NodeB 
ell resour
es on downlink are fully utilized. This is analogousto the maximal utilization of TxOPs in the AP network dis
ussed in previous paragraph.With this maximum resour
e allo
ation assumption even if a mobile has a minimum pa
ketthroughput requirement of only θmin bps, it 
an a
tually be allo
ated a higher throughputif additional unutilized 
ell resour
es are available.3.4.1.3 Justi�
ationThe assumption of W ∗ being set to 1 is required for the WLAN model that we adopt and infa
t it is known to provide the best performan
e of TCP in a single hop 
ase (see [ea03, LP05℄and referen
es therein).Saturated resour
e allo
ation is a standard assumption, usually adopted to simplifymodeling of 
omplex network frameworks like those of WLAN and UMTS (see for e.g.,[HT01, KAMG05a℄).3.4.2 Downlink Throughput in 802.11 WLAN APWe reuse the downlink TCP throughput formula for a mobile in an 802.11 WLAN from[MKA06℄. For 
ompleteness, here we brie�y mention the network model that has beenextensively studied in [MKA06℄ and then simply restate the throughput expression withoutgoing into mu
h details.Ea
h mobile 
onne
ted to the AP uses the Distributed Coordination Fun
tion (DCF)proto
ol with an RTS/CTS frame ex
hange before any data-a
k frame ex
hange and ea
hmobile (in
luding the AP) has an equal probability of the 
hannel being allo
ated to it. The
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iation in a WLAN & UMTS Hybrid CellAP does not employ any rate 
ontrol algorithm and transmits at a �xed PHY data rate of
Rdata bps to all mobiles. With the assumption of W ∗ being set to 1 (Se
tion 3.4.1), anymobile will always have a TCP a
k waiting to be sent ba
k to the AP with probability 1/2,whi
h is also the probability that it 
ontends for the 
hannel. This is however true onlyfor those versions of TCP that do not use delayed a
ks. If the AP is always saturated orba
klogged, the average number of ba
klogged mobiles 
ontending for the 
hannel is givenby mb = 1 + mc

2
. Based on this assumption and sin
e for any 
onne
tion an a
k is sent bythe mobile for every TCP pa
ket re
eived, the downlink TCP throughput of a single mobileis given by Se
tion 3.2 in [MKA06℄ as,

θAP (mc) =
LTCP

mc(TTCPdata + TTCPack + 2Ttbo + 2Tw)
, (3.7)where LTCP is the size of TCP pa
kets and TTCPdata and TTCPack are the raw transmissiontimes of a TCP data and a TCP a
k pa
ket, respe
tively. Ttbo and Tw denote the mean totaltime spent in ba
k-o� and the average total time wasted in 
ollisions for any su

essful pa
kettransmission and are 
omputed assuming mb ba
klogged mobiles. The expli
it expressionsfor TTCPdata, TTCPack, Ttbo and Tw 
an be referred to in [MKA06℄. However, we mentionhere that they depend on 
ertain quantities whose numeri
al values have been provided inSe
tion 3.5. Note that independent of their lo
ation in the AP 
ell, all mobiles a
hieve equaldownlink TCP throughputs (given by Equation 3.7) in a fair manner [MKA06℄.3.4.3 Downlink Throughput in 3G UMTS NodeBWe 
onsider a standard model for data transmission on downlink in a 3G UMTS NodeB
ell. Let W be the WCDMA modulation bandwidth and if SINRj denotes the signal tointerferen
e plus noise ratio re
eived at a mobile j then its energy per bit to noise densityratio is given by,

(

Eb
No

)

j

=
W

θ3G
× SINRj . (3.8)From Chapter 8 in [HT01℄ we 
an then say that in a NodeB 
ell with saturated resour
eallo
ation, the downlink TCP throughput, θ3G, of any mobile j as a fun
tion of its loadfa
tor ηj is given by,

θ3G(ηj) =
ηjW

(Eb/No)j (1 − αj + ij)
, (3.9)where ij and αj are mobile j's inter-
ell to intra-
ell interferen
e ratio and orthogonalityfa
tor, respe
tively (see Se
tion 8.2.2.2 in [HT01℄).It is to be noted here that the required (Eb/No)j ratio by ea
h mobile j is a fun
tionof its throughput. Also, if ea
h mobile operates at its minimum throughput requirement of

θmin then we 
an easily 
ompute the 
apa
ity, M3G, of the 
ell as,
M3G =

∑

j

ηjW

θmin (Eb/No)j (1 − αj + ij)
, (3.10)
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. 3.5 Computing the Equilibrium Poli
y 35where, the summation is over all mobiles in the NodeB 
ell. Note that the load fa
tor, ηj ,of a mobile j de
reases with in
reasing number of total mobiles in a NodeB 
ell [HT01℄.For some values of ηj in the interval [0.09, 0.9] and θmin = 115 kbps, Table 2.1 inprevious 
hapter shows the SINR (fourth 
olumn) re
eived at any mobile j as a fun
tion ofits load fa
tor (�rst 
olumn). Note that we 
onsider a maximum load fa
tor of 0.9 and not 1in order to avoid instability 
onditions in the 
ell. These values of SINR have been obtainedfrom radio layer simulations of a NodeB 
ell. The �fth 
olumn shows the downlink pa
ketthroughput with a blo
k error rate (BLER) of 10−2 that 
an be a
hieved by a mobile as afun
tion of the SINR observed at that mobile. And the sixth 
olumn lists the 
orrespondingvalues of (Eb/No)j ratio (obtained from Equation 3.8) that are required at mobile j tosu

essfully de
ode NodeB's transmission.3.5 Computing the Equilibrium Poli
yWith the network models de�ned in previous se
tion, we now solve the system ofMAP linearequations in order to obtain the set of indeterminates {V (mc) : 0 ≤ mc ≤ MAP − 1} and�nally the equilibrium threshold poli
y [L∗, q∗], as des
ribed in Se
tion 3.3. The fo
us ofour numeri
al analysis here is to study the equilibrium poli
y under an ordinary networks
enario. We do not investigate in detail the e�e
ts of spe
i�
 TCP parameters and itis outside the s
ope of this work. The network s
enario that we 
onsider is as follows:
LTCP = 8000 bits (size of TCP pa
kets), LMAC = 272 bits, LIPH = 320 bits (size ofMAC and TCP/IP headers), LACK = 112 bits (size of MAC layer ACK), LRTS = 180bits, LCTS = 112 bits (size of RTS and CTS frames), Rdata = 11 Mbits/s, Rcontrol = 2Mbits/s (802.11 PHY data transmission and 
ontrol rates), CWmin = 32 (minimum 802.11
ontention window), TP = 144µs, TPHY = 48µs (times to transmit the PLCP preambleand PHY layer header), TDIFS = 50µs, TSIFS = 10µs (distributed inter-frame spa
ing timeand short inter-frame spa
ing time), Tslot = 20µs (slot size time), K = 7 (retry limit in802.11 standard), b0 = 16 (initial mean ba
k-o�), p = 2 (exponential ba
k-o� multiplier),
λAP = 3, λ3G = 3, λAP3G = 10, 1/ζ = 105 bits, αj ∈ [0.6, 0.9] uniformly randomly [HT01℄,
ij ∈ [0.4, 0.7] uniformly randomly [HT01℄ and W = 3.84 M
ps.Plugging Equation 3.7 in Equation 3.1 and then Equation 3.1 in the system of MAPlinear equations, it 
an be solved with mc = L and q = 1 to obtain VAP (L, [L, 1]∞) fordi�erent values of L. Figure 3.2 shows an example plot of VAP (L, [L, 1]∞) for 1/ζ = 105bits, λAP = 3, MAP = 10 and other numeri
al values for various entities in WLAN andUMTS networks being those listed in the previous paragraph.Assuming a 
ertain NodeB 
ell 
apa
ity, M3G, τ 
an be 
omputed from its de�nition,Equation 3.10 and Table 2.1. Knowing τ , one 
an 
ompute Lmin from Figure 3.2. It issimply the smallest integer value of L for whi
h VAP (L, [L, 1]∞) > τ . Using this valueof Lmin one 
an �nally 
ompute q∗ from Equation 3.4 whi
h will give us the equilibriumthreshold poli
y.As an example, a 
apa
ity of M3G = 10 (i.e., θmin = 115 kbps from Equation 3.10 and
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Figure 3.3: g∗ v/s λAP3G for λAP = 3, MAP = 10 and τ = 2.5Table 2.1) and λAP = 3 gives rise to a value of τ = 2.5. For τ = 2.5, we obtain di�erentvalues of Lmin for di�erent values of λAP3G from Figure 3.2. Finally, these values of Lmin arethen used to 
ompute q∗ from Equation 3.4 and Figure 3.3 shows a plot of the equilibriumthreshold, g∗ = L∗+q∗ = Lmin+q∗, against various values of λAP3G. In this �gure a value of
g∗ = 7.34 implies that L∗ = 7 and q∗ = 0.34. We 
learly observe here that the equilibriumthreshold has a spe
ial stru
ture of des
ending stair
ase with in
reasing arrival rate (λAP3G)of mobiles in 
ommon stream. This spe
ial stru
ture is due to the way the threshold typepoli
y has been de�ned in Equation 3.3. As the value of λAP3G in
reases the equilibriumthreshold de
reases. This implies that for high values of λAP3G (> 44), it is (individually)optimal for mobiles of 
ommon stream to join the AP network (w.p. 1) only if there are lessthan 6 mobiles already 
onne
ted to AP. Otherwise, it is (individually) optimal for themto 
onne
t to the NodeB network (see Equation 3.3). For low values of λAP3G (< 28), it
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lusion 37is (individually) optimal for 
ommon stream mobiles to join the AP even if there are 7 or
8 (or less) mobiles already 
onne
ted to AP. Re
all that the AP 
ell 
apa
ity 
onsideredin this example is MAP = 10. For 
ertain values of λAP3G we get a non-integer threshold.This implies that (individually) optimal performan
e (in terms of average servi
e time ofea
h mobile) is a
hieved when the 
ommon stream mobiles 
onne
t to AP with a 
ertainprobability (q∗, or q in Equation 3.3) and to NodeB otherwise.3.6 Con
lusionIn this 
hapter, we have 
onsidered individually optimal user-network asso
iation in an AP-NodeB hybrid 
ell. To the best of our knowledge this study is the �rst of its kind. Sin
e it isinfeasible to obtain the equilibrium poli
y for an exhaustive set of network s
enarios, we have
onsidered here an ordinary network s
enario and expli
itly 
omputed the equilibrium poli
y.Even though the 
hara
teristi
s of the solution to our parti
ular s
enario are not depi
tiveof the 
omplete solution spa
e, they 
an 
ertainly be helpful in a
quiring an intuition aboutthe underlying dynami
s of individually optimal user-network asso
iation in a hybrid 
ell.
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Chapter 4
On the Ine�
ien
y of 802.11 MAC Pro-to
ol under Non-Cooperative Control
The IEEE 802.11 MAC proto
ol, DCF (Distributed Coordination Fun
tion), allows nodes ina WLAN to 
hoose an appropriate PHY data transmission rate for ea
h frame transmission.For this purpose, several auto-rate sele
tion algorithms have been proposed in the literatureand most of them allow nodes to adapt their rates non-
ooperatively, by de�nition. Undera non-
ooperative game setting, ea
h node would 
hoose its rate so as to optimize its own,appropriately de�ned payo�. In this 
hapter, we formulate a payo� fun
tion 
omprisingof throughput and 
osts related to power 
onsumption and derive expli
it expressions forthe optimal rates under non-
ooperative and 
ooperative rate sele
tion. We 
onsider opti-mization problems for both �nite number of nodes n and for the limit n → ∞ and singlenode throughputs 
orresponding to the optimal PHY rate under non-
ooperative game are
ompared with those obtained under a 
ooperative sele
tion of optimal PHY rates. The
omparisons reveal that network performan
e in the non-
ooperative game s
enario is inef-�
ient as 
ompared to the 
ooperative s
enario.Note: The material in this 
hapter has appeared in [AKKV05b℄.

39
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ien
y of 802.11 MAC Proto
ol under Non-Cooperative Control4.1 Introdu
tionMobile devi
es and Wireless lo
al area networks (WLANs) based on the IEEE 802.11 te
h-nologies are be
oming more and more popular. The te
hnologi
al 
hallenge for these devi
esis to a
hieve maximum throughput levels 
onstrained by the limited available power sour
esand operating physi
al data rates. While power is limited due to the limited amount ofutilizable battery energy, operating physi
al data rates depend on the di�erent modulationand 
hannel 
oding s
hemes used. For example, the 802.11b PHY (physi
al layer) provides4 PHY data rates ranging from 1 to 11 Mbps at the 2.4 GHz band and the high-speed802.11a PHY, whi
h has been developed to extend the 802.11 operation in the 5 GHz un-li
ensed band, provides 8 PHY data rates starting from 6 up to 54 Mbps. Power 
ontroland PHY data rate 
ontrol are two 
entral me
hanisms that are 
riti
al in a
hieving ane�
ient fun
tioning of a WLAN. Power 
ontrol and rate 
ontrol are also very often usedfor providing quality of servi
e (QoS) and both are useful for obtaining a radio 
hannelwith a low bit error rate (BER). In 
ellular networks, �xed rate servi
es are often proposed,where power 
ontrol is used to guarantee a required signal to interferen
e ratio (SIR), seee.g. [Yat95, WB01, JZS04℄. However, in IEEE 802.11a/b/g, power 
ontrol is not a de fa
tostandard. In fa
t, the operating distan
e of 802.11a/b/g devi
es de
reases with in
reas-ing PHY rate and thus additional power 
ontrol is required. Only 802.11h whi
h is beingdeveloped as an extension of 802.11a in
ludes Transmission Power Control (TPC).The IEEE 802.11 spe
i�
ation for mobile devi
es allows 
ustomization of 
ertain 
rit-i
al operation parameters like PHY data rate and MAC layer frame size and any man-ufa
turer or even user 
an adaptively sele
t the PHY data transmission rates a

ordingto their own 
riteria, like for example the 
hannel SNR. For this purpose, several auto-rate sele
tion algorithms [KL97, HVB01, GCNC01, AKKD01, QCJS03℄ have been proposedin the literature and most of them allow WLAN nodes to adapt their PHY rates non-
ooperatively, by de�nition. These algorithms or 
ontrol s
hemes either 
onsider only rate
ontrol [KL97, HVB01℄ or only power 
ontrol [GCNC01, AKKD01℄ to optimize some kindof a utility or 
ost fun
tion, for example the appli
ation throughput or node's power 
on-sumption. Some other s
hemes like MiSer [QCJS03℄ use both rate and power 
ontrol tomaximize the energy e�
ien
y whi
h is de�ned as the ratio of the expe
ted delivered datapayload to the expe
ted total energy 
onsumption. However, all these s
hemes operate onlyin a non-
ooperative game setting. That is, they attempt to optimize an individual node'sperforman
e in terms of throughput or power 
onsumption. But optimizing an individualnode's performan
e may 
ause the overall network performan
e to su�er. Interestingly,Tan et al. in [TG05℄ have 
on�rmed this possible behavior. They have shown using bothsimulations and a game-theoreti
 approa
h that in a non-
ooperative game s
enario underDCF, a �rational� node may a
hieve a higher throughput by using a lower transmission ratethan by using a higher transmission rate, but at the expense of a redu
ed overall networkthroughput.In this 
hapter, we analyti
ally demonstrate the ine�
ien
y of DCF proto
ol undernon-
ooperative rate 
ontrol. The s
ope of this work is not to propose a distributed 
oopera-tive s
heme as an alternative to the existing non-
ooperative auto-rate sele
tion algorithms.
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. 4.1 Introdu
tion 41We only fo
us on illustrating the ine�
ien
y of non-
ooperative rate sele
tion. We formu-late a generi
 payo� fun
tion Wn for n nodes whi
h 
omprises a utility part representingthe throughput and a 
ost part related to power 
onsumption. The utility or throughputis modeled by an expli
it expression of the throughput of a node in a typi
al WLAN andpower 
onsumption 
osts are modeled in two di�erent ways, using a linear and an exponen-tial relation between power 
onsumption and PHY rates. This kind of a payo� fun
tion
ould be a generalization of the optimization obje
tive of any of the auto-rate sele
tion al-gorithms mentioned in the previous paragraph. We 
onsider optimizing either the a
hievedaggregate network (WLAN 
ell) throughput (
ooperative approa
h) or an individual node'sa
hieved throughput (in a non-
ooperative setup) and obtain expli
it expressions for theoptimal PHY data rates in ea
h 
ase. In the 
ooperative 
ase the global payo� 
ompris-ing the total network throughput and total power 
onsumption 
osts of all mobile nodesis maximized. In the non-
ooperative game 
ase, ea
h player seeks to maximize its ownpayo� and the 
orresponding solution 
on
ept is then the Nash equilibrium. The optimalPHY rates that we obtain analyti
ally in ea
h of the two 
ases would be the rates that thepreviously mentioned auto-rate sele
tion algorithms would ideally apply in order to a
hievean optimal performan
e of the network in terms of the payo� fun
tion and its 
omposites.However, by 
omparing single node throughputs of ea
h node at optimal operation in thetwo di�erent 
ases of 
ooperative and non-
ooperative settings, it is observed here thatthe non-
ooperative setting is ine�
ient. At optimal operation in ea
h of the two settings,single node throughputs under the non-
ooperative game setting are worse than in the 
o-operative setting. Indeed, the DCF proto
ol as it is de�ned today does not give the bestperforman
e in a non-
ooperative setting and 
an be improved to a
hieve higher overallnetwork e�
ien
y.In the 
ooperative 
ontrol analysis, we seek to maximize the payo� with two di�erentapproa
hes: (i) global multirate approa
h, where we allow ea
h node to use a di�erent PHYrate and seek to obtain the optimal rate for ea
h node. In this approa
h, the optimalPHY rate used by ea
h node will depend on its 
hannel 
onditions; (ii) max-min approa
h,where we obtain an optimal fair assignment of PHY rates to all nodes irrespe
tive of their
hannel 
onditions (of 
ourse, this means that a 
hannel with bad 
onditions will have touse larger power). In the non-
ooperative game analysis, only multirate assignment of PHYrates is 
onsidered whi
h is similar to the global multirate 
ase in 
ooperative 
ontrol. Eventhough we use simple di�erential 
al
ulus to solve the optimization problems, our main
ontribution in this work is in obtaining elegant and expli
it expressions for the optimalPHY rates. To the best of our knowledge, su
h expli
it expressions for optimal PHY ratesusing an expli
it expression for single node WLAN throughput, have not been obtainedbefore. Our 
ontributions with respe
t to [TG05℄ are (i) we demonstrate ine�
ien
y ina non-
ooperative setting by deriving expli
it expressions for optimal PHY rate whereas[TG05℄ does not have any su
h expli
it expressions, (ii) we use expli
it formulas for theequilibrium throughputs, where as in [TG05℄ the throughputs are obtained via numeri
alassumptions, (iii) the formula used in [TG05℄ for the throughput (as a fun
tion of theparameters 
hoi
e) depends on the attempt rate for whi
h there is no analyti
al expression
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ien
y of 802.11 MAC Proto
ol under Non-Cooperative Controlin [TG05℄, whereas we use an expli
it expression for the attempt rate.There are two di�erent medium a

ess 
ontrol (MAC) proto
ols that have been spe
-i�ed for the IEEE 802.11 
ompliant devi
es. One is the 
ontention-based Distributed Coor-dination Fun
tion (DCF) proto
ol, whi
h is mandatory for all IEEE 802.11 devi
es and theother is the polling-based Point Coordination Fun
tion (PCF) proto
ol, whi
h is optional.In DCF, whi
h has been derived from the CSMA/CA proto
ol, 
ontending nodes attemptto share 
hannel resour
es by going into randomly 
hosen ba
k-o� durations (in units oftime-slots) before 
arrying out a transmission. DCF does not require the presen
e of a
entral 
hannel-resour
e allo
ating authority point and hen
e 
an be used in both ad-ho
and infrastru
ture networks. In PCF, a

ess to the 
hannel resour
es is 
entrally 
ontrolledby the A

ess Point (AP) and hen
e PCF 
an be used only in infrastru
ture networks. Inthis work, our analysis is based on the DCF proto
ol that uses the RTS/CTS frames beforeany data transmission attempts. Ergo, our dis
ussion takes into a

ount both ad-ho
 andinfrastru
ture networks.4.2 Network model and ba
kgroundWe reuse the network model and expli
it expression for the throughput of a node in atypi
al WLAN setting obtained in [KAMG05a℄, for 
onstru
ting our payo� fun
tion. Sin
ewe only reuse this network model for our analysis and the ba
kground work is not the mainfo
us of our work, we mention here a few assumptions and notations about the model thatare dire
tly related to our problem and are su�
ient for understanding the analysis in this
hapter. Further details that are not dire
tly related to the s
ope of this 
hapter 
an bereferred to in [KAMG05a℄.Let there be n a
tive nodes in a single 
ell IEEE 802.11 WLAN 
ontending to trans-mit data. Ea
h node uses the Distributed Coordination Fun
tion (DCF) proto
ol with anRTS/CTS frame ex
hange before any data-a
k frame ex
hange and ea
h node has an equalprobability of the 
hannel being allo
ated to it. It is assumed that every node has in�nitelymany pa
kets ba
klogged in its transmission bu�er. In other words, the transmission bu�erof ea
h node is saturated in the sense that there are always pa
kets to transmit when a nodegets a 
han
e to do so. It is also assumed that all the nodes use the same ba
k-o� parameters.Let β denote the long run average attempt rate per node per slot (0 < β < 1) in ba
k-o�time1. By the fa
t that all nodes use the same ba
k-o� parameters and by symmetry, itis assumed that all nodes a
hieve the same value of β. Conditions for the existen
e of aunique su
h β are given in [KAMG05a℄ and it is to be noted that β is a fun
tion of n, i.e.,
β := β(n). Let the quantity K be de�ned su
h that, at the (K + 1)th attempt of grabbingthe 
hannel by a node for a pa
ket transmission, either the pa
ket transmission su

eeds orthe pa
ket is dis
arded. The quantity bk is de�ned as the mean ba
k-o� duration (in slots)1If we plot transmission attempts as a fun
tion of "real" time, and then 
ut out from the plot the 
hannela
tivity periods (during whi
h all mobiles freeze their ba
k-o�), then the new horizontal axis is 
alled the"ba
k-o� time", see Se
tion II.A of [KAMG05a℄.
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z e z

x

z
−1

LambertW(x)

− (1/e)Figure 4.1: The LambertW fun
tion is the inverse fun
tion of zez ; noti
e that for x ≥ −1
e
,

LambertW (x) ≤ x, with equality only for x = 0.at the kth attempt for a pa
ket with 0 ≤ k ≤ K and p is the exponential ba
k-o� multiplier,i.e., bk = pkb0, 1 ≤ k ≤ K. A

ording to the IEEE 802.11 spe
i�
ations, p = 2. We assumehere that p > 1. We also assume the de
oupling approximation made by Bian
hi in [Bia00a℄whi
h says that from the point of view of a given node, the number of attempts by the othernodes in su

essive slots are i.i.d. binomial random variables with parameters (n − 1) and
β. Let the MAC frame size of node i be Li bits and let the PHY rate used by this node bedenoted by Ci bits per slot. We assume that C

∆
= (C1, . . . , Cn) denotes the set of all PHYrates used by the n nodes. Let To be de�ned as the transmission overhead in slots relatedto a frame transmission, whi
h 
omprises of the SIFS/DIFS, et
 and let Tc be de�ned asthe �xed overhead for an RTS 
ollision in slots. Then it follows from [KAMG05a℄ that thethroughput of node i is given by

θi(C, n) =
β(1 − β)n−1Li

1 + nβ(1 − β)n−1
(

To − Tc + 1
n

∑n

i=1
Li

Ci

)

+
(

1 − (1 − β)n
)

Tc
, (4.1)where β := β(n) for the 
ase when K → ∞ is given by [KAMG05a℄

β =
ηp− LambertW (η(p− 1)eηp)

ηb0
,with η = n−1

b0
. Please see Figure 4.1 for the de�nition of LambertW fun
tion. Note that

β does not depend on Li or Ci, and all nodes a
hieve the same single node throughputeven if they use di�erent rates. As is the 
ase in IEEE 802.11, for all nodes that use anRTS/CTS frame ex
hange before the data-a
k frame transmission, we assume throughoutour dis
ussion that
To ≥ Tc. (4.2)In our analysis in the following se
tions, we will 
onsider optimization problems for both�nite n and for the limit n → ∞. For handling the latter 
ase, we identify here the
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ien
y of 802.11 MAC Proto
ol under Non-Cooperative Controlasymptoti
 aggregate throughput as n → ∞ (this derivation 
an be found in [KAMG05a℄for the spe
ial symmetri
 
ase where all Li's and Ci's are equal). An appealing feature ofthe asymptoti
 
ase is the expli
it expression for β.Asymptoti
 throughput: In our dis
ussion we will use asymptoti
 expressions for thethroughput in the following two 
ontexts:(i) In the 
ase where we 
onsider global multirate PHY rate assignment to all nodes, i.e.,ea
h node uses one of c distin
t available values of the parameters (Ci, Li) with (Ci, Li) ∈
{(C1, L1), ..., (Cc, Lc)}, we derive here the 
orresponding asymptoti
 throughput. Assumethat there are mi nodes using parameters (Ci, Li). Denote by αi(n) = mi/n the fra
tion ofthe nodes using (Ci, Li) among all nodes in the 
ell. Then the throughput of all nodes using
(Ci, Li) is given by

θ(αi(n)) =
miβe

−nβLi

1 + nβe−nβ
(

To − Tc +
∑c

i=1
αi(n)Li

Ci

)

+
(

1 − e−nβ
)

Tc
, (4.3)where we use the Binomial to Poisson approximated version of the throughput expressionfor the asymptoti
 
ase mentioned in Se
tion VII.C of [KAMG05a℄. It is assumed that αi(n)
onverges to a limit αi whi
h is a probability measure. Note again that the attempt rate

β := β(n) and the 
ollision probability γ as de�ned in [KAMG05a℄ are not fun
tions of Linor Ci. Now, �rst taking K → ∞ [KAMG05a℄ and then taking the limit n→ ∞, it 
an beobserved that
lim
n→∞

nβ(n) ↑ ln
( p

p− 1

) (4.4)(see Theorem VII.2 in [KAMG05a℄). Combining this result with Equation 4.3 we get as
n→ ∞ the following expression for the aggregate throughput of all nodes using (Ci, Li):

τ(αi) =
αiLi

(

1 − 1
p

)

1

ln( p
p−1)

+
(

1 − 1
p

)(

To − Tc +
∑c

i=1

(

αiLi

Ci

))

+ Tc

p ln( p
p−1)

. (4.5)Denote Eα[L/C] =
∑c

i=1
αiLi

Ci
and Eα[L] =

∑c

i=1 αiLi. Then it follows from Equation 4.5that the asymptoti
 global throughput is given by
τ(α) =

Eα[L]
(

1 − 1
p

)

1

ln( p
p−1)

+
(

1 − 1
p

)

(To − Tc + Eα[L/C]) + Tc

p ln( p
p−1)

. (4.6)(ii) In the max-min fair (MMF) 
ase where we assign the same PHY rate to all mobilenodes, we 
onsider all nodes to be symmetri
, i.e., they all use the same PHY rate C (theystill may have di�erent 
hannel 
onditions). In this 
ase, if �rst K → ∞ [KAMG05a℄ and
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tion 45then n→ ∞, the global throughput is given by Se
. VII.C in [KAMG05a℄ as:
τ(C) =

L
(

1 − 1
p

)

1

ln( p
p−1)

+
(

1 − 1
p

)

(

To − Tc +
(

L
C

))

+ Tc

p ln( p
p−1)

, (4.7)where p is the exponential ba
k-o� multiplier as de�ned earlier.4.3 De�ning the payo� fun
tionIn an e�
iently operating WLAN, the goal of mobile nodes is to a
hieve maximum through-put levels with minimized power 
onsumption 
osts. In a 
ooperative s
enario, the nodesshould 
ooperate to a
hieve maximum overall network throughput at minimum 
ombinedpower 
onsumption. If ea
h node uses the highest available PHY rate, whi
h is say 
ommonfor all nodes, it may not be the best strategy to a
hieve the most e�
ient overall networkperforman
e. The reason being that under the given 
hannel 
onditions, a node may beunne
essarily 
onsuming more power by transmitting at the highest available rate if trans-mitting at a lower PHY rate does not degrade the 
ombined network throughput. Based onthis thought and the fa
t that under DCF, ea
h node has an equal probability of gaininga

ess to the 
hannel, we de�ne a long-term individual payo� fun
tion Ωi(C, n) for ea
ha
tive node i in a WLAN as
Ωi(C, n) := θi(C, n) − ζiQi(Ci), 1 ≤ i ≤ n, (4.8)where θi(C, n) is the throughput of node i as de�ned in Equation 4.1 and C = (C1, . . . , Cn).

Qi(Ci) is a 
ost related to the power 
onsumption of node i and is a fun
tion of the PHYrate Ci and ζi is a weight that gives relative importan
e to the 
ost versus the throughput,for ea
h node i. These individual payo� fun
tions 
an be used to 
onstru
t a global networkpayo� fun
tion de�ned simply as,
Wn(C) :=

n
∑

i=1

Ωi(C, n) =
n
∑

i=1

(θi(C, n) − ζiQi(Ci)). (4.9)Note that, maximizing the payo� fun
tions leads to maximizing the throughput and mini-mizing the 
osts related to power 
onsumption.Now, we 
onsider here two di�erent formulations for the power 
onsumption 
ostfun
tion Qi(Ci) for ea
h node i. First is a simple linear 
ost fun
tion of PHY rates Ciand the se
ond one is an exponential 
ost fun
tion of the same. These two formulationsare independent of ea
h other and are based on separate experimental results obtained inprevious work. Experiments 
ondu
ted by Gruteser et al. in [GJD+01℄ with IEEE 802.11equipment reveal that under given 
hannel 
onditions and a low transmission power range,the power 
onsumed by a mobile node 
an be approximated as being linearly proportional to
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ien
y of 802.11 MAC Proto
ol under Non-Cooperative Controlthe PHY rate used. Consequently, Qi(Ci) 
an be 
onsidered as a linear power 
onsumption
ost fun
tion of the form,
Qlin
i (Ci) = aiCi, (4.10)where ai is a random variable that depends on the path attenuation under given 
hannel
onditions, for ea
h node i. Alternatively, an exponential 
ost fun
tion 
an be derivedthrough simple observation as follows. Motivated by the Shannon's theorem and assumingan AWGN 
hannel that uses 
omplex symbols, the transmission rate of a node is of theform,

C(π) = W log2

(

1 +
π

z

)

, (4.11)where W is the pass-band spe
trum in Hertz. π is the transmission power of the node and
z = WNo/h, where No is the one-sided power spe
tral density of the 
hannel noise and h is arandom variable that 
hara
terizes the signal attenuation. z is therefore a random variablethat depends on 
hannel fading and shadowing. The previous equation 
an be rewritten as

π(C) = z(eψC − 1), (4.12)where ψ = ln2
W
. Now, it has been seen in the results of experiments in [GJD+01℄ thatthe power 
onsumed by mobile nodes is pie
ewise linearly proportional to the transmissionpower. Therefore, an exponential power 
onsumption 
ost fun
tion Qexp

i (Ci) for ea
h node
i, 
an be assumed, whi
h is of the form,

Qexp
i (Ci) = zi(e

ψCi − 1). (4.13)From the de�nitions of ai and zi in the foregoing dis
ussion it is evident that their averagemeans may vary from one mobile node to another. We denote the expe
ted values of ai and
zi by E[ai] and E[zi].4.4 Cooperative approa
hIn the 
ooperative approa
h to PHY rate and power 
ontrol, we shall 
onsider two di�erents
enarios. In the �rst global multirate s
enario, we allow ea
h node to use a di�erent PHYrate Ci depending on its 
hannel 
onditions and we seek to obtain the globally optimalPHY rates for all nodes. In the se
ond max-min fair s
enario, we assign ea
h node the samePHY rate C and MAC frame size L, at all 
hannel states and we seek to obtain the optimalPHY rate that will maximize the overall payo� of the network. This will of 
ourse require anappropriate power 
ontrol so that in bad 
hannel 
onditions the transmitted power is larger.In fa
t, in both the s
enarios, it is assumed that all nodes use the same MAC frame size L.We pursue analysis for �nite n number of nodes and also 
onsider the asymptoti
 situationwhen n → ∞ for both s
enarios. Note that equal rate assignment to all nodes in the max-min fair s
enario is a
tually a parti
ular 
ase of the global multirate s
enario obtained bysimply applying an additional 
onstraint that all rates be equal. However, the asymptoti
analysis of the global multirate s
enario results in a non-linear optimization problem, whose
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h 47solution study is outside the s
ope of this work. We therefore study the parti
ular 
aseof equal rate assignment with max-min fairness, whi
h gives an expli
it expression for theglobally optimal PHY rate for the asymptoti
 analysis. As dis
ussed before, an optimalPHY rate may not be the highest available PHY rate. We shall 
onsider the set of possiblevalues of C or Ci, as the 
ase may be, to lie in an interval of the form C := [Cl, Cu]. In802.11a, where two of the possible PHY rates are 6 Mbps and 54 Mbps, this interval 
ouldbe [6, 54].4.4.1 Global multirate (
hannel dependent) optimizationIn this se
tion, we 
onsider global optimization in whi
h we allow ea
h node to use a di�erentPHY rate Ci and we seek to obtain the best 
hoi
e of Ci, i = 1..n. We assume that allvalues of E[ai], E[zi] and ζi are known.4.4.1.1 Finite number of nodes, 
hannel-dependent 
aseConsider the following problem:Find C∗ = (C∗
1 , ..., C

∗
n) that maximizes Wn(C) :=

n
∑

i=1

(θi(C, n) − ζiQi(Ci)), (4.14)where θi(C, n) is de�ned in Equation 4.1. Then we have,
W lin
n (C) =

q1
q2 + q1

n

∑n
i=1(

1
Ci

)
−

n
∑

i=1

ζiE[ai]Ci (4.15)and
W exp
n (C) =

q1
q2 + q1

n

∑n

i=1(
1
Ci

)
−

n
∑

i=1

ζiE[zi](e
ψCi − 1), (4.16)where q1 and q2 are de�ned as follows,

q1 := nβ(1 − β)n−1L, q2 := 1 + nβ(1 − β)n−1(To − Tc) + (1 − (1 − β)n)Tc. (4.17)It 
an be easily shown that the Hessian ofW lin
n (C) andW exp

n (C) are negative de�nite by theassumption made in Equation 4.2 and therefore W lin
n (C) and W exp

n (C) are stri
tly 
on
avew.r.t. Ci for every i. Let
qi2 := q2 +

q1
n

n
∑

j=1

j 6=i

1

Cj
.Denote by Ĉ the harmoni
 average of Ci's, i.e.,

Ĉ =

(

n
∑

i=1

1

Ci

)−1

. (4.18)
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ien
y of 802.11 MAC Proto
ol under Non-Cooperative ControlWith these de�nitions and by partially di�erentiating W lin
n (C) in Equation 4.15 we get

∂W lin
n

∂Ci
=

nq2
1

(nqi2Ci + q1)2
− ζiE[ai] =

q2
1

(

q2 + q1

nĈ

)2

nC2
i

− ζiE[ai] (4.19)and similarly by partially di�erentiating W exp
n (C) in Equation 4.16 we get

∂W exp
n

∂Ci
=

nq2
1

(nqi2Ci + q1)2
− ψζiE[zi]e

ψCi =
q2
1

(

q2 + q1

nĈ

)2

nC2
i

− ψζiE[zi]e
ψCi . (4.20)Denote

H(Ĉ) =
q2
1

(

q2 + q1

nĈ

)2

n
. (4.21)Now by equating the derivatives in Equations 4.19 and 4.20 to zero, we obtain:(i) In the linear 
ase,

Ci =

√

H(Ĉ)

ζiE[ai]
. (4.22)Let

Y :=

n
∑

i=1

√

ζiE[ai]. (4.23)Then
Ĉ =

(

n
∑

i=1

√

ζiE[ai]

H(Ĉ)

)−1

=

√

H(Ĉ)

Y
,whi
h implies that the solution Ĉ∗ is given by

Ĉ∗ =
1

n

q1
q2

(√
n

Y
− 1

)

.Substituting this solution in Equation 4.22 gives the C∗
i 's.(ii) In the exponential 
ase, we get from Equation 4.20

Ci =
2

ψ
LambertW





1

2

√

ψH(Ĉ)

ζiE[zi]



 . (4.24)
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h 49Therefore, using the de�nition of Ĉ from Equation 4.18, it implies that Ĉ∗ is thesolution of
Ĉ =

2

ψ

n
∑

i=1



LambertW





1

2

√

ψH(Ĉ)

ζiE[zi]









−1 ,

whi
h yields the C∗
i 's through Equation 4.24.The above solutions are globally optimal provided they are within the range C. Wedefer the dis
ussion on numeri
al 
omputations of C∗

i 's to Se
tion 4.6.4.4.1.2 Large number of nodesTo model the 
ase of a large number of users we shall use a �uid approximation in whi
hthere are (non-
ountably) in�nite number of users. We introdu
e R population 
lasses ofmobiles. The parameter z in the exponential 
ost fun
tion will be the same for all mobilesof the same type r, r = 1, 2, ..., R so that mobiles belonging to a given 
lass r have thesame 
hannel 
onditions. We shall thus use the notation z(r) to indi
ate this dependen
e.We shall use similarly the notation a(r) for the 
oe�
ient appearing in the linear 
ost. Inshort, mobiles with the same value of (a(r), ζ (r)) (in the linear 
ase) or (z(r), ζ (r)) (in theexponential 
ase) are said to belong to the same 
lass of mobiles having identi
al 
hannel
onditions. We de�ne for ea
h r the ve
tor x(r) = (x
(r)
1 , ..., x

(r)
c ) to be the amount of r-typemobiles that use ea
h of the rates C1, ..., Cc. De�ne x = (x(1), ...,x(R)) to be a multi-strategyfor all mobiles. With some abuse of notation, let xi :=

∑R
r=1 x

(r)
i denote the global amountof mobiles that use the rate Ci under x. Denote ν to be the total amount of users. Then

ν =
∑c

i=1 xi. De�ne αi(x) = xi/ν. It follows from Equation 4.6 that
τ(α(x)) =

Eα(x)[1]q1

q2 + q1Eα(x)[1/C]
=

νq1

νq2 + q1
∑c

i=1 xiC
−1
i

,where q1 and q2 are de�ned as follows,
q1 := L

(

1 − 1

p

)

, q2 :=
1 + Tc/p

ln
(

p

p−1

) +

(

1 − 1

p

)

(To − Tc). (4.25)To simplify, we shall denote τ(x) = τ(α(x)). De�ne Q(r)
i (x

(r)
i ) = a(r)Ci for the linear 
ostand Q(r)

i (x
(r)
i ) = z(r)

(

eψCi − 1
) for the exponential 
ost. Then our problem of maximizing
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ien
y of 802.11 MAC Proto
ol under Non-Cooperative Controlthe payo� fun
tion turns out to be a non-linear optimization problem de�ned by:
max

x

W (x) where W (x) := τ(x) −
R
∑

r=1

ζ (r)
c
∑

i=1

x
(r)
i Q

(r)
i (x

(r)
i )

=
νq1

νq2 + q1
∑c

i=1

(

∑R
r=1 x

(r)
i

)

C−1
i

−
R
∑

r=1

ζ (r)
c
∑

i=1

x
(r)
i Q

(r)
i (x

(r)
i )subje
t to c

∑

i=1

x
(r)
i = gr, ∀r, x

(r)
i ≥ 0, ∀i, r,where gr is a prede�ned 
onstraint on the number of mobiles in 
lass r. Studying the solutionfor this problem is outside the s
ope of this work and we therefore study the max-min fairassignment s
enario in the following se
tion, whi
h leads to a simple expli
it expression forthe optimal PHY rate for asymptoti
ally large number of nodes.4.4.2 Obtaining the max-min fair PHY ratesA max-min assignment of resour
es to users is a fairness 
on
ept 
hara
terized by theproperty that no user i 
an be assigned more resour
es unless we de
rease the resour
eassignment to another user j who already has an equal or lesser amount of resour
es thanuser i. This is an e�
ient assignment in the Pareto sense. In our 
ase, it is the PHYrates that are assigned a

ording to the max-min approa
h. Sin
e all users are assigned anidenti
al max-min obje
tive 
omprising the 
ommon resour
e entity 'PHY rate' and sin
ethe total rate of all users must sum to a �nite quantity, the max-min fair assignment leadsto an identi
al rate assignment to all users.4.4.2.1 Finite number of nodesWe seek to maximize the payo� fun
tion de�ned in Se
tion 4.3 while assigning the samePHY rate C to ea
h node irrespe
tive of the 
hannel 
onditions. Consider the followingproblem: Find C∗ that maximizes Wn(C) :=

n
∑

i=1

(θi(C, n) − ζiQi(C)). (4.26)
Wn is stri
tly 
on
ave with respe
t to C (see Appendix for proof) and thus has a uniquemaximizer C∗. In parti
ular, we have the linear and the exponential 
osts as,

Qlin
i (C) = E[ai]C and Qexp

i (C) = E[zi]
(

eψC − 1
)

.Denote
ulin =

n
∑

i=1

ζiai, and uexp =
n
∑

i=1

ζizi,
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h 51and therefore,
E[ulin] =

n
∑

i=1

ζiE[ai], and E[uexp] =

n
∑

i=1

ζiE[zi].Then we have
W lin
n (C) =

q1
q2 + q1/C

−E[ulin]C, W exp
n (C) =

q1
q2 + q1/C

− E[uexp]
(

eψC − 1
)

. (4.27)where q1 and q2 are as de�ned in Equation 4.17. Di�erentiating w.r.t. C,
dW lin

n (C)

dC
=

q2
1

(q2C + q1)2
− E[ulin],

dW exp
n (C)

dC
=

q2
1

(q2C + q1)2
− ψE[uexp]eψC (4.28)and equating the derivative to zero, we obtain the following results:(i) In the linear 
ase, the unique positive solution of dW lin

n (C)
dC

= 0 is given by
C∗ =

q1
q2

(

1
√

E[ulin]
− 1

) (4.29)provided that 0 < E[ulin] < 1. If E[ulin] ≥ 1 then there is no positive solution.(ii) In the exponential 
ase the unique positive solution of dW
exp
n (C)
dC

= 0 is given by
C∗ =

2

ψ
LambertW

(

1

2

q1
q2

√

ψ

E[uexp]
exp

(

1

2

q1
q2
ψ

)

)

− q1
q2

(4.30)In either of linear or exponential 
ase, if C∗ lies within C then it is the unique globallyoptimal rate assignment solution for problem in Equation 4.26. If not, then the optimalsolution is obtained on one of the two boundary points of C. We defer the dis
ussion onnumeri
al 
omputations of C∗ to Se
tion 4.6.4.4.2.2 The asymptoti
 
aseWe present here the asymptoti
 behavior for large number of nodes. The optimizationis based on the expression for the asymptoti
 throughput given by Equation 4.7. As asimplifying assumption, we assume here that ai and zi have the same distribution for allmobiles and all ζis are identi
al. Consider the following problem:Find C∗ that maximizes W (C) := τ(C) − ζQ(C), (4.31)
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ien
y of 802.11 MAC Proto
ol under Non-Cooperative Controlwhere Q(C) = E[a]C for the linear 
ost and Q(C) = E[z]
(

eψC−1
) for the exponential one.

W (C) turns out to be stri
tly 
on
ave in C (see [AKKV05a℄ for proof) and therefore it hasa unique maximizer. Writing W (C) for the linear and exponential 
ases as
W lin(C) =

q1
q2 + q1/C

− ζE[a]C and W exp(C) =
q1

q2 + q1/C
− ζE[z]

(

eψC − 1
)

,where q1 and q2 are de�ned in Equation 4.25. The optimal C is obtained by di�erentiating
W lin(C) and W exp(C) and equating them to zero, whi
h gives the following unique positivesolution for the linear and exponential 
ases, respe
tively:

C∗
lin =

q1
q2

(

1
√

ζE[a]
− 1

)

, C∗
exp =

2

ψ
LambertW

(

1

2

q1
q2

√

ψ

ζE[z]
exp

(

1

2

q1
q2
ψ

)

)

− q1
q2
.If C∗ lies within C then it is the unique globally optimal rate assignment solution for problemin Equation 4.31. If not then the optimal solution is obtained on one of the two boundarypoints of C. Also note that C∗ here has the same form as in the �nite n 
ase but withdi�erent q1 and q2.4.5 Non-
ooperative gameIn this se
tion we analyze the non-
ooperative behavior of mobile nodes. We shall modelthis situation using non-
ooperative game theory and obtain the equilibrium.4.5.1 Finite number of nodesIn a non-
ooperative rate 
ontrol setting with �nite number of nodes, ea
h node uses thesame MAC frame size L and is allowed to use a di�erent PHY rate as in the global multirateallo
ation in the 
ooperative approa
h. But here the obje
tive of ea
h node is to maximizeits individual payo� fun
tion Ωi(C, n) as de�ned before in Equation 4.8,

Ωi(C, n) = θi(C, n) − ζiQi(Ci). (4.32)For every i, Ωi is stri
tly 
on
ave w.r.t. Ci and 
ontinuous w.r.t. Cj , j 6= i. It then followsfrom Rosen [Ros65℄ that a Nash equilibrium exists. In parti
ular, we shall be interested inthe linear Qlin
i (Ci) = E[ai]Ci and the exponential Qexp

i (Ci) = E[zi]
(

eψCi − 1
) 
ases. Wehave

∂Ωlin
i

∂Ci
=
H(Ĉ)

nC2
i

− ζiE[ai],
∂Ωexp

i

∂Ci
=
H(Ĉ)

nC2
i

− ψζiE[zi]e
ψCi , (4.33)where H(Ĉ) is the same as de�ned before in Equation 4.21. These equations are similar tothe ones we obtained in Se
tion 4.4.1 with an extra fa
tor of n in the denominator. Equatingthem to zero:
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ooperative game 53(i) For the linear 
ase we obtain,
Ĉ∗ =

1

n

q1
q2

(

1

Y
− 1

)

, (4.34)where Y is the same as de�ned in Equation 4.23 and C∗
i 's are obtained from

Ci =

√

H(Ĉ)

nζiE[ai]
. (4.35)(ii) Similarly for the exponential 
ase, we obtain Ĉ∗ as a solution of

Ĉ =
2/ψ

n
∑

i=1



LambertW





1

2

√

ψH(Ĉ)

nζiE[zi]









−1 ,

whi
h yields the C∗
i s through

C∗
i =

2

ψ
LambertW





1

2

√

ψH(Ĉ∗)

nζiE[zi]



 . (4.36)We defer the dis
ussion on numeri
al 
omputations of C∗
i 's to Se
tion 4.6.4.5.2 Non-
ooperative game with in�nitely many usersIn the 
ase of a very large number of players, a reasonable model is of a game with a
ontinuum set of players. We are motivated by the Wardrop equilibrium 
on
ept in roadtra�
 in whi
h routes of 
ars are 
hosen so as to minimize the 
ars' delays, [War52, Pat94℄,and where the set of 
ars is assumed to be in�nite. If we denote the throughput of all nodesin 
lass r by τr(x) and the payo� of a node in 
lass r by Wr(x, C

′) then for the exponentialpower 
onsumption 
osts, the payo� is given by
Wr(x, C

′) :=
1

gr
τr(x) − ζ (r)z(r)

(

eψC
′ − 1

)

, (4.37)where gr is the same as de�ned in Se
tion 4.4.1. Now, x∗ = (x(1)∗, ...,x(R)∗) is 
alled aWardrop type equilibrium if for ea
h r we have
(x

(r)
i )∗ ≥ 0, ∀i, r

c
∑

i=1

(x
(r)
i )∗ = gr, ∀r, Wr(x

∗, C ′) ≥Wr(x
∗, C),
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Figure 4.2: Gain in Cooperative multirateover Non-
ooperative multirate with linearpower 
ost.
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Figure 4.3: Gain in Cooperative multirateover Non-
ooperative multirate with expo-nential power 
ost.where the last inequality holds for all C ∈ C, and for all C ′ in the support of x(r)∗ (i.e., for all
i for whi
h (x

(r)
i )∗ > 0. It is seen from Equation 4.37 that for any value x, the maximizationof Wr(x, C

′) over C ′ is obtained by 
hoosing the smallest available C ′. This implies that asthe number of nodes be
omes large, the only Wardrop equilibrium that is highly ine�
ientis when all nodes end up using the smallest available physi
al rate. The reason behind it isthat in the 
ase of a lot of users, the 
hoi
e of C ′ by a single node has a negligible impa
ton its own throughput, and hen
e the node only 
onsiders minimizing its own 
ost relatedto power 
onsumption.4.6 Numeri
al StudiesIn this se
tion, we numeri
ally examine the 
losed form expressions for the optimal PHYtransmission rates, single node throughputs and overall payo�s. We 
ompute these quanti-ties as a fun
tion of number of nodes. The following set of parameters have been used tostudy the optimal transmission rates and the 
orresponding single node throughputs andoverall payo�s. In the linear 
ost, E[ai] is set to vary uniformly from amini = 0.5 ∗ 10−3 to
amaxi = 1 ∗ 10−3 watts per bits/slot for ea
h mobile i. In the exponential 
ost, E[zi] is setto vary uniformly from zmini = WNo/h

min
i to zmaxi = WNo/h

max
i where value of W (pass-band spe
trum) is taken as 20 MHz for an 802.11a system, No (one-sided power spe
traldensity) is taken as 5.52 ∗ 10−21 watts/Hz and for the Rayleigh fading 
ase hmini = 10−11and hmaxi = 10−8. The ba
k-o� multiplier p = 2 and b0 = 16 slots in bk = pkb0. Thedata frame transmission overhead To = 52 slots, the RTS 
ollision overhead Tc = 17 slotsand the MAC frame size L = 12000bits(1500bytes). The slot size is taken as 20µs and

K = 10 [KAMG05a℄. For simpli�
ation the parameter ζi is taken to be the same for allnodes i = 1..n and its values are displayed below ea
h plot. The plots obtained from thenumeri
al 
omputations are presented at the end of the 
hapter.
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lusion 55Comparison of 
ooperative and non-
ooperative solutions: In the PHY rate plots(Figures 4.4, 4.6, 4.8, 4.10, 4.12 and 4.14), we observe that the optimal PHY rate of ea
hnode de
reases with in
reasing number of nodes. It 
an be seen that in 
ooperative globalmultirate and non-
ooperative multirate allo
ations, for a given number of nodes, ea
hnode is assigned a di�erent rate depending on the parameters E[ai] and E[zi] for 
hannel
onditions. When we have a linear 
ost asso
iated with the power 
onsumption, then for
n = 2, the single node throughput in the 
ooperative global multirate 
ase (Figure 4.7) isaround 0.1 times higher than the non-
ooperative multirate 
ase (Figure 4.9). In fa
t within
reasing n, the single node throughput gain in the 
ooperative global multirate s
enarioover the non-
ooperative multirate s
enario varies from 0.1 times for n = 2 to up to morethan 10 times for n = 10 (Figure 4.2). This is a signi�
ant amount of in
rease in singlenode throughputs. When the 
ost asso
iated with power 
onsumption is exponential, thesingle node throughput gain in 
ooperative allo
ation (Figures 4.3,4.13) over non-
ooperativeallo
ation (Figure 4.15) varies from around 0.1 times for n = 2 to up to 1.5 times for
n = 10. In both 
ases, this illustrates that the gain in single node throughput be
omesmore signi�
ant with in
reasing number of users. We also observe that the 
ooperativemax-min fair s
heme (Figures 4.5,4.11) performs almost equally well as the 
ooperativeglobal multirate s
heme (Figures 4.7,4.13). All these observations 
learly illustrate that
ooperative rate allo
ation strategy results in higher single node throughputs and hen
ehigher total network throughput as against non-
ooperative strategy. Our analysis thus
on�rms that the DCF proto
ol under non-
ooperative rate 
ontrol setting is not e�
ient.4.7 Con
lusionIn this 
hapter, we have analyzed 
ooperative and non-
ooperative rate 
ontrol in an IEEE802.11 WLAN, by optimizing a payo� fun
tion that 
omprises throughput and 
osts relatedto power 
onsumption. It is observed through numeri
al studies that 
ooperative 
ontrol ismore e�
ient than non-
ooperative 
ontrol. With a linear 
ost approximation, the singlenode throughput in the 
ooperative approa
h is observed to be 0.1 to 10 times more than inthe non-
ooperative game approa
h. The gain varies from 0.1 to 1.5 times in the exponential
ost approximation 
ase. Thus a �rst glimpse of 
ooperative and non-
ooperative 
ontrolin an 802.11 WLAN by our analysis shows that the 
urrently used DCF proto
ol in 802.11does not perform with highest e�
ien
y in a non-
ooperative rate 
ontrol setting.Appendix: Consider the linear and exponential payo� fun
tions in Se
tion 4.4.2. These
ond derivatives of the linear and exponential payo�s are given by

− 2q2
1q2

(q2C + q1)3
and − 2q2

1q2
(q2C + q1)3

− ψ2ζE[z]eψC ,respe
tively, where q1 and q2 for �nite n and n → ∞ are given by Equations 4.17 and4.25, respe
tively. The se
ond derivatives are stri
tly negative by the assumption made inEquation 4.2 and hen
e the payo� fun
tions 
onsidered in Se
tion 4.4.2 are indeed (stri
tly)
on
ave.
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Figure 4.5: Using Eqn. 4.27, ζi = 6.Cooperative Approa
h (Global multirate)
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Figure 4.6: Using Eqn. 4.22, ζi = 9. 0 5 10 15 20
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Figure 4.7: Using Eqn. 4.15, ζi = 9.Non-
ooperative game (Multirate)
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Figure 4.8: Using Eqn. 4.35, ζi = 9. 0 5 10 15 20
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Figure 4.9: Using Eqn. 4.32, ζi = 9.
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Figure 4.10: Using Eqn. 4.30, ζi = e5. 0 5 10 15 20
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Figure 4.11: Using Eqn. 4.27, ζi = e5.Cooperative Approa
h (Global multirate)
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Figure 4.12: Using Eqn. 4.24, ζi = e5. 0 5 10 15 20
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Figure 4.13: Using Eqn. 4.16, ζi = e5.Non-
ooperative game (Multirate)
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Figure 4.14: Using Eqn. 4.36, ζi = e5. 0 5 10 15 20
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Figure 4.15: Using Eqn. 4.32, ζi = e5.
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Chapter 5
Performan
e Analysis of a Fountain Codesbased Transport in a WLAN Cell
A Fountain Codes based Transport (FCT) proto
ol relies on an alternate paradigm to thatof the ubiquitous TCP. It abolishes the need for a reverse feedba
k me
hanism usually es-sential to provide reliability in pa
ket data transmission. Absen
e of a reverse feedba
kme
hanism 
an substantially improve the performan
e of networks with half-duplex wire-less 
hannels (su
h as 802.11 WLANs), where 
ollisions between forward and reverse MACframe transmissions 
ontribute signi�
antly towards performan
e degradation. We proposea Markovian sto
hasti
 framework to model the performan
e of a simple FCT proto
ol ina single 
ell IEEE 802.11 WLAN. Our model allows the WLAN A

ess Point to employ ageneri
 rate 
ontrol algorithm for MAC frame transmissions on the downlink. Using renewaltheory we provide an expli
it expression for the average downlink throughput. ns2 simula-tions are used to validate our model and the analyti
ally obtained throughput metri
. Adetailed performan
e analysis study is then 
arried out to provide insights into the 
hoi
eof various system parameters that 
an lead to optimal network performan
e. Finally wepresent a brief 
omparison between the performan
e of FCT and TCP through simulations.Note: Note: The material in this 
hapter has appeared in [KA℄. This work was spon-sored by EuroNGI.

59



60 Chap. 5 Performan
e Analysis of a Fountain Codes based Transport in a WLAN Cell5.1 Introdu
tionFountain Codes [Ma
05, BLM02℄ are rateless erasure 
odes and o�er a very promising futurefor ameliorating existing data pa
ket transmission te
hniques. Spe
i�
 type of fountain
odes su
h as Luby Transform (LT) Codes, Raptor 
odes, et
. [Lub02, Sho03℄, 
an beused by a sender to generate en
oded pa
kets from sour
e data pa
kets on the �y and thenumber of su
h en
oded pa
kets 
an be potentially limitless. Unlike traditional end-to-endtransmission me
hanisms like the popular TCP proto
ol, Fountain Codes based Transport(FCT ) proto
ols do not require re-transmission of lost pa
kets. If the original �le at senderside 
omprises Np pa
kets, then by de
oding any set of Np(1 + ǫ) (slightly more than Np)fountain 
oded pa
kets re
eived, the re
eiver 
an re
over the whole �le with probability
1 − δ. The probability of failure to de
ode the �le, δ, is bounded above by δ ≤ 2−ǫNp anddepends on the degree distribution used to 
ode the pa
kets at sender side [Ma
05℄. Thequantity 1 + ǫ denotes the de
oding ine�
ien
y and its value may vary from 1.05 to 1.4depending on the 
oding s
heme used [Ma
05, KPR05℄. End-to-end transport proto
olsbased on Fountain Coded Pa
kets (FCPs) 
an thus o�er reliable transmission without theneed for re-transmitting lost information.It is well known that the standard TCP for wired networks performs very poorlyfor assymetri
 wireless 
hannels [ea97, ea00b, ea05b℄. Assymetry in wireless 
hannels arisesmainly due to di�eren
e in bandwidth and laten
y on the forward and reverse paths. Asym-metri
 bandwidth 
an easily break the TCP a
k 
lo
king me
hanism, i.e., a
ks get spa
edfarther apart due to queuing at the bottlene
k link with lower bandwidth (see [ea05b℄ andreferen
es there in). On the other hand, asymmetri
 laten
y may 
ause high transmissiondelays due to half-duplex radios, overhead per pa
ket due to MAC proto
ol, et
. [ea05b℄.Moreover, networks with half-duplex 
hannels su
h as 802.11 WLANs may su�er from se-vere performan
e degradation due to large number of MAC frame 
ollisions when TCP a
ktra�
 is present on the reverse link [ea99℄. One solution to all these problems 
ould beto adopt an FCT proto
ol instead of TCP. A few FCT proto
ols have been proposed bysome authors in [LFC05, KPR05℄. These proto
ols aim to repla
e TCP and hen
e in
reasea sender's transmission e�
ien
y by abandoning altogether the need for TCP a
k pa
kets.In this 
hapter, we propose a simple sto
hasti
 model for the performan
e analysis of anFCT proto
ol in a single 
ell 802.11 WLAN. Our model allows for the A

ess Point (AP)to employ a generi
 adaptive rate 
ontrol algorithm su
h as Adaptive Auto Rate Fallba
k(AARF) or Adaptive Multi Rate Retry Algorithm (AMRR) [LMT04℄. Su
h algorithms areused to adaptively sele
t PHY (physi
al layer) rates for pa
ket transmission, depending onthe varying wireless medium 
hara
teristi
s su
h as fading, attenuation, et
.5.1.1 Motivation and Related WorkFCT proto
ols are expe
ted to exhibit improved e�
ien
y for various di�erent kinds ofnetworks and appli
ations (see [Mit04℄ and referen
es there in). For instan
e in multi
astnetworks they 
an assist in avoiding feedba
k implosion and provide simple means of han-



Se
. 5.2 A Fountain Codes based Transport (FCT) 61dling heterogeneous users and disparate start times [Mit04℄. Other than that they 
an alsobe e�e
tive in overlay networks [Mit04℄. However, network ar
hite
tures in the future aremore likely to be heterogeneous in nature with the 
ommuni
ation path from one end toanother 
onsisting of both (multi-hop) wired and (last-hop) wireless links, su
h as in the
ase of 802.11 WLANs [ea02℄. As 
ompared to wired links, wireless links in a heterogeneousnetwork possess 
ertain undesired 
hara
teristi
s su
h as high link error rates, added delaysdue to 
oding, limited 
apa
ity, et
. Thus, performan
e of an FCT proto
ol is more 
riti
alover the last-hop wireless link. Moreover, sin
e 802.11 WLANs are be
oming ubiquitous, weare motivated in this work to 
arry out a performan
e analysis study of an FCT proto
olfor the spe
i�
 
ase of last-hop wireless link in a single 
ell WLAN.Due to patent prote
tion of fountain 
odes (LT 
odes to be spe
i�
) [Lub03℄, resear
he�orts in areas related to fountain 
odes have been limited. Consequently, very little resear
hliterature on FCT proto
ols is available. Nonetheless, some authors in [KPR05, LFC05,Yan05, UD05℄ have proposed and studied a few FCT proto
ols. Lopez et al. in [LFC05℄present a game theoreti
 analysis of proto
ols based on fountain 
odes and their resultssuggest that in a generi
 setting, hosts using TCP have an in
entive to swit
h to an FCTproto
ol. However, as per our knowledge none of the previous works have mathemati
allymodeled and analyzed the performan
e of an FCT proto
ol in an 802.11 WLAN setting.5.1.2 Main ContributionsThe 
ontributions of this work are threefold. Firstly, this work is the �rst we know of thatprovides a simple sto
hasti
 model for an FCT proto
ol in an 802.11 WLAN. In addition,our model allows for the WLAN AP to employ a generi
 rate 
ontrol algorithm. Se
ondly,we provide a detailed performan
e analysis study of the FCT proto
ol in a WLAN settingin whi
h we observe 
ertain trade-o�s and performan
e variations w.r.t. various systemparameters. These observations lead to hints for 
hoosing system parameter values that 
ana
hieve optimal network performan
e. Thirdly, we provide some performan
e 
omparisonsbetween FCT and TCP through a simulation study.5.2 A Fountain Codes based Transport (FCT)For our analysis and simulation purposes, we 
onsider a very basi
 FCT proto
ol similar tothe one proposed by authors in [LFC05℄. The proto
ol is des
ribed as follows. Given a data�le of size Np pa
kets, the appli
ation or transport layer at the sender side en
odes thesepa
kets on the �y using a suitable fountain 
ode, say for e.g., the LT 
odes. These fountain
oded pa
kets (FCPs) are then passed on to the lower layers whi
h in turn transmit theseFCPs to the re
eiver. The number of FCPs that 
an be generated from the original Nppa
kets is potentially limitless due to the design of LT 
odes. Thus, the sender keeps ontransmitting a new set of FCPs pertaining to the same original �le of Np pa
kets, until itre
eives some kind of a
knowledgement from the re
eiver indi
ating the re
eipt of a su�
ientnumber of FCPs that may now be de
oded to re
over the original �le. Every FCP is useful



62 Chap. 5 Performan
e Analysis of a Fountain Codes based Transport in a WLAN Celland 
an be exploited to de
ode the 
omplete �le on
e the re
eiver has re
eived at least
Np(1+ǫ) FCPs (slightly more than Np). After 
olle
ting at leastNp(1+ǫ) FCPs, the re
eiversends an un-
oded `STOP' message pa
ket to the sender indi
ating the re
eipt of su�
ientnumber of FCPs for being able to de
ode the 
omplete �le of Np pa
kets. The sender thenimmediately 
eases to transmit any more FCPs. Note that this FCT proto
ol is di�erentfrom the usual UDP proto
ol mainly be
ause of the `STOP' message a
knowledgement. Wewill see later in Se
tion-5.3.4 that this additional `STOP' message 
an not be negle
ted inthe sto
hasti
 model.As for the 802.11 WLAN, we assume that the transport layer operates in a split modesimilar to that in the 
ase of Wireless TCP (see [ea05b℄ and referen
es there in). In splitmode the WLAN AP a
ts as a terminal node for both the wired network and the last-hopwireless link. Both sender and re
eiver 
ommuni
ate independently with the WLAN AProuter without any knowledge of ea
h other. In our 
ase, the split mode is assumed tooperate su
h that TCP is employed for the wired network and FCT proto
ol is employedfor the last-hop wireless link.Remark: In our proto
ol des
ription the re
eiver sends `STOP' message after it hasre
eived at least Np(1 + ǫ) FCPs. However, our proto
ol 
ould be modi�ed su
h that there
eiver sends `STOP' message not after re
eiving Np(1 + ǫ) FCPs but only after it hassu

essfully de
oded and re
overed the original �le (sin
e FCPs in ex
ess of Np(1 + ǫ) willredu
e the bound 2−ǫNp on the failure probability). It is to be noted that this modi�
ation orany su
h similar modi�
ation does not a�e
t our modeling and analysis that follow be
auseour model is valid for any number of FCPs re
eived by the re
eiver.5.3 ModelAssume there are N 802.11 nodes present in a single 
ell WLAN in
luding the AP. Therefore,there are N − 1 wireless nodes 
onne
ted to an AP, engaged in either streaming (e.g., videostreaming) or intera
tive (e.g., HTTP like tra�
) data transmissions. We limit our fo
us todownlink transmissions in the WLAN 
ell sin
e the bulk of data transfers are usually 
arriedout from an AP to the wireless nodes. Assume a simple homogeneous s
enario where ea
h ofthe N − 1 nodes downloads a �le of size Np un-
oded pa
kets from the AP. Ea
h node musttherefore re
eive at least D ∆

= Np(1 + ǫ) FCPs to de
ode the original �le with probability
1 − δ. Time is divided into a dis
rete set of 802.11 slots. For instan
e, in IEEE 802.11bstandard ea
h slot is 20µs long. The AP is assumed to implement the optional RTS/CTSme
hanism in order to reserve the 
hannel medium for transmission of ea
h MAC frame.Figure-5.1 illustrates a MAC frame transmission sequen
e between the AP and a singlewireless node, 
omprising RTS, CTS, MAC data and ACK frames. The MAC frame here
onsists of the FCP passed on to the MAC layer by upper layers. The 
ommen
ement ofevery frame transmission 
oin
ides with the beginning of an 802.11 time slot. Various timeintervals of Distributed Inter-Frame Spa
ing (DIFS), Short Inter-Frame Spa
ing (SIFS) anda random ba
k-o�, separate the 
ommen
ement of frame ex
hanges as shown in Figure-5.1.
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5.3.1 Assumptions on the Ba
k-o� Pro
essAs part of the IEEE 802.11 standard, the length of ba
k-o� interval (in terms of number ofslots) is uniformly randomly 
hosen from a set {0, 1, . . . , CW − 1}, where CW denotes the
urrent size of the 
ontention window 
orresponding to the CSMA/CA based DistributedCoordination Fun
tion (DCF). The value of CW may vary from CWmin to CWmax inexponential powers of two. If any of the RTS, CTS, MAC or ACK frame transmissionsis unsu

essful due to either 
ollision or wireless loss, the value of CW is doubled beforea re-transmission attempt is made for the lost frame. For our model, we instead assumethat the value of CW remains 
onstant and is not in
reased exponentially as des
ribedin the foregoing dis
ussion. Moreover, we assume that the length of ba
k-o� interval, TB,is a
tually sampled from a geometri
 distribution with mean 1

p
= E[TB] = CW−1

2
and notuniformly randomly as mentioned earlier. These two simplifying assumptions have been usedpreviously in other works as well (see [ea00a, KS04b, KS04a℄ and Chapter-8 in [KMK04℄).An 802.11 node operating under similar assumptions is in fa
t a p-persistent type 802.11(see [ea06a℄ and referen
es there in). Our simulation results in Se
tion-5.5 however exhibitthat in terms of the throughput metri
 that we are interested in, these assumptions 
auseinsigni�
ant deviation from the original behavior of an 802.11 AP or node.5.3.2 Balan
ed Resour
e Allo
ation by APConsidering only downlink tra�
 from the AP to the N−1 wireless nodes, it has been shownin a previous work [MKA06℄ that for HTTP like tra�
 that employs TCP, the downlinkthroughput of AP to all wireless nodes is equally and fairly distributed among the N − 1nodes. In other words, the average number of transmission opportunities (TxOPs) a
quiredby the AP for MAC frame transmission to ea
h wireless node are nearly equal over a longperiod of transmission. We 
an safely assume a similar balan
ed resour
e allo
ation interms of TxOPs for our simple FCT due to the way it has been de�ned in Se
tion-5.2.Later, simulation results in Se
tion-5.5 a
tually 
on�rm this assumption.
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e Analysis of a Fountain Codes based Transport in a WLAN Cell5.3.3 Generi
 Rate Control and MobilityMost of the IEEE 802.11 standards (e.g., 802.11 a/b/g) support multiple PHY data trans-mission rates. In our framework, we allow the AP to dynami
ally sele
t a PHY rate adaptedto the 
ontinuously varying wireless medium 
hara
teristi
s su
h as fading, attenuation, et
.We further assume that the 
orresponding rate 
ontrol algorithm ensures a balan
ed resour
eallo
ation (in terms of TxOPs) among the N−1 wireless nodes, as dis
ussed in Se
tion-5.3.2.Many rate 
ontrol algorithms have been proposed in the literature. Some of these in
ludethe Auto Rate Fallba
k (ARF) algorithm, Re
eiver Based Auto Rate (RBAR) algorithmand the Adaptive Multi Rate Retry (AMRR) algorithm (see [LMT04℄ and referen
es therein). Whi
hever algorithm is employed, we assume that the AP may dynami
ally sele
t upto K distin
t transmission rates for the downlink. Let {r1, . . . , rK} denote these K di�erentrates in units of bits/slot and let K = {1, . . . , K} denote their index set.In brief, the aforementioned rate 
ontrol algorithms fun
tion in the following manner.Either the re
eiver's measure of the Signal to Noise Ratio (SNR) of re
eived signal or thesender's estimation of the 
hannel loss probability are exploited to adaptively sele
t a higheror lower PHY rate among the K available rates. The PHY rate is in
reased or de
reasedeither on a MAC frame by frame basis (see [LMT04℄ and referen
es there in), or after asuitably 
al
ulated number of MAC frame transmission attempts elapse or at large (≫ one802.11 slot) periodi
 intervals with varying periodi
ity (see [LMT04℄ and referen
es therein). In order to generalize these di�erent set of rate sele
tion 
riteria, for our model weintrodu
e a generi
 PHY rate transition matrix H = [hk,j]K×K , k, j ∈ K, whi
h is 
ommonto all N − 1 AP to wireless node 
onne
tions. The elements of this matrix denote the meanprobability, hk,j, with whi
h the 
hosen rate 
ontrol algorithm will alter the PHY rate to
rj for the next MAC frame transmission attempt, given that the PHY rate for the ongoingframe transmission is rk. Su
h a matrix 
an be appropriately de�ned as a fun
tion of the
hannel 
onditions for any given rate 
ontrol algorithm. As a 
ru
ial basis for the dis
ussionin Se
tion-5.3.4, we assume that the PHY rate transition pro
ess for ea
h node is stationary.Equivalently, H is assumed to be a time homogeneous matrix.Wireless nodes in the AP 
ell are allowed to be mobile in our framework. However,we do not expli
itly model the mobility of su
h nodes. Instead, we assume that the PHYrate transition matrix H 
an be tuned in real time in order to in
orporate an additionalrate 
ontrol strategy that may be required to take 
are of the e�e
ts on 
hannel 
onditionsdue to mobility of nodes.5.3.4 Formulation as Markov Renewal Reward Pro
essDue to its design, the DCF proto
ol de�ned in 802.11 standard allows only one su

essfulMAC frame ex
hange to be ongoing at any time. Then if we fo
us only on downlink, theAP will be engaged in a MAC frame transmission sequen
e with only one of the N − 1nodes at any instant. Moreover, by the balan
ed resour
e allo
ation assumption, su
hframe transmissions will be nearly equally distributed over time for all N−1 wireless nodes.Figure-5.2 shows a snapshot of su
h a s
enario for N = 4. Therefore, from now onwards
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hain for K = 3we will 
onsider FCP transmissions from AP to only one of the N − 1 nodes and we arguethat the same analysis holds for any of the other nodes in the AP 
ell. Note that we are notex
luding the e�e
ts of other N − 2 nodes on the transmission between AP and the 
hosennode, in terms of the model formulation.Now, note that the PHY rate transition from one MAC frame sequen
e to another willbe independent of time sin
e H is time homogeneous. Also, by the de
oupling approximationin [Bia00b, KAMG05b℄, our assumptions on the ba
k-o� pro
ess and time homogeneity of
H , every su

essful or unsu

essful MAC frame transmission sequen
e o

urs independentlyof all the pre
eding MAC frame transmission sequen
es. We 
an thus assume the FCPtransmission pro
ess, between the AP and any given node, being represented by a Markovrenewal reward pro
ess whose renewal instants Jti are embedded at the time instants tiof 
ompletion of an ith su

essful or unsu

essful MAC frame transmission sequen
e. Thereward Wi for ea
h ith renewal 
y
le is denoted by whether the MAC frame was su

essfullytransmitted or not. In order to formalize this notion, we 
onstru
t the 
orresponding dis
retetime Markov 
hain as follows. First, we assume that all FCPs are of identi
al size. Thoughthe 802.11 standard permits pa
ket fragmentation into MAC frames, we assume that pa
ketsize is equal to a single MAC frame size and that the whole FCP is transmitted as asingle MAC frame. Re
all that a node must re
eive at least D FCPs in order to re
overthe original �le of Np pa
kets. Now, at the beginning of ea
h su

essful or unsu

essfulMAC frame transmission sequen
e between the AP and a given node, let rk, k ∈ K, bethe PHY rate that will be employed during this transmission sequen
e and let n denotethe total number of FCPs or MAC frames that have already been re
eived by the node.Thus n = 0 at the beginning of �le transfer. Then, let S(n)

k , k ∈ K, denote the state ofthe transmission pro
ess between the AP and the wireless node at the beginning of anysu

essful or unsu

essful transmission sequen
e. With some abuse of notation let S(n)denote the 
olle
tion ⋃k∈K{S
(n)
k } of all states 
orresponding to a given n. Now, from onetransmission sequen
e to the next, the state of the pro
ess evolves from S

(n)
k to either S(n)

j(in 
ase of unsu

essful transmission) or S(n+1)
l (in 
ase of su

essful transmission) for some



66 Chap. 5 Performan
e Analysis of a Fountain Codes based Transport in a WLAN Cell
j, l ∈ K. Figure-5.3 shows a single step in su
h a Markov 
hain evolution for K = 3. For anygeneral K the state transition matrix T , for the 
omplete Markov 
hain until all D FCPshave been su

essfully re
eived, 
an be formulated as,

0 1 · · · D

T =

0
1...

D − 1








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Tf Ts 0
Tf Ts. . . . . .
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
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


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
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


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(s)
1,K... . . . ...
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(s)
K,1 · · · t

(s)
K,K
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



K×Kwhere,
t
(f)
k,j = ((1 − γ)pf(k) + γ) hk,j & t

(s)
k,l = (1 − γ)ps(k)hk,l.In the pre
eding two formulae, t(f)

k,j denotes the probability that the state of the pro
essevolves from S
(n)
k to S(n)

j due to unsu

essful transmission, t(s)k,l denotes the probability thatthe state evolves from S
(n)
k to S(n+1)

l due to su

essful transmission, ps(k) denotes the prob-ability that the 
hannel 
onditions during a transmission sequen
e remain suitable for asu

essful transmission, pf(k) denotes the probability that the 
hannel 
onditions during atransmission sequen
e lead to a failure of the MAC frame transmission and γ denotes theprobability of 
ollision between any two RTS frames from di�erent wireless nodes or AP. Wewill soon observe at the end of this sub-se
tion how the two probabilities ps(k) and pf (k)are a fun
tion of some k ∈ K.In order to see why a 
ollision probability γ 
omes into pi
ture, note the following.Even though we fo
us only on downlink and that AP is the only node transmitting FCPsto all other wireless nodes, by the des
ription of our FCT proto
ol, ea
h wireless node alsotransmits a `STOP' message pa
ket to the AP at su

essful re
eption of D FCPs. Thisuplink transmission of `STOP' messages though o

urring sporadi
ally must be taken into
onsideration be
ause the usual RTS/CTS 
hannel reservation me
hanism is laun
hed beforetransmitting MAC frames 
omprising these `STOP' message pa
kets. Sin
e di�erent wirelessnodes per
eive di�erent 
hannel 
onditions, ea
h one of them may re
eive the last Dth FCPand in turn transmit the `STOP' message to AP at di�erent time instants, while the APmay still be transmitting FCPs to other nodes. Then, inevitably there is a possibility forRTS frames from the AP and di�erent wireless nodes to 
ollide, as in a standard WLAN
ell s
enario with bi-dire
tional tra�
 (see for e.g., [KAMG05b℄).Remark: Note that 
ollisions due to the `STOP' message 
an be negligible for large�le sizes. Hen
e, modeling of `STOP' message 
ould be ignored for relatively large values of
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Np. However, it is well known that the vast majority of 
onne
tions on Internet transfer �lesof size less than 10 KBs (or, 7 pa
kets with MSS of 1460 bytes) (see [ea01℄ and referen
esthere in). Therefore, sin
e vast majority of tra�
 
omprises data downloads of less than 7pa
kets, modeling of `STOP' message 
an not be ignored.In order to derive γ, we again assume the de
oupling approximation in [Bia00b℄ andfollow the same approa
h as in [KAMG05b℄. The de
oupling approximation says that the
ollision probability is 
onstant and independent, regardless of the number of retransmissionattempts made by a node or the AP (see [Bia00b, KAMG05b℄ for details). With thisapproximation γ is given by, γ = 1 − (1 − β)N−1, where β is the long run average ba
k-o�rate (in attempts per slot). For our 
ase it is given by, β = 1/E[TB]. Note that γ here mightbe slightly over-estimated. However, we shall see in Se
tion-5.5.2 that this leads to onlyin-signi�
ant deviation in the results.Note that the 
olle
tion⋃k∈K{S

(D)
k } 
orresponding to n = D forms a set of absorptionstates. When all D FCPs have been su

essfully transmitted the FCP transmission pro
essterminates in one of the states {S(D)

l , l ∈ K}. Thus for the purpose of 
omputing thestationary probabilities, {πl, l ∈ K}, we may 
onsider only the absorption states and ignoreall other states whi
h would lead to a 
omputational 
omplexity of only O(K2) instead of
O(K2D).For the purpose of modeling the wireless 
hannel medium we 
onsider a standard twostate Markov 
hannel error model. Su
h a model is depi
ted in Figure-5.4. A
ross two
onse
utive 802.11 slots, the 
hannel may transit between a good and a bad state as shownin Figure-5.4, where pg is the probability that the 
hannel remains in good state, 1 − pgis the probability of transiting from good to bad state, pb is the probability of remainingin the bad state and 1 − pb is the probability of transiting from bad to good state. Insu
h a model pg + pb ≤ 1 usually. However, as a standard simpli�
ation we will assume
pg+pb = 1 (see [KS04b, KS04a℄ and referen
es there in). Note that, if the 
hannel ever goesinto bad state for even a single slot during the transmission of any of the RTS, CTS, MACor ACK frames, the 
orresponding frame is re
eived erroneously and 
onsidered lost. Su
h asituation will lead to an unsu

essful MAC frame transmission sequen
e or a renewal 
y
lewith zero reward. Now, let TR, TC and TA denote the times (in slots) required to transmitan RTS, CTS and ACK frame, respe
tively. Also, let d be the size (in bits) of a single FCPor MAC frame, whi
h are assumed to be of identi
al size as mentioned earlier. Then, withthe 
hannel model des
ribed in the foregoing dis
ussion, we 
an now expli
itly de�ne theprobabilities ps(k) and pf (k) for some k ∈ K as,

ps(k) = p
TR+TC+

⌈

d
rk

⌉

+TA

g , pf(k) = p
(R)
f + p

(C)
f + p

(D)
f (k) + p

(A)
f (k), (5.1)where, p

(R)
f = 1 − pTR

g , p
(C)
f = pTR

g

(

1 − pTC
g

)

,

p
(D)
f (k) = pTR+TC

g

(

1 − p

⌈

d
rk

⌉

g

)

, p
(A)
f (k) = p

TR+TC+
⌈

d
rk

⌉

g

(

1 − pTA
g

)

. (5.2)
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e Analysis of a Fountain Codes based Transport in a WLAN Cell5.4 Mean Downlink ThroughputWe now derive an expli
it expression for the mean downlink throughput a
hieved by asingle node. Re
all the renewal reward pro
ess formulation of the MAC frame transmissionsequen
es from the AP to a given node (Se
tion-5.3.4). Let Li ∆
= ti− ti−1 denote the length(in slots) of ith renewal 
y
le. Applying the renewal reward theorem (Theorem D.15 in[KMK04℄) to our formulation, we 
an state that the mean downlink throughput, Θ, fromAP to any wireless node is given by,

Θ =
limm→∞

1
m

∑m

i=1Wi

limm→∞
1
m

∑m
i=1 Li

=
E[W ]

E[L]
, (5.3)where, E[W ] is the expe
ted reward over a renewal 
y
le in terms of number of bits of datatransmitted and E[L] is the expe
ted length of a renewal 
y
le.In order to 
ompute the throughput we �rst 
ompute E[L] as follows. Using Equations5.1 and 5.2, de�ne the following entities,

ps = EK[ps(k)] = pTR+TC+TA
g EK[p

⌈

d
rk

⌉

g ], (5.4)
p

(D)
f = EK[p

(D)
f (k)] = pTR+TC

g

(

1 −EK[p

⌈

d
rk

⌉

g ]

)

, (5.5)
p

(A)
f = EK[p

(A)
f (k)] = pTR+TC

g EK[p

⌈

d
rk

⌉

g ]
(

1 − pTA
g

)

, (5.6)where, EK[·] is the expe
tation operator over the index set K. This expe
tation may be
omputed using the stationary probabilities {πl, l ∈ K} mentioned earlier in Se
tion 5.3.4.Now, from Figure-5.1 we 
an see that E[L] 
an be derived as,
E[L] = E(length of renewal 
y
le)

= (1 − γ)

[

ps

(

EK

[⌈

d

rk

⌉]

+ Tov

)

+ p
(R)
f T (R)

ov + p
(C)
f T (C)

ov

]

+ (1 − γ)

[

p
(D)
f

(

EK

[⌈

d

rk

⌉]

+ T (D)
ov

)

+ p
(A)
f

(

EK

[⌈

d

rk

⌉]

+ T (A)
ov

)]

+ γT (R)
ov ,

(5.7)
where,

T (R)
ov = TDIFS + E[TB] + TR + TSIFS = T̂ (R)

ov + E[TB], (5.8)
T (C)
ov = TDIFS + E[TB] + TR + TC + TSIFS = T̂ (C)

ov + E[TB], (5.9)
T (D)
ov = TDIFS + E[TB] + TR + TC + 3TSIFS = T̂ (D)

ov + E[TB], (5.10)
Tov = T (A)

ov = TDIFS + E[TB] + TR + TC + TA + 3TSIFS = T̂ (A)
ov + E[TB], (5.11)
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PSfrag repla
ements pg pb
1 − pg

1 − pbFigure 5.4: Two state Markov 
hannel error modelIn the pre
eding formulae, TDIFS and TSIFS denote the DIFS and SIFS times (in slots),respe
tively. E[TB] denotes the expe
ted length of ba
k-o� duration as de�ned earlier inSe
tion-5.3.1. T (·)
ov denotes the 
ontribution from MAC layer entities to the overhead 
ausedby an unsu

essful transmission of the 
orresponding RTS, CTS, MAC data or ACK frame.

Tov denotes the same for a su

essful transmission of the MAC data frame. An extra termof TSIFS has been in
luded in Equations 5.8 and 5.10 sin
e in order to dete
t the pre
edingframe's loss, the AP must wait (for SIFS duration) till the time instant when the wirelessnode starts to send the next frame in the sequen
e.Next, for 
omputing E[W ] observe that an FCP of size d bits (or an original un-
odedpa
ket of size d
1+ǫ

bits) is re
eived by a wireless node only when the 
orresponding MACframe is su

essfully transmitted over a renewal 
y
le. From this observation the expe
tedreward over a renewal 
y
le is given by,
E[W ] =

(1 − γ) ps d

1 + ǫ
. (5.12)Plugging Equations 5.7 and 5.12 in Equation 5.3 one 
an now 
ompute the mean downlinkthroughput.5.5 Validation of the ModelThe goal of this se
tion is to validate our model and expression for mean downlink through-put with ns2 simulations.5.5.1 Implementation DetailsMATLAB software was used for all numeri
al 
omputations and values used for varioussystem parameters are as follows: 802.11 slot = 20µs, TR = 4.5 slots, TC = 2.8 slots,

TA = 2.8 slots, TDIFS = 2.5 slots, TSIFS = 0.5 slots, CW = 64 slots, E[TB] = 31.5 slots,
d = 1024 bytes, K = 3, r1 = 6 Mbits/s, r2 = 12 Mbits/s, r3 = 24 Mbits/s. For ns2simulations we broadly 
onsidered two di�erent 
ases. One of the 
ases 
orresponds to thereal ba
k-o� pro
ess as per 802.11 spe
i�
ations, where the value of 
ontention window
CW grows exponentially (when loss o

urs) and the ba
k-o� interval is sele
ted uniformly
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ase implemented by default in MAC/802_11 
lass module in ns2.The other 
ase is based on our assumptions on the ba
k-o� pro
ess detailed previouslyin Se
tion-5.3.1. In order to 
orre
tly simulate the s
enarios 
orresponding to our modelbased on these assumptions, we modi�ed the MAC/802_11 
lass module in ns2 and �xed thevalue of variables 
orresponding to CW su
h that it remains 
onstant at 64 slots (i.e., β =

0.03). Additionally, we modi�ed the 
ode so that the random ba
k-o� interval is sampledfrom a geometri
 distribution with mean E[TB] = CW−1
2

instead of uniform distribution.Spe
i�
ally, we used ns2 version 2.29 for our simulations and modi�ed the following �lesto in
orporate 
hanges des
ribed in the foregoing dis
ussion: ma
/ma
-802_11.{h,

},gen/ns_t
l.

, tools/rng.h and tools/random.h. The WLAN topology 
onsidered forsimulations was identi
al to the one proposed for modeling analysis. Mobility of wirelessnodes was not introdu
ed in the simulation s
enarios. The 
on�guration of AP node wasmodi�ed to implement the Adaptive Auto Rate Fallba
k (AARF) rate 
ontrol algorithmand its parameters used in all our simulation s
enarios are identi
al to those spe
i�ed inTable-2 in [LMT04℄. It 
an be easily shown that these parameters for K = 3 give rise tothe following PHY rate transition matrix that we used in our simulations,
H =





0.63 (1 − pg) 0.37 pg 0
0.63 (1 − pg) 0.0925 pg/2 0.2775 pg/2

0 0.63 (1 − pg) 0.37 pg



 .The FCT proto
ol de�ned previously in Se
tion-5.2 was implemented by modifying theAgent/UDP 
lass module in apps/udp.h and apps/udp.

 �les in ns2. To be spe
i�
, itwas modi�ed to support a new advan
eby() publi
 fun
tion (similar to the one presentin Agent/TCP 
lass module) and a new sendSTOP() private fun
tion. The advan
eby()fun
tion 
an be 
alled in a TCL s
ript to let a MAC/802_11 node (or AP) to send dummyfountain 
oded pa
kets at a pre-spe
i�ed 
onstant bit rate. The sendSTOP() fun
tion is
alled in the re
v() fun
tion to automati
ally send a `STOP' message to the sender as soonas a pre-spe
i�ed number of FCPs have been su

essfully re
eived at re
eiver side. In turn,on re
eipt of this `STOP' message the sender terminates its 
urrent �le session.The wireless medium in all simulation s
enarios was modeled by a two-ray groundradio propagation model and all nodes were 
on�gured to use a single antenna. Similar tothe analyti
al model, a two state Markov 
hannel error model was used on a per slot basisfor the simulation s
enarios. Di�erent values for the probability pg of good 
hannel state fordi�erent s
enarios shall be expli
itly spe
i�ed later. Ea
h simulation result was obtained byexe
uting the simulation s
enario for about 100 runs in order to gather su�
ient statisti
sfor 
al
ulation of mean values.5.5.2 Simulating with Modi�ed Ba
k-o� Pro
essWe 
ompare here the results of our analysis with those of simulations based on the modi�edba
k-o� pro
ess as per our assumptions in Se
tion-5.3.1.Figure-5.5 shows mean downlink throughputs from AP to a single node for a �le of
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Figure 5.5: Modi�ed ba
k-o� (D = 5)  0
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Figure 5.6: Real ba
k-o� (D = 5)
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Figure 5.7: Modi�ed ba
k-o� (D = 100)  0
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Figure 5.8: Real ba
k-o� (D = 100)size 3850 bytes (Np ≈ 3.85 pa
kets), a fountain 
ode with design parameter ǫ = 0.3, K = 3,
β = 0.03, d = 1500 bytes and a wireless 
hannel for whi
h pg = 0.99. With a fountain 
odeof design parameter ǫ = 0.3 a �le of size ≈ 3850 bytes 
an be en
oded su
h that the wirelessnode must re
eive at least approximately D = 5 FCPs in order to de
ode the original �le.Also note that pg = 0.99 does not ne
essarily represent highly favorable 
hannel 
onditionssin
e state transitions in the Markov 
hannel error model o

ur on a per slot basis. In otherwords, the 
hannel must 
ontinue to remain in good state for a few tens of slots su

essively,for the MAC transmission to be su

essful.In Figure-5.5 we 
an observe a very good mat
h between the simulation and analysisresults. Figure-5.7 shows mean downlink throughputs for another s
enario of D = 100FCPs, ǫ = 0.3, K = 3, β = 0.03, d = 1500 bytes and pg = 0.99. We again observe a goodmat
h of the results from simulations with those from analysis. For higher values of Nthe throughput results tend to deviate marginally from ea
h other. This deviation may beexplained as follows. In our analysis the 
ollision probability, γ, is slightly over-estimated.It is 
al
ulated assuming that the RTS frame from AP (for FCP transmission) may 
ollidewith the RTS frame from any of the wireless nodes (for `STOP' message transmission)
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e. However, in simulations, a

ording to theFCT proto
ol's design, a `STOP' message is transmitted by a wireless node only after thelast Dth FCP from AP has been su

essfully re
eived. Thus, in reality (simulations), sin
ethe AP node is the only node trying to gain a

ess to the 
hannel during most of the�le transmission duration, fewer 
ollisions of RTS frames o

ur. This 
learly explains themarginally higher throughput obtained from simulations as 
ompared to the analysis.5.5.3 Simulating with Real Ba
k-o� Pro
essNow, we 
ompare the results of our analysis with those of simulations based on the realba
k-o� pro
ess as per 802.11 spe
i�
ations. The goal of this 
omparison is to demonstratethat though our assumptions of Se
tion-5.3.1 are essential for modeling purposes, they area
tually insigni�
ant in terms of the throughput performan
e metri
 that we have beeninvestigating.In Figure 5.6, mean downlink throughputs for a s
enario identi
al to that of Figure5.5 (i.e., D = 5 FCPs, ǫ = 0.3, K = 3, β = 0.03, d = 1500 bytes and pg = 0.99) are plotted.The only di�eren
e being that the simulation results here are based on the real ba
k-o�pro
ess. It is easy to observe that throughput metri
 in the two di�erent �gures exhibitsnearly the same performan
e variation 
hara
teristi
s between the analysis and simulationresults. Figure 5.8 
on�rms this observation for another s
enario identi
al to that of Figure5.7 (i.e., D = 100 FCPs, ǫ = 0.3, K = 3, β = 0.03, d = 1500 bytes and pg = 0.99).Before 
on
luding this se
tion we would like to mention that apart from the s
enar-ios dis
ussed here, we have 
arried out numeri
al analysis and simulations for additionals
enarios, su
h as for di�erent values of D, ǫ, K, β, d and pg. In all these additional s
e-narios, similar observations were made as those dis
ussed here. It was also observed in allsimulation results that the AP a
hieved nearly equal downlink throughputs for ea
h node inthe WLAN 
ell. Some of these additional s
enarios are presented in the following se
tion.As a 
on
lusion to this se
tion, we may state that the simulation results presented heredemonstrate that our modeling analysis 
aptures fairly a

urately the performan
e of theFCT proto
ol in a WLAN last-hop link. Moreover, our assumptions on the ba
k-o� pro
essdo not signi�
antly a�e
t the analyti
al results that we have investigated here.5.6 Performan
e AnalysisHaving validated the model, we now pro
eed towards analyzing performan
e of the obtainedthroughput metri
 w.r.t. the various system parameters. Unless otherwise stated, numeri
alvalues for the parameters used in this se
tion are identi
al to those spe
i�ed in Se
tion 5.5.Plugging Equations 5.7 & 5.12 in 5.3 and re-arranging we get,
Θ(β) =

ps d

(1 + ǫ)
[

(ps + p
(A)
f )(T̄D + T̂

(A)
ov ) + p

(R)
f T̂

(R)
ov + p

(C)
f T̂

(C)
ov + p

(D)
f (T̄D + T̂

(D)
ov ) + f(β)

] ,(5.13)
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f(β) = (ps + pf )

1

β
+

1 − (1 − β)N−1

(1 − β)N−1
(T̂ (R)

ov +
1

β
), T̄D = EK

[⌈

d

rk

⌉]

,where, pf = EK[pf(k)]. For Θ(β) to be maximum, f(β) should be minimum. Therefore,taking the derivative of f(β) and equating it to 0 we get the following simple quadrati
equation in β after simpli�
ation,
(N − 1) T̂ (R)

ov β2 + N β − 1 = 0, (5.14)where we have used the fa
t that ps+pf = EK[ps(k)]+EK[pf(k)] = 1 (sin
e ps(k)+pf(k) = 1)along with the following approximation,
(1 − β)N ≈ 1 −Nβ +

N(N − 1)

2
β2,sin
e β ≪ 1 for N > 2. Solving Equation 5.14 we get the optimal β∗ as,

β∗ ≈

√

N2 + 4(N − 1)T̂
(R)
ov −N

2(N − 1)T̂
(R)
ov

. (5.15)Equation 5.15 gives the approximate optimal value of ba
k-o� rate β (and hen
e CW )that should be employed by the AP to obtain maximum throughput performan
e for agiven network setting (i.e., N and T̂ (R)
ov ). This 
learly highlights the 
onsiderable theoreti
alimportan
e of Equation 5.15 and it is to be additionally noted that it is independent of theprobabilities ps(k) and pf (k).In Figure 5.9, single node throughput, Θ(β), is shown for di�erent values of N as
omputed from Equation 5.13. Note that the maximum throughput is highly dependent on

N . The 
urves vary steeply for values of β less than β∗ and are relatively smooth otherwise,indi
ating that throughput performan
e may be penalized if the value of β employed by APis even negligibly less than β∗. Figure 5.9 strengthens the theoreti
al importan
e of Equation5.15 sin
e even a slight deviation from optimal β∗ (and hen
e CW ) may 
ause signi�
antperforman
e degradation. Table 5.1 shows a good mat
h between the approximate anda

urate values of β∗ obtained from Equation 5.15 and Figure 5.9, respe
tively.Figure 5.10 shows a plot of throughput as a fun
tion of the fountain 
ode parameter,
ǫ, for di�erent N and the 
orresponding optimal β∗. For a given fountain 
ode, lower is thevalue of ǫ, higher is its e�
ien
y. But higher e�
ien
y 
omes at the 
ost of a more 
omplex
oding-de
oding algorithm. In Figure 5.10 it is seen that employing a fountain 
ode withhigher e�
ien
y may result in better throughput performan
e only for low values of N . Thisobservation 
an be exploited to dynami
ally sele
t an appropriate fountain 
ode based onan estimate of N by the AP.Figure 5.11 shows similar 
hara
teristi
s as those observed in Figure 5.10, but fordependan
e on 
hannel 
onditions (i.e., pg). Sele
ting a fountain 
ode with higher e�
ien
y
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N 5 7 9 12 15 20
Approximate 0.1174 0.0903 0.0743 0.0592 0.0495 0.0391
Accurate 0.1250 0.0901 0.0748 0.0601 0.0507 0.0402Table 5.1: Comparison of Approximate and A

urate values of β∗
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an be bene�
ial in terms of throughput only when good 
hannel 
onditions prevail (highvalues of pg). If 
hannel 
onditions are bad, throughput performan
e is insensitive to the
hoi
e of the fountain 
ode (i.e., ǫ). Again, this observation 
an be exploited to dynami
allysele
t an appropriate fountain 
ode based on an estimate of the 
hannel 
onditions by AP.At last, let us look at the dependan
e of throughput on the FCP size (or MAC-framesize; see Se
tion 5.3.4). As an example for N = 5 and 9, Figure 5.12 illustrates that forany given fountain 
ode and number of nodes N , in
reasing the FCP size, d, results in anin
rease in the throughput. Figure 5.13 
on�rms this illustration for a parti
ular value of

ǫ = 0.3 and di�erent values of N = 3, 5, 9, 15. However, this observation is valid only forfairly good 
hannel 
onditions with pg = 0.99. In Figures 5.14 and 5.15 we observe that forslightly bad 
hannel 
onditions with pg = 0.95 the trend reverses as 
ompared to Figures5.12 and 5.13. For any given fountain 
ode and number of nodes N , in
reasing the FCP size,
d, now results in a de
rease in the throughput. We may thus �nally 
on
lude that duringgood 
hannel 
onditions FCPs of largest possible size must be transmitted and during bad
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hannel 
onditions it is preferable to transmit FCPs of smallest possible size.5.7 Comparison of FCT with TCPAs per our dis
ussion in Se
tion 5.1, the FCT proto
ol may be a better alternative to TCPin an 802.11 WLAN 
ell sin
e it abandons the need for TCP a
k like tra�
 on reverse link.In the forth
oming dis
ussion we expli
itly quantify this performan
e improvement in termsof per
entage of useful data transmitted. Keeping the real ba
k-o� and using settings similarto the ones used in Se
tion 5.5, we performed ns2 simulations to measure the per
entage
ontribution by un-
oded Np useful data pa
kets, su

essfully transmitted in a WLAN 
ell,among all kinds of pa
kets and MAC frames. This per
entage measure has been 
arriedout for downlink transfers using TCP and FCT (with ǫ = 0.3), separately. Figures 5.16and 5.17 show simulation results for a long �le transfer that lasts up to 3 hours over afairly good wireless 
hannel with pg = 0.99. In the �gures, % of all kinds of pa
kets and
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ements Value of ǫFigure 5.22: % of data, N = 5, pg = 0.9MAC frames is plotted against the number of nodes N (in
luding AP). Figure 5.18 showsa 
omparison between the per
entages of useful data pa
kets for TCP and FCT. It 
anbe 
learly observed that FCT outperforms TCP. Moreover, the performan
e improvementin
reases, though marginally, with in
reasing number of nodes. We may thus infer that fora suitable design parameter (ǫ) of a fountain 
ode and fairly good 
hannel 
hara
teristi
s(pg = 0.99), there is greater in
entive to swit
h to FCT when number of nodes in a WLAN
ell are relatively high. However, this may not be the 
ase when 
hannel 
onditions are badand we dis
uss this issue next.Figures 5.19, 5.20, 5.21 and 5.22 show for N = 2, 3, 4 and 5, respe
tively, the per-
entage of �le data su

essfully transmitted using TCP and di�erent FCTs represented byvarying values of ǫ. The wireless 
hannel 
hara
teristi
s for these results pertain to poor
hannel 
onditions, i.e., pg = 0.9. Consider for e.g., an FCT with ǫ = 0.2. We observe inthe �gures that for N = 2 TCP performs better than the FCT, where as for values of Ngreater than 2 TCP performs worse than the FCT. Compare this FCT with another FCThaving ǫ = 0.4. We now observe that TCP performs better than this new FCT (ǫ = 0.4) for
N = 2,3 and 4 and vi
e-versa holds true for N = 5. For yet another FCT with ǫ = 0.1, weobserve that it performs better than TCP for all values of N = 2, 3, 4 and 5.The foregoing dis
ussion helps us to dedu
e that an FCT may perform better or worsethan TCP depending on its design parameter ǫ, the number of nodes N and the wireless
hannel 
hara
teristi
s. This trade-o� between the performan
e of an FCT (
ompared toTCP) and the extra ǫNp redundant pa
kets, 
an be intuitively understood to be related



78 Chap. 5 Performan
e Analysis of a Fountain Codes based Transport in a WLAN Cellto the underlying wireless 
hannel 
hara
teristi
s and the 
ollision probability γ whi
h is afun
tion ofN . This observation may help in designing a dynami
 proto
ol sele
tion algorithmthat 
an optimally and/or adaptively sele
t one of the TCP and FCT proto
ols for downlinktransmission in a WLAN.5.8 Con
lusionWe have proposed a Markovian sto
hasti
 model to analyze the performan
e of a simpleFountain Codes based Transport (FCT) in an 802.11 WLAN setting where the AP is allowedto employ a generi
 rate 
ontrol algorithm. The results of this study 
learly demonstratethat the AP must use an optimal value of the ba
ko�-rate, β, for a
hieving maximumdownlink throughput performan
e. Moreover, we have seen that 
hoosing a fountain 
odewith higher e�
ien
y (lower value of ǫ) may improve the throughput performan
e only whennumber of wireless nodes (N) are low or when good 
hannel 
onditions prevail. Next, fora given fountain 
ode and estimate of N , during good 
hannel 
onditions the size of FCPmust be 
hosen as large as possible and during bad 
hannel 
onditions it must be 
hosen assmall as possible. Finally, through a brief simulation study we have illustrated that FCTmay perform better or worse than TCP depending on the fountain 
ode parameter, ǫ, thenumber of nodes in a WLAN 
ell and the wireless 
hannel 
onditions.



Chapter 6
New Cross-Layer Channel Swit
hing Pol-i
y for TCP Transmission in 3G UMTS
In 3G UMTS, two main transport 
hannels have been provided at the layer-2 (MAC) fordownlink data transmission: a 
ommon FACH 
hannel and a dedi
ated DCH 
hannel. Theperforman
e of TCP in UMTS depends mu
h on the 
hannel swit
hing poli
y used. In this
hapter, we �rst propose and analyze three new basi
 threshold-based 
hannel swit
hingpoli
ies for UMTS that we name as QS (Queue Size), FS (Flow Size) and QSFS (QS &FS 
ombined) poli
y. These poli
ies signi�
antly improve over a `modi�ed threshold poli
y'in [PAAD03℄ by about 17% in response time metri
s. We further propose and evaluate anew improved swit
hing poli
y that we 
all FS-DCH (at-least �ow-size threshold on DCH)poli
y. This poli
y is biased towards short TCP �ows1 of few pa
kets. It is thus a 
ross-layerpoli
y that improves the performan
e of TCP by giving priority to the initial few pa
ketsof a �ow on the fast DCH 
hannel. Extensive simulation results show that FS-DCH pol-i
y improves over others by about 30% to 36% in response time metri
s for a parti
ular 
ase.Note: The material in this 
hapter has appeared in [KBAK08℄. This work was sponsoredby Fran
e Tele
om R&D.

1A �ow is de�ned as a burst of pa
kets in a TCP 
onne
tion.79



80 Chap. 6 New Cross-Layer Channel Swit
hing Poli
y for TCP Transmission in 3G UMTS6.1 Introdu
tionKeeping in pa
e with the in
reasing demand from users for a

ess to information and servi
eson publi
 and private networks, the third generation (3G) Universal Mobile Tele
ommuni
a-tion System (UMTS) has been designed to o�er servi
es su
h as high speed Internet a

ess,high quality image and video ex
hange and global roaming. Data tra�
 in UMTS has been
lassi�ed broadly into four di�erent 
lasses, namely�
onversational, streaming, intera
tive(e.g., web browsing) and ba
kground (e.g., email) 
lasses. The bulk of data in streamingand intera
tive transmissions is 
arried over the downlink from UTRAN (UMTS TerrestrialRadio A

ess Network) to a UE (User Equipment). Data generated in the higher layers ofUTRAN is 
arried over the air interfa
e to the UEs via the downlink transport 
hannels,whi
h are mapped in the physi
al layer to di�erent physi
al 
hannels. There are two typesof layer-2 downlink transport 
hannels that have been provided in UMTS: dedi
ated 
han-nels and 
ommon 
hannels. A 
ommon 
hannel is a resour
e shared between all or a groupof users in a 
ell, where as a dedi
ated 
hannel is a resour
e identi�ed by a 
ertain 
odeon a 
ertain frequen
y and is reserved for a single user only. The only dedi
ated 
hannelis termed as DCH and one of the six 
ommon transport 
hannels that is mainly used forpa
ket data on the downlink is the FACH 
hannel [HT01℄. The number of DCH 
hannelsin a UMTS 
ell is interferen
e limited. If a new user's 
onne
tion 
annot be admitted intothe 
ell (this is de
ided by an appropriate interferen
e based CAC or 
onne
tion admission
ontrol), it must wait until a DCH 
hannel is released by the already 
onne
ted users oruntil when interferen
e 
onditions be
ome suitable for this new user to be allo
ated a newDCH 
hannel. Being a dedi
ated 
hannel, DCH guarantees higher data rates but the set-uptime for DCH is signi�
ant (of the order of 250ms [PAAD03, HT01℄). On the other hand,the 
ommon 
hannel FACH inherently guarantees lower data rates but its set-up time isless. A

ording to the WCDMA (Wideband-CDMA) spe
i�
ations detailed by the 3GPPgroup, for a parti
ular user, long �ows with large amount of pa
kets 
an be transmitted onthe user dedi
ated DCH 
hannel and short �ows of few pa
kets 
an be transmitted on the
ommon FACH 
hannel whi
h is shared by all users. However, the 3GPP spe
i�
ations donot provide any standardization of su
h a 
hannel sele
tion/swit
hing poli
y. A networkoperator is free to 
hoose its own proprietary 
hannel swit
hing poli
y.6.1.1 Main ContributionsIn this 
hapter, we propose some new basi
 
hannel swit
hing poli
ies for pa
ket data trans-mission on the downlink of a single UMTS 
ell. In Se
tion 6.5 we observe that our newswit
hing poli
ies improve on the `modi�ed threshold poli
y' in [PAAD03℄ by around 17%in response time metri
s. Thereafter, based on some observations about the DCH and FACH
hannel 
hara
teristi
s and the need for distin
tion of long and short TCP �ows, we furtherpropose another new 
ross-layer 
hannel swit
hing poli
y, whi
h is our main 
ontribution inthis work. To the best of our knowledge, ours is the �rst attempt to propose su
h a 
ross-layer 
hannel swit
hing poli
y for UMTS downlink that is based on di�rentiation betweenlong and short TCP �ows. All the new poli
ies are in a

ordan
e with the 
urrent WCDMA



Se
. 6.1 Introdu
tion 81spe
i�
ations and we evaluate their performan
e in terms of response time and slowdownmetri
s using simulations.6.1.2 SynopsisWe start in Se
tion 6.2 by de�ning the basi
 threshold-based 
hannel swit
hing poli
ies.We name them as QS (Queue Size) poli
y, FS (Flow Size) poli
y and QSFS (QS & FS
ombined) poli
y. In all these poli
ies a new �ow or 
onne
tion starts on the 
ommonFACH 
hannel. In Se
tion 6.3, we observe that in the basi
 poli
ies the swit
hing delay for
onne
tions swit
hing from FACH to DCH and vi
e-versa is not very signi�
ant as 
omparedto the transmission time of pa
kets on the FACH 
hannel, given the fa
t that FACH is alow bandwidth 
hannel with high priority signaling tra�
 on it. We also argue that it isadvantageous for short �ows to have small response times. This observation and argumentmotivates us to propose the design of a new 
ross-layer poli
y that we 
all FS-DCH (at-least�ow-size threshold on DCH) poli
y in whi
h we try to a
hieve better response time andslowdown for short �ows. In Se
tion 6.4 we des
ribe the network model and simulationset-up that we have used for performan
e evaluation of all the poli
ies. Se
tion 6.5 leads todis
ussion on the various observations that 
an be made from simulation graphs obtained.We �nally 
on
lude in Se
tion 6.6.Remark: Note that we 
ould have dire
tly des
ribed only the 
ross-layer FS-DCH poli
y.However, we �rst explain the basi
 QS, FS and QSFS poli
ies in order to be able to lay downa basis for motivating and progressively designing the 
ross-layer FS-DCH poli
y. Without�rst des
ribing the basi
 poli
ies it would have been di�
ult to motivate the design of the
ross-layer poli
y.6.1.3 Related WorkMost of the existing 
hannel swit
hing poli
ies are very simple, timer and threshold basedpoli
ies and do not involve any 
omplex or 
ross-layer swit
hing 
riteria. Queue size thresh-old based poli
ies have been proposed in [PAAD03℄ in whi
h a new 
onne
tion is initiallyallo
ated to FACH. On indi
ation that the 
urrent �ow of the 
onne
tion might be long(i.e., a long bu�er queue for that sour
e is observed), then beyond some upper threshold,the Pa
ket S
heduler in UMTS tries to allo
ate a DCH to that 
onne
tion (if one is avail-able). While on DCH, when the queue size of the 
onne
tion falls below another lowerthreshold, the 
onne
tion is swit
hed ba
k to FACH. The authors in [PAAD03℄ also presenta modi�ed threshold poli
y, in whi
h, while a 
onne
tion is on DCH, if its queue size fallsbelow a lower threshold, a timer is started and the 
onne
tion remains on DCH. If there areno arrivals during the timer period, the 
onne
tion is swit
hed ba
k to FACH. The timer isused to let the TCP a
knowledgements (ACKs) rea
h the sender and release new pa
kets.In [AS03℄, the swit
hing poli
y swit
hes 
onne
tions from FACH to DCH when the num-ber of pa
kets transmitted (i.e., �ow size) for a given user on FACH ex
eeds a threshold.The 
hoi
e of the threshold depends on the load on FACH and other QoS 
onditions. In[RFQ03℄, a swit
hing poli
y based on bandwidth demand has been proposed. A 
onne
tion



82 Chap. 6 New Cross-Layer Channel Swit
hing Poli
y for TCP Transmission in 3G UMTSis swit
hed from FACH to DCH if its bandwidth demand ex
eeds a threshold and remainson FACH otherwise. The 
hannel swit
hing s
hemes in [OKIO02℄ work with blo
king andunblo
king pa
kets present in the RLC (Radio Link Control) and MAC sub-layers and dif-ferent s
hemes propose to transmit the unblo
ked pa
kets on either 
ommon or dedi
ated
hannels, di�erently.6.2 Basi
 Channel Swit
hing Poli
iesWe �rst propose three new basi
 threshold-based 
hannel swit
hing poli
ies. In all thesepoli
ies, the FACH 
hannel is served with either a PS or a LAS2 s
heduling me
hanismand the DCH 
hannel is implemented as Priority s
heduling with priority given to 
onne
-tions having maximum queue lengths. Before we dis
uss in detail about the three 
hannelswit
hing poli
ies, we de�ne below the notations used in their formal de�nitions:
− Let Q(i) denote the queue length of a 
onne
tion i at the UMTS base station (NodeB).
− Let Th and Tl (Th ≥ Tl) denote two thresholds on the queue length Q(i) when the
onne
tion is on FACH and DCH 
hannels, respe
tively.
− Let f(i) denote the 
umulative �ow size (i.e., number of pa
kets transmitted) over theFACH and DCH 
hannels, for the 
urrent �ow of a 
onne
tion i.
− Let `s' denote a threshold on the 
umulative �ow size f(i) of the 
urrent �ow.
− In all the poli
ies des
ribed in this 
hapter, a 
onne
tion starts on FACH by defaultand then if a DCH is available, it is swit
hed to DCH depending on di�erent thresholds.If a DCH is not available then a swit
hing request ri 
orresponding to this 
onne
tion

i is added to a request set so that later when a DCH is available, 
onne
tion i will beswit
hed to DCH. Let R denote this request set.
− LetW (i) denote the total time for whi
h a request ri of 
onne
tion i remains unserved.Alternatively, it denotes the total time for whi
h a 
onne
tion i has been waiting tobe swit
hed to DCH sin
e its request ri to swit
h to DCH was added to R.
− Let Ndch denote the total number of DCH 
hannels in a single UMTS 
ell.
− Let Udch denote the total number of DCH 
hannels that have been allo
ated or 
ur-rently in use in the UMTS 
ell. Note that Udch ≤ Ndch.6.2.1 QS Poli
yIn the QS (Queue Size) poli
y with parameter Th, a new 
onne
tion i starts on the FACH
hannel and waits for its queue length to ex
eed an upper threshold Th before swit
hing toDCH. If there is no DCH 
hannel available then a request ri for this 
onne
tion to swit
h2LAS: S
heduling based on Least Attained Servi
e
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onne
tion j on DCH when its queue length drops below the lowerthreshold Tl, a timer is started for Tout se
onds. If there are pa
ket arrivals during the timerperiod, the timer is reset. When the timer expires, if the queue length of 
onne
tion j isstill below the lower threshold and another set of 
onne
tions on FACH are attempting toswit
h to DCH and no more free DCH 
hannels are available, the 
onne
tion j swit
hesba
k to FACH. On
e this 
onne
tion swit
hes to FACH after a swit
h delay (of around250ms [PAAD03, HT01℄), a 
onne
tion having the maximum queue length among the setof 
onne
tions on FACH that were attempting to swit
h to DCH, is swit
hed to DCH.In this way we give priority to the 
onne
tions with the maximum queue lengths whileswit
hing from FACH to DCH. This is what we mean by Priority s
heduling on the DCH
hannel. PS+Priority then implies that, FACH uses PS s
heduling me
hanism and DCHuses Priority s
heduling. This PS+Priority queue system is the essential di�eren
e betweenour new basi
 QS, FS and QSFS poli
ies and the poli
ies proposed in [PAAD03℄ whi
h usePS+FCFS queueing. We will see later in Se
tion 6.5 that our new poli
ies signi�
antlyimprove over the `modi�ed threshold poli
y' in [PAAD03℄ by around 17% in response timemetri
s. This leads to the 
on
lusion that PS+Priority queueing system is the main featuredue to whi
h our new poli
ies improve over the modi�ed threshold poli
y in [PAAD03℄. TheQS poli
y 
an be formally summarized and de�ned as follows:QS poli
y: The QS (Queue Size) poli
y is 
hara
terized by the following setof rules:
− A 
onne
tion i starts on FACH by default. It swit
hes to DCH if Q(i) >

Th & Udch < Ndch.If Q(i) > Th & Udch = Ndch then ri is added to R.
− If 
onne
tion j is on DCH then if Q(j) < Tl, a timer is started for du-ration Tout se
onds. If there are pa
ket arrivals during the timer period,the timer is reset. When the timer expires and still Q(j) < Tl, then,if (1) Udch = Ndch & R 6= φ then 
onne
tion j swit
hes to FACH and
onne
tion i with ri ∈ R swit
hes to DCH, where 
onne
tion i is 
hosensu
h that,

ri = arg max
rk∈R

Q(k),else, (2) the 
onne
tion j remains on DCH and another timer of duration
Tout se
onds is started.In the above de�nition, on
e 
onne
tion i swit
hes to DCH su

essfully, ri is deletedfrom the request set R.Motivation behind QS poli
y: The main motivation behind QS poli
y is to treat short�ows and long �ows di�erently. The size of a �ow 
an be estimated by its queue size.
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y for TCP Transmission in 3G UMTSShort �ows will not ex
eed a su�
ient upper threshold Th on the queue size and will getserved on FACH. Thus, the idea is to avoid swit
hing 
ost for short �ows as the 
ost maybe more or 
omparable to the servi
e requirement of the short �ows. Large-sized or long�ows on the other hand will see their bu�er queue build-up and will be swit
hed to DCHin the above de�ned poli
y. An important advantage of this poli
y is that using only lo
alinformation (i.e., queue size) whi
h is easily available, impli
it queue size based s
heduling
an be implemented in a s
alable (with number of users) fashion.6.2.2 FS Poli
yIn the FS (Flow Size) poli
y with parameter `s', the Pa
ket S
heduler waits for the numberof pa
kets served for the 
urrent �ow of a 
onne
tion on FACH to ex
eed a threshold `s'before swit
hing it to DCH. A 
onne
tion on DCH swit
hes ba
k to FACH a

ording to thesame rule as in QS poli
y. The FS poli
y 
an be formally de�ned as follows:FS poli
y: The FS (Flow Size) poli
y is similar to the QS poli
y ex
ept forthe fa
t that a �ow size threshold `s' is used instead of the queue size threshold
Th on FACH. It is thus 
hara
terized by the following set of rules:

− A 
onne
tion i starts on FACH by default. It swit
hes to DCH if f(i) > s

& Udch < Ndch.If f(i) > s & Udch = Ndch then ri is added to R.
− If 
onne
tion j is on DCH then it follows the same rule as in QS poli
y.When 
onne
tion j swit
hes to FACH su

essfully, f(j) is set to 0.

The FS poli
y is similar to QS poli
y ex
ept for the fa
t that the �ow size is dire
tly
omputed from the number of pa
kets served. A �ow gets threshold amount of servi
e onFACH, ex
eeding whi
h the �ow is termed as a long �ow and swit
hed to DCH. The poli
yis s
alable with number of users as the size of a �ow 
an be 
omputed lo
ally.6.2.3 QSFS Poli
yIn QSFS (QS & FS 
ombined) poli
y a 
onne
tion on FACH swit
hes to DCH when 
ondi-tions of both QS and FS poli
y are satis�ed. A 
onne
tion on DCH swit
hes ba
k to FACHa

ording to the same rule as in QS poli
y. The QSFS poli
y 
an be formally de�ned asfollows:
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y 85QSFS poli
y:
− A 
onne
tion i starts on FACH by default. It swit
hes to DCH if Q(i) >

Th & f(i) > s & Udch < Ndch.If Q(i) > Th & f(i) > s & Udch = Ndch then ri is added to R.
− If 
onne
tion j is on DCH then it follows the same rule as in QS poli
y.When 
onne
tion j swit
hes to FACH su

essfully, f(j) is set to 0.We defer the performan
e evaluation through simulations of the above mentionedpoli
ies to Se
tion 6.5.6.3 Designing a New Cross-Layer Channel Swit
hing Pol-i
yMost of the software appli
ations running over UTRAN use TCP as the transmission proto-
ol. TCP rea
ts to 
ongestion and losses either by drasti
ally redu
ing its 
ongestion windowsize after a timeout, or with some �uidity through fast retransmit pro
edures. For short�ows with small number of pa
kets, a loss of one of the last few pa
kets is often dete
tedonly after a timeout, due to insu�
ient NACKs re
eived by the sender. Thus timeouts ofshort �ows are not very e�e
tive in redu
ing network 
ongestion and one of the most impor-tant aspe
ts on the downlink 
hannel is to sustain e�
ient TCP performan
e by preventingtimeouts of short �ows and 
ongestion in bu�er queues [AABB04℄. For example, in peer-to-peer �le ex
hanges two users ex
hange a small number of pa
kets (generating short �ows)before one of them downloads a long heavy data �le. Same is true for FTP and HTTP webbrowsing tra�
 where pa
ket ex
hanges between appli
ations running a
ross UTRAN anda UE 
onsist either entirely of short �ows (if 
a
hing is enabled in the browser) or of short�ows followed by a long �le transfer (if 
a
hing is not enabled). Similarly, short �ows are alsogenerated by 
onversational voi
e pa
ket transfers (not streaming voi
e) where maximuma

eptable end-to-end delay a

ording to the human per
eption is around 400 ms. Thusfrom user ergonomi
s point of view, it would seem advantageous to minimize the transfertimes of short �ows by giving them priority over long �ows and serving them on a fasterlink [AABB04℄. This motivates us to design a 
ross-layer 
hannel swit
hing poli
y in whi
hthe initial pa
kets of a TCP �ow are given priority on a fast link. If this �ow turns out tobe a long �ow then it 
an be a�orded to serve this �ow on a slow link, sin
e slight in
reasein transfer time of a long �ow would be insigni�
ant. However, if this long �ow builds up avery large queue length on the slow link, then it would again have to be swit
hed ba
k tothe fast link.In all the existing and basi
 
hannel swit
hing poli
ies dis
ussed previously in Se
tions6.1.3 and 6.2, respe
tively, a new �ow of a 
onne
tion always starts on the slow FACH
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hannel and waits until some threshold parameter has been attained, before swit
hing tothe fast DCH 
hannel. Short data bursts of say less than 10 pa
kets may take a long time(on slow FACH) to surpass any threshold parameter or they may never surpass it at all (dueto insu�
ient number of pa
kets). Moreover, su
h short data bursts would be transmittedduring the initial TCP slow-start phase whi
h 
ould further lengthen their time to surpassany threshold parameter. On the other hand, long �ows with a large number of pa
ketswill most probably surpass the thresholds and get a 
han
e to be transmitted on the fastDCH 
hannel. Thus there is a possibility that short �ows in their entirety will su�er hightransmission times on the slow FACH 
hannel, where as for long �ows even though theirinitial few pa
kets are transmitted on the FACH 
hannel, their overall transmission timemay improve sin
e most of their (remaining) pa
kets are transmitted on the DCH 
hannel.This intuition 
an be further strengthened by some 
on
rete 
al
ulations that follow.Let us take a 
loser look on the FACH 
hannel. The FACH 
hannel has a very lowset-up time, usually has a 
apa
ity of around 33 kbps and has a high priority signal tra�
(from a 
onstant bit rate (CBR) sour
e) [HT01℄ running on it apart from the data pa
kets.The CBR sour
e transmits signal tra�
 at the rate of around 24 kbps. So a short data burstof say 10 pa
kets of 1 kbyte ea
h will take approximately 8.88 se
onds (or 2.42 se
onds inthe best 
ase when CBR tra�
 is absent) to be transmitted on the FACH 
hannel. Nowlet us 
onsider the DCH 
hannel. The DCH 
hannel has a 
apa
ity of around 384 kbps.There is a set-up time of around 250 ms [PAAD03, HT01℄ for the DCH 
hannel whi
h ismu
h higher than the set-up time of the FACH 
hannel. So unlike the me
hanism used inexisting and basi
 swit
hing poli
ies, if a 
onne
tion starts on FACH and swit
hes to DCHimmediately without waiting to attain any thresholds, a 10 kbytes burst will get transmittedin approximately 0.25+10×8/384 = 0.25+0.208 = 0.458 se
onds. This signi�
antly redu
esthe transmission time by a fa
tor of about 20 in the presen
e of CBR tra�
 and about 5 in itsabsen
e. Thus, swit
hing a new �ow to DCH as soon as it starts 
an be bene�
ial for shortdata bursts whi
h would have otherwise su�ered high transmission times on the slow FACH
hannel. This 
learly illustrates that the existing and basi
 poli
ies dis
ussed previously inSe
tions 6.1.3 and 6.2, respe
tively, su�er from a major drawba
k. The drawba
k being thata new �ow is allowed to transmit initially on slow FACH for a long time (by the thresholdme
hanism) before it gets a 
han
e to be transmitted on the fast DCH.The above argument gives us the motivation to design a 
ross-layer 
hannel swit
hingpoli
y in whi
h the initial few pa
kets of a new TCP �ow of a 
onne
tion on FACH aregiven priority on the fast DCH 
hannel by swit
hing the 
onne
tion from FACH to DCHas soon as possible. If this new �ow is a short �ow then it will be entirely served on DCHthus ensuring minimum transfer times for short �ows, as explained with the help of some
al
ulations in the previous paragraph. Otherwise if this �ow turns out to be a long �ow,then later if the bu�er queue length of the asso
iated 
onne
tion falls below a threshold Tl,the 
onne
tion is either preempted and swit
hed ba
k to FACH to allow other new �owson FACH to swit
h to DCH, or the 
onne
tion remains on DCH and then ultimately timesout (in the absen
e of pa
ket arrivals during an ina
tivity timer period) and is swit
hed toFACH indi
ating the end of 
urrent �ow on the 
onne
tion. Thereafter, any new pa
ket
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y 87arrivals on this timed out 
onne
tion on FACH will be termed as a new �ow. Thus at anygiven instant there are either new �ows on FACH attempting to swit
h to DCH, or thereare old �ows on FACH (whi
h may also be long with a high probability) whi
h have alreadytransmitted their initial few pa
kets (say at least �rst `s' pa
kets) on DCH. If the bu�erqueue length of the 
onne
tions with old �ows surpasses the threshold Th, then they attemptto swit
h to DCH again in order to minimize the use of FACH 
hannel, sin
e it is a veryslow 
hannel that 
an 
ause signi�
ant in
rease in transmission times.FS-DCH poli
y:
− A 
onne
tion i starts on FACH by default. It swit
hes to DCH if (1)
f(i) ≤ s & Udch < Ndch or (2) f(i) > s & Q(i) > Th & Udch < Ndch.If (1) f(i) ≤ s & Udch = Ndch or (2) f(i) > s & Q(i) > Th & Udch = Ndchthen ri is added to R.In this rule, the 
ondition (1) 
auses a new 
onne
tion starting on FACHto attempt to swit
h to DCH as soon as possible.

− If 
onne
tion j is on DCH and Q(j) < Tl then(a) if f(j) ≤ s, then it follows the same rule as in QS poli
y. When
onne
tion j swit
hes to FACH su

essfully, f(j) is set to 0.(b) if f(j) > s, thenif (1) Udch = Ndch & R 6= φ, 
onne
tion j is preempted and itswit
hes to FACH and 
onne
tion i with ri ∈ R swit
hes to DCH,where 
onne
tion i is 
hosen su
h that f(i) ≤ s (its a new �ow) and
ri = arg max

rk∈R
W (k).If there is no su
h 
onne
tion that satis�es the 
ondition f(i) ≤ sthen 
onne
tion l is 
hosen su
h that f(l) > s (its an old �ow) and

rl = arg max
rk∈R

Q(k),else, (2) it follows the same rule as in QS poli
y.
Note that in our new poli
y des
ribed above, a new 
onne
tion must always ne
essarilystart transmitting on the 
ommon FACH 
hannel, sin
e the number of DCH 
hannels areinterferen
e limited and a DCH may not always be available to be allo
ated for a new
onne
tion. When a 
onne
tion i on FACH attempts to swit
h to DCH and if no DCH
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hannel is available, a request ri to swit
h to DCH is pushed into a request set R and thisrequest is served when a DCH 
hannel is available later.We 
all the strategy of allowing a new �ow to transmit at least its �rst `s' pa
kets onDCH as the �rst `s' on DCH me
hanism and it is one of the two key features of our newimproved swit
hing poli
y. The other key feature is the use of dual-level priority swit
hingme
hanism. This me
hanism works as follows. If more than one 
onne
tions on FACHare 
andidates (i.e., they have requested to swit
h to DCH) to be swit
hed to a singleavailable DCH 
hannel, then the dual-level priority swit
hing me
hanism 
hooses only one
onne
tion among all 
onne
tions with new �ows, on a �rst-
ome �rst-served (FCFS) basis,to be swit
hed to DCH. In the absen
e of 
onne
tions with new �ows, the 
onne
tion withthe maximum queue length among all 
onne
tions with old �ows, is swit
hed to DCH. Weterm our 
ross-layer 
hannel swit
hing poli
y as FS-DCH (at-least �ow-size threshold onDCH) poli
y and it 
an be formally summarized and de�ned as shown on the previouspage. In the de�nition, on
e 
onne
tion i (or l) swit
hes to DCH su

essfully, ri (or rl) isdeleted from the request set R. We defer the performan
e evaluation through simulationsof the FS-DCH poli
y to Se
tion 6.5.6.4 UMTS Network Model & Simulation SetupIn this se
tion we des
ribe the UMTS network model that we use for performan
e evaluationof the various aforementioned poli
ies through simulations. The model des
ribed here is verysimilar to the one in [PAAD03℄. We 
onsider a network model with Ntcp TCP sour
es whi
hneed to send data to mobile re
eivers. We assume a single 
ell s
enario with one NodeBbase station and several mobile stations whi
h a
t as destinations for TCP tra�
. The TCPsour
es are assumed to be 
onne
ted to the base station of the 
ell with a high speed (5mbps,30ms) link. The base station 
an transmit data from a single TCP sour
e on either DCHor FACH, at any given time. There is one FACH and Ndch DCH 
hannels in the system.The FACH is a time division multiplexed 
hannel. In addition to any TCP 
onne
tionswhi
h may be present on a FACH, there is signaling tra�
 whi
h must be transmitted onthe FACH. The signaling tra�
 has priority over the TCP 
onne
tions. During the silen
eperiods of the signaling tra�
, data from one or more TCP 
onne
tions 
an be transmittedon the FACH. Data from the TCP 
onne
tions is assumed to be transmitted on the FACHwith a PS or LAS servi
e me
hanism. If all the DCHs have a TCP 
onne
tion allo
ated, a
onne
tion on DCH should be �rst swit
hed to FACH before a 
onne
tion from FACH 
anbe swit
hed on to a parti
ular DCH. This means that a swit
h 
an take up to 500ms (ifthere is already a TCP 
onne
tion 
on�gured on the DCH and if we 
onsider the 
onne
tionrelease time to be the same as the 
onne
tion set-up time).In the model we assume that there exists a queue 
orresponding to ea
h TCP 
on-ne
tion in the NodeB base station. The base station is hen
e able to tra
k both the queuelength and the number of pa
kets served (�ow size) for ea
h 
onne
tion. During the swit
h-ing time from one 
hannel to another, no pa
kets from the queue of the TCP 
onne
tionbeing swit
hed 
an be transmitted. While a 
onne
tion is swit
hing from one 
hannel to
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onne
tion traverse the original 
hannel until the swit
h is
ompleted.
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Figure 6.1: Simulation SetupThe simulation setup for the above des
ribed network model is presented in Figure 6.1.Ea
h TCP sour
e node TCPi is 
onne
ted to a routing node 
alled Swit
h (SWTi). SWTiis present inside the NodeB base station and 
an be 
onne
ted either to the FACHIN ordire
tly to the TCP destination via the DCH. The SWTi node has been introdu
ed tosimplify the simulations and may not be present inside a real NodeB base station. The
FACHIN is another virtual node whi
h simulates either the PS or LAS servi
e dis
iplinetaking pla
e on the FACH. In the PS dis
ipline, the node FACHIN gives priority to thetra�
 from CBRSRC while serving the pa
kets from the SWTi's (only those whi
h are
urrently not transmitting on DCH) in a round-robin manner. We note that there are noqueues at FACHIN and all the pa
kets are either queued at SWTi or at the CBRSRC.The CBRSRC simulates a 
onstant bit rate sour
e of signaling/
ontrol tra�
. It generatespa
kets at rate Rsig and is assumed to be present within the NodeB. Even though wemodel the destination of the signaling tra�
 (CBRDST ) as another node di�erent fromthe mobile destinationsDSTi, we note that it does not a�e
t the simulations as simultaneoustransfer of data and 
ontrol pa
kets to the same mobile re
eiver is indeed possible in UMTSwhen di�erent 
hannels are used. The links SWTi − FACHIN are virtual links within thebase station and thus have zero delay. Note that the data from SWTi to DSTi 
an taketwo di�erent routes i.e., SWTi − FACHIN − FACHOUT − DSTi (via FACH) or simply



90 Chap. 6 New Cross-Layer Channel Swit
hing Poli
y for TCP Transmission in 3G UMTS
SWTi−DSTi (via DCH). At any given time only one of the above two routes 
an be a
tivefor a given 
onne
tion. Although in the simulation s
enario we have as many DCH links asTCP sour
e nodes, the simulation allows us to a
tivate not more than Ndch DCH 
hannelsat a time, whi
h may be 
hosen stri
tly smaller than the number of TCP sour
es (Ntcp).In the simulations we swit
h a 
onne
tion from FACH to DCH by 
hanging the 
ost of thelinks and re
omputing the routes. This is done as follows. Initially, the 
ost of dire
t pathfrom the Swit
h to the TCP destination is set to 10 and the 
ost of all other links to 1.Hen
e, the tra�
 gets routed through the FACH. When a swit
h is required, the 
ost ofDCH is set to 0.5 and the routes are re
omputed. This a
tivates the DCH and the tra�
gets routed on the DCH.6.4.1 Limitations and AssumptionsThe layer 2 in UTRAN 
onsists of two sub-layers: MAC layer and RLC (Radio Link Control)layer. As des
ribed previously, the physi
al layer (layer 1) o�ers servi
es to the MAC layervia transport 
hannels of two types: dedi
ated 
hannels and 
ommon 
hannels. The MAClayer in turn o�ers servi
es to the RLC layer above it through logi
al 
hannels. The di�erentlogi
al 
hannels are mapped to the transport 
hannels in the MAC layer. The two mostimportant logi
al entities in MAC layer are MAC-
/sh and MAC-d. The MAC-
/sh entityhandles data for the 
ommon and shared 
hannels, where as the MAC-d entity is responsiblefor handling data for the dedi
ated 
hannels. However, the exe
ution of swit
hing between
ommon and dedi
ated 
hannels is also performed by the MAC-d entity in UTRAN (in theserving RNC) based on a swit
hing de
ision derived by the 
hannel swit
hing algorithm thatresides in the RRC (Radio Resour
e Controller) [HT01℄.Data pa
kets or SDUs (Servi
e Data Units) arriving from upper layers are segmentedinto smaller data pa
kets or PDUs (Proto
ol Data Units) by the RLC layer and PDUs arethen forwarded to the MAC layer. In our network model used to 
arry out the simulationsfor performan
e evaluation of various swit
hing poli
ies, we do not 
onsider the segmentationof SDUs into PDUs. In other words, we do not model the RLC layer sin
e the main fo
usof this work is to investigate the 
hannel swit
hing me
hanism. We thus model only theMAC-d entity in the MAC layer. We also do not take 
are of pa
ket loss, mobility andhandovers, sin
e 
onsidering them would highly 
ompli
ate the model and it is beyond thes
ope of this work.6.4.2 Simulation ParametersWe use ns-2 [ns2℄ in order to simulate the various swit
hing poli
ies for performan
e evalu-ation. The simulation parameters used are des
ribed below:

− We 
onsider the number of dedi
ated 
hannels, Ndch = 1 and the number of TCPsour
es, Ntcp = 2 and 3.
− The duration of simulations is taken to be 200, 000 se
s. in order to rea
h stationarityand ea
h simulation s
enario is averaged over 10 runs.
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− The transmission rates for FACH and DCH 
hannels are 
onsidered to be 33 kbps and

384 kbps, respe
tively.
− The swit
hing 
ost Dsw (in terms of time) between FACH and DCH 
hannels andvi
e-versa is 250ms ea
h [PAAD03, HT01℄.
− We 
onsider the signaling tra�
 sour
e (non TCP tra�
 sour
e) that uses the FACH,to be a 
onstant bit rate CBR sour
e with rate Rsig = 24 kbps. It sends a 1 kbytepa
ket at an interval of 1/3s and has a non preemptive priority over TCP tra�
.
− The TCP 
onne
tion tra�
 is modeled is as follows: In a TCP 
onne
tion, dataarrives in bursts. The number of pa
kets in a burst has a Pareto distribution andthe shape parameter is taken to be k = 1.1. The average �le size is taken to be

FSavg = 30 kbytes. A TCP 
onne
tion alternates between �ON� and �OFF� states.The ON state is 
omprised of several bursts and no pa
kets are transmitted duringthe OFF state. In the ON state, the inter-arrival time between su

essive bursts isexponentially distributed with mean TON = 0.3s. At the end of ea
h burst in ONstate, the 
onne
tion goes into OFF state with probability POFF = 0.33. It remains inthe OFF state for an exponentially distributed duration with mean TOFF = 5s beforeit goes ba
k into ON state again.
− The value of Tl (lower threshold on DCH) is taken as 1 and the pa
ket size as 280bytes.6.5 Performan
e Evaluation of Poli
iesIn this se
tion, we analyze the results obtained from an extensive set of simulations of thevarious 
hannel swit
hing poli
ies that we have dis
ussed until now. We study PS s
hedulingof TCP sour
es on the FACH 
hannel for QS, FS, QSFS and FS-DCH poli
ies. In additionto this we also study LAS s
heduling on FACH 
hannel for FS poli
y spe
i�
ally. LASs
heduling 
an also be studied with other poli
ies, but sin
e LAS looks at the number ofserved pa
kets, whi
h relates to the �ow size, FS poli
y is the most appropriate one to studywith LAS s
heduling.In Figures 6.2-6.3, we 
ompare di�erent poli
ies in terms of response time and slow-down metri
s as a fun
tion of the thresholds s or Th, as the 
ase may be. The x-axis in allgraphs for QS poli
y denotes threshold Th, for FS poli
y it denotes threshold s, for QSFSpoli
y it denotes threshold s and for FS-DCH poli
y it denotes threshold Th. The responsetime is 
al
ulated as the total average time required to 
ompletely transmit a burst. By
ompletely transmitting a burst, we mean the time until a TCP ACK for the last pa
ketof a burst sent, is re
eived at the sender side. Slowdown is de�ned as the response timedivided by the average burst size. In other words, for an average burst size of x, if T (x) isits response time then the slowdown S(x) is de�ned as T (x)

x
.It should be noted here that the plot for ea
h poli
y in Figures 6.2-6.3 has beenobtained by averaging simulation results gathered over 10 runs with ea
h run of duration
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(b)Figure 6.2: Comparison of di�erent poli
ies in terms of response time and slowdown metri
sfor Ntcp = 2, FSavg = 30 kbytes and Ndch = 1.
200, 000 se
s. We still obtain not so smooth plots inspite of su
h an averaging exer
ise. Thereason for this may be attributed to the bursty nature of the tra�
 generated by TCP.If we 
ompare the simulation results of our new basi
 QS, FS and QSFS poli
ies inFigures 6.2-6.3 with results of the `modi�ed threshold poli
y' proposed in [PAAD03℄, we 
aneasily observe that our new swit
hing poli
ies improve on the `modi�ed threshold poli
y' byaround 17% in terms of response time.In Figure 6.2(a), we observe that FS-DCH outperforms all other poli
ies in terms ofresponse time, where as FS+LAS s
heme has the highest response time. The other threes
hemes have fairly 
omparable response times. The average improvement in response timea
hieved by FS-DCH over all other poli
ies is around 30%. Within the range of thresholdvalues shown, we observe an in
reasing trend in response time under all poli
ies ex
ept forFS-DCH. The QS poli
y performs slightly better than the FS poli
y in minimizing meanresponse time.Under QS, FS and QSFS poli
ies, at higher values of Th an in
rease in the responsetime is observed be
ause a higher value of Th implies more time is spent in the FACH.The FACH is a low bandwidth 
hannel whi
h has high priority signaling tra�
 on it. Thisresults in low average bandwidth being shared amongst the TCP 
onne
tions due to thefollowing reason. For a TCP 
onne
tion, the swit
h to DCH is based on its 
urrent bu�ersize whi
h in turn depends on its 
urrent 
ongestion window size. The 
ongestion windowsize is in
remented whenever an ACK is re
eived by the sender. When a TCP 
onne
tionis on a low bandwidth link, the window builds up slowly due to greater delay in re
eivingan ACK. This slow buildup of the window size results in slow buildup of the 
urrent bu�ersize. As the value of Th is in
reased, a TCP 
onne
tion has to spend more time on the slowFACH, resulting in a higher response time.The 
omparison of average slowdown in Figure 6.2(b) shows that the slowdown metri
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(b)Figure 6.3: Comparison of di�erent poli
ies in terms of response time and slowdown metri
sfor Ntcp = 3, FSavg = 30 kbytes and Ndch = 1.fairly follows the same trend as that of average response time in Figure 6.2(a). FS-LAS hasthe highest slowdown and FS-DCH has the lowest. Other poli
ies perform almost the sameex
ept that performan
e of QS worsens for higher values of the threshold.In Figure 6.3, we plot the average response time and slowdown for Ntcp = 3. It
an be easily seen that FS-DCH again performs the best in terms of both response timeand slowdown and all other poli
ies perform 
omparably among themselves. The averageimprovement in response time a
hieved by FS-DCH over all other poli
ies is around 36%.From the above dis
ussions it 
an be 
on
luded that the 
ross-layer FS-DCH poli
yis better than all other poli
ies for Ntcp = 2 & 3 and Ndch = 1. In other simulation resultswhi
h are not presented here due to brevity, we have observed that FS-DCH poli
y 
ontinuesto perform better than other poli
ies when the value of Ntcp is in
reased in proportion tothe value of Ndch, i.e., for example, Ntcp = 4 and 6 for Ndch = 2, et
.6.6 Con
lusionIn this 
hapter, we have proposed several s
alable 
hannel swit
hing poli
ies for pa
ket datatransmission on UMTS downlink. Simulation results show that our new basi
 swit
hingpoli
ies QS, FS and QSFS improve on the `modi�ed threshold poli
y' in [PAAD03℄ byaround 17% in response time metri
s. We have further proposed a new and improved 
ross-layer 
hannel swit
hing poli
y that we 
all FS-DCH poli
y. FS-DCH is a biased poli
y thatimproves the performan
e of TCP �ows by giving priority to short �ows on the fast DCH
hannel. Results obtained from extensive simulations show that FS-DCH performs betterthan the basi
 QS, FS and QSFS poli
ies. For example for Ntcp = 2 and 3, FS-DCH givesa signi�
ant average improvement of 30% and 36%, respe
tively, over all other poli
ies interms of response time.
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Chapter 7
Capa
ity Optimizing Hop Distan
e in aMANET with Power Control
In a dense multi-hop network of mobile nodes 
apable of applying adaptive power 
on-trol, we 
onsider the problem of �nding the optimal hop distan
e that maximizes a 
ertainthroughput measure in bit-metres/se
, subje
t to average network power 
onstraints. Themobility of nodes is restri
ted to a 
ir
ular periphery area 
entered at the nominal lo
ationof nodes. We in
orporate only randomly varying path-loss 
hara
teristi
s of 
hannel gaindue to the random motion of nodes, ex
luding any multi-path fading or shadowing e�e
ts.Computation of the throughput metri
 in su
h a s
enario leads us to 
ompute the proba-bility density fun
tion of random distan
e between points in two 
ir
les. Using numeri
alanalysis we dis
over that 
hoosing the nearest node as next hop is not always optimal. Op-timal throughput performan
e is also attained at non-trivial hop distan
es depending onthe available average network power.Note: The material in this 
hapter has appeared in [KVKA06℄. This work was sponsoredby "The Indo-Fren
h Centre for the Promotion of Advan
ed Resear
h" (CEFIPRA).

95



96 Chap. 7 Capa
ity Optimizing Hop Distan
e in a MANET with Power Control7.1 Introdu
tionIn this 
hapter, we study the optimal next hop distan
e that maximizes the system end-to-end �ow throughput in a mobile multi-hop wireless network environment subje
t to anetwork average power 
onstraint. In our investigation we assume a spatially dense layoutof nodes and we in
orporate 
hannel gain due to path-loss 
aused by the mobility of nodes.It is assumed that during ex
hange of 
ontrol pa
kets, a transmitter node 
an estimate
hannel gain and employ adaptive power 
ontrol, modulation and 
oding. We 
onsider aperiphery limited mobility s
enario in whi
h nodes are restri
ted to move in their own lo
al,approximately 
ir
ular, periphery. For the 
al
ulation of the average throughput with path-loss, this kind of a mobility model leads us to 
ompute the probability density fun
tion(PDF) of random distan
e between two nodes inside their 
ir
ular periphery. Computationof this PDF 
onstitutes a problem in geometri
 probability and to the best of our knowledgethe derivation of PDF of random distan
e between points in ea
h of two 
ir
les has neverbeen investigated before. This is thus the �rst main 
ontribution of this 
hapter. These
ond main 
ontribution of this 
hapter is that, to the best of our knowledge, ours is the�rst attempt to derive a throughput maximizing optimal hop distan
e in a dense ad ho
network environment with su
h a restri
ted mobility model.7.2 Network and Mobility ModelConsider a dense multi-hop wireless network where the nominal lo
ations of mobile nodesare densely distributed. A 
ontention based distributed 
hannel a

ess me
hanism su
h asthe CSMA/CA based DCF is employed by nodes for transmission s
heduling. It is assumedthat all nodes use the same 
ontention me
hanism with identi
al parameters and every nodehas pa
kets to be transmitted at all times. For 
ontrol signalling (su
h as RTS/CTS in IEEE802.11), nodes do not employ power 
ontrol and hen
e use 
onstant power. We assume a"single 
ell" situation in whi
h 
ontrol pa
kets are heard by all nodes in the network andafter a node wins a 
ontention, it reserves the 
hannel ex
lusively for itself. Even if it ispossible for a sour
e to transmit pa
kets dire
tly to its far away destination in a singlehop (by using high enough transmission power), we assume that the sour
e instead routespa
kets over shorter hops taking advantage of smaller transmit power 
onsumption in thelatter 
ase. It is further assumed that, during 
ontrol signalling, a transmitter 
an measurethe 
hannel attenuation and apply adaptive power 
ontrol, 
oding and modulation on a pertransmission basis.We assume a periphery limited mobility s
enario in whi
h every node is restri
ted tomove within an approximate 
ir
ular periphery 
entered at its nominal lo
ation. Insidetheir 
on�ned areas, the movement of nodes is in a

ordan
e with any arbitrary mobilitymodel that generates a uniform spatial distribution of nodes in steady-state. Figure 7.1shows su
h a s
enario. We 
ould approximate the periphery by a square or any other shapebut a 
ir
le is a more natural 
hoi
e. For the sake of 
larity, the magni�ed box shows onlynon-overlapping periphery nodes, but in general any two nodes that are moving su�
iently
lose to ea
h other 
an have overlapping peripheries, as shown in the left box. We de�ne
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Figure 7.1: Periphery limited mobility model
d

Figure 7.2: Conse
utive relay nodes in a route do not overlapperiphery hop distan
e d as the distan
e between the 
enters of the periphery 
ir
les of twoadja
ent relay nodes that 
onstitute a route (see Figure 7.2). We assume that peripheriesof 
onse
utive or adja
ent relay nodes 
onstituting a route, do not overlap (Figure 7.2).To be more 
lear on this, even though peripheries of any two nodes in general that aremoving su�
iently 
lose to ea
h other, 
an overlap, peripheries of adja
ent relay nodes that
onstitute a route are assumed to be non-overlapping. Thus any feasible periphery hopdistan
e d satis�es d > 2a where a is the radius of the 
ir
ular periphery. This is a fairlypra
ti
al assumption sin
e for instan
e in the se
urity guard MANET example that follows,two guards 
onstituting a route need not have their assigned se
urity zones overlapping.This kind of a mobility model 
an be readily applied to various situations. For example,a MANET formed by se
urity guards who are restri
ted to move in their assigned se
urityzones during a publi
 event. A similar MANET formed by people a
ross di�erent rooms of abuilding restri
ted to move in their rooms. Soldiers in a battle�eld moving inside their ownunits, a group of sensor robots moving in a mine �eld or nu
lear establishment restri
ted totheir 
on�ned areas, et
. are other examples. With su
h a mobility model, our goal is toobtain an optimal periphery hop distan
e d∗ that maximizes an end-to-end �ow throughputmeasure. In the rest of the 
hapter, when we say that the distan
e between two nodes is d,we always a
tually mean that the distan
e between the 
enters of the periphery 
ir
les of thetwo nodes is d. Our model in
orporates only randomly varying path-loss 
hara
teristi
s of
hannel gain and does not in
lude any multi-path fading or shadowing e�e
ts. If the 
hannelgain measured by a transmitter is denoted by h and P (h) denotes the 
orresponding power
ontrol applied, the 
hannel 
apa
ity by Shannon's formula is then given by
C(h) = Wlog2

(

1 +
P (h)hα

σ2

)
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ity Optimizing Hop Distan
e in a MANET with Power Controlwhere, W is the RF bandwidth, σ2 is AWGN power and α is a 
onstant depending on theminimum distan
e between periphery 
enters of two nodes, 2a.7.3 Ba
kground and Problem Obje
tivesWith multi-hop 
ommuni
ation between a sour
e and its destination taking pla
e in su
h as
enario, there is an inherent tradeo� between employing shortest path routing (in terms ofnumber of hops) with high transmission power and many small hops with low transmissionpower. Shortest path routing (long hop distan
e routing) with high transmission powerprovides low end-to-end pa
ket delays but at the same time 
an easily result in fast depletionof battery energy. Instead, the use of smaller hops redu
es power 
onsumption, but in
reasesthe total number of pa
kets to be relayed in the network. These arguments 
learly illustratethe need for an optimal power 
ontrol poli
y 
ombined with an optimal hop distan
e 
hoi
e.Su
h an optimization problem for �xed multi-hop networks has been studied in [RKA℄ inwhi
h the authors obtain an optimal power 
ontrol and hop distan
e that maximizes anend-to-end �ow throughput measure in bit-metres/se
, under an average network power
onstraint. In this work we use a slightly modi�ed version of the results obtained for �xednetworks in [RKA℄. Our network model is similar to the model used in [RKA℄ augmentedby our mobility model des
ribed in Se
tion 7.2. For the sake of 
larity and 
ompleteness,we brie�y re-visit the derivation of results in [RKA℄ to dedu
e a slightly modi�ed versionfor our use.Obje
tive fun
tion with end-to-end �ow throughput: Consider a sour
e and its desti-nation that are distan
e D apart and engage intermediate relay nodes for multi-hop 
om-muni
ation. By the dense node layout assumption, we 
an always �nd a multi-hop pathbetween the sour
e and its destination su
h that the periphery 
enters of the relay nodes lieon the straight line 
onne
ting them. We assume that the periphery hop distan
es between
onse
utive relay nodes are all equal to d metres. Only one transmitter 
an su

essfullytransmit pa
kets at any given time (see Se
tion 7.2). Let Θ(d) denote the long-term, timeaverage rate of pa
ket transmissions over the entire network. Ea
h pa
ket transmitted inthe network is 
ounted in Θ(d) and when a pa
ket is relayed, it is 
ounted as many timesas it is forwarded. We 
onsider the �xed transmission time 
ase [RKA℄ along with 
hannelgain due to variable path-loss 
aused by mobility of nodes. By �xed transmission time itis meant that, upon winning 
hannel a

ess, a node is allowed to transmit only for a �xedamount of time T irrespe
tive of the 
hannel 
onditions. If power 
ontrol is applied duringa transmission opportunity then the node will be able to transmit only L(h) := C(h)Tamounts of data, where h is the 
hannel attenuation and C(h) is the available Shannon
apa
ity as des
ribed before. Averaging the data sent during a transmission opportunityover random path-loss, the long-term data transmission rate in the network, obtained byapproximate analysis in [KAMG05a℄ (also see [Bia00a℄) would be given by,
Θ(d) =

ps
∫

h
L(h) gH(h) dh

piTi + pcTc + ps (To + T )
,
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tives 99where pi is the probability that the 
ontention period goes idle, ps is the probability thatthere is a su

essful transmission, pc is the probability that there is a 
ollision, Ti is theaverage idle period during the 
ontention me
hanism, To and Tc are �xed overheads asso
i-ated with a su

essful transmission and a 
ollision, respe
tively and gH(h) is the probabilitydensity fun
tion (PDF) of random path-loss h.Now, if we suppose that all sour
e-destination pairs are distan
e D apart then thereare approximately D
d
hops for a pair. As dis
ussed before, ea
h end-to-end pa
ket is 
ountedas many times as it is relayed, then with Θ(d) as the total pa
ket rate of the network, theend-to-end aggregate �ow throughput is given by

Θ(d)
D
d

=
Θ(d)

D
d.However ea
h pa
ket is transmitted a
ross distan
e D. Thus the long-term end-to-end �owthroughput in the system in bit-metres/se
 is given by

Θ(d)
D
d

× D = Θ(d) d.The obje
tive fun
tion that is to be maximized 
an therefore be de�ned as
φ(P (h), d)

∆
= Θ(d) d,subje
t to an average network power 
onstraint that will be detailed in the following dis-
ussion. Now, denote the random distan
e separation between 
onse
utive relay nodes by

l. Then for a �xed d, the randomly varying path-loss from transmission to transmission isdue to the randomly 
hanging quantity l. The variation in power 
ontrol P (h) from trans-mission to transmission will thus depend only on l for a �xed d. Maximizing φ(P (h), d) 
antherefore be isolated into �rst maximizing over the (deterministi
) fun
tion P (·) for a �xed
d and then maximizing over d. Consequently we seek to solve the following optimizationproblem

max
d

max
P (·):E[P (h)]≤P̄

φ(P (h), d) , or
max
d

max
P (·):E[P (h)]≤P̄

ps
(∫

h
L(h) gH(h) dh

)

d

piTi + pcTc + ps (To + T )
(7.1)Consider the 'Channel Left Idle when Bad' 
ase [RKA℄ when the 
hannel is left idle for Tse
onds (and not relinquished for a new 
ontention me
hanism 
y
le to begin) if the power

P (h) allo
ated by the transmitter is 0 for any 
hannel state h. We see that the denominatorof the obje
tive fun
tion φ(P (h), d) in Equation 7.1 does not depend on P (h) and d. Thusour maximization problem of Equation 7.1 redu
es to maximizing φ(P (h), d) given by
Bφ · d ·

∫

h

L(h)gH(h) dh =

BφW T d

ln 2

∫

h

ln

(

1 +
P (h)hα

σ2

)

gH(h) dh

(7.2)
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ity Optimizing Hop Distan
e in a MANET with Power Controlsubje
t to an average network power 
onstraint given by
piEi + pcEc + ps(Eo +

∫

h
P (h)gH(h) dh T )

piTi + pcTc + ps(To + T )
≤ P̄where

Bφ =
ps

piTi + pcTc + ps(To + T )is a 
onstant and Ei, Ec and Eo are average energy overheads due to idle time, 
ollision andtransmission respe
tively. As the denominator of the power 
onstraint, as well, is a 
onstantindependent of P (h) and d, the above power 
onstraint 
an be rewritten as
∫

h

P (h)gH(h) dh ≤ P̄ ′,where P̄ ′ = (P̄ (piTi+ pcTc+ ps(To+T ))− (piEi+ pcEc+ psEo))/ps is now di�erent from theprevious P̄ . This is however a well known optimization problem that has a water-pouringform solution [GV97℄ given by
P (h) =

(

BφW T d

λ ln 2
− σ2

hα

)+

,where λ is obtained from
∫

h

P (h)gH(h) dh = P̄ ′.From the above equation, note that su
h a water-pouring form solution assigns a largetransmission power when the 
hannel is good (large h) and no power at all when the 
hannelis bad (small h). For 
omputing λ and hen
e P (h), we determine the PDF gH(h) of path-loss in the following se
tion. On
e P (h) is known we determine the optimal periphery hopdistan
e d∗ in Se
tion 7.5.7.4 Obtaining the path-loss densityIn the network model des
ribed before in Se
tion 7.2, we assume a spatially dense layoutof nodes with peripheries of arbitrary nodes that move su�
iently 
lose to ea
h other,overlapping. However, a

ording to the feasibility of periphery hop distan
e assumption
d > 2a, the 
ir
ular peripheries of 
onse
utive or adja
ent relay nodes, 
onstituting a routein a multi-hop 
onne
tion, do not overlap (see Se
tion 7.2 for details). For simpli
ity, letthe radius of 
ir
ular periphery of all nodes be same and equal to a metres. Now, 
onsidertwo 
ir
les C1 and C2 of radius a 
entered at (0, 0) and (d, 0) with two 
onse
utive relaynodes of a route, moving a

ording to the mobility model des
ribed before, one in ea
h oneof them (Figure 7.3). Pa
kets are transmitted between this transmitter-re
eiver pair after
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Figure 7.3: Random distan
e between two 
onse
utive relay nodes moving inside their
ir
ular peripheriesthe transmitter wins a transmission opportunity at the end of a 
ontention attempt. Atthe next transmission opportunity, either only the transmitter or only the re
eiver or bothor none would have moved to another random point(s) in the 
ir
le(s). Thus ea
h time atransmission takes pla
e on a transmitter-re
eiver link, it 
an be assumed that the end pointpositions of that link are sampled independently randomly from within their peripheries.There is no 
orrelation between positions in between transmission opportunities. Then, fromtransmission to transmission, the path-loss between a transmitter-re
eiver pair will varyrandomly owing to the random distan
e separation phenomenon between the two nodes.In the following part of this se
tion we �rst 
ompute fL(l) the PDF of random distan
ebetween any two random points in two 
ir
les and then later 
ompute the PDF of randompath-loss gH(h) from fL(l).7.4.1 PDF of random distan
e between two 
ir
lesLet the distan
e between two randomly 
hosen points p1 and p2 in ea
h of the two 
ir
les C1and C2 shown in Figure 7.3 be denoted by l. Then the probability density for this randomdistan
e l 
an be 
omputed as
fL(l) =

∫

C1
d~p1

∫

C2
δ(|~p1 − ~p2| − l) d~p2

∫

C1
d~p1

∫

C2
d~p2

(7.3)where δ(·) is Dira
's delta fun
tion. For a �xed l, the term ∫

C2
δ(|~p1 − ~p2| − l) d~p2 inthe numerator of the equation above, represents the length of an ar
 of the 
ir
umferen
eof a 
ir
le of radius l 
entered at ~p1, that lies inside C2. Referring to the geometry shownin Figure 7.3, if k is the distan
e from the 
enter of the 
ir
le of radius l, 
entered at

p1 = (r cosφ, r sin φ), to the line joining points of its interse
tion with C2, then the length
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e in a MANET with Power Controlof the ar
 inside C2 is given by 2 l α, where
α = arccos

(

k

l

)

.Using polar 
oordinates and d~p1 = r dr dφ, the entire numerator 
an thus be written as
2 l

∫

C1

arccos

(

k

l

)

r dr dφ.The denominator is simply the produ
t of the areas of C1 and C2 given by π2a4. For
omputing k we pro
eed as follows. Consider the two 
ir
les 
entered at (r cosφ, r sinφ)and (d, 0) with radii l and a, respe
tively. Denote the di�eren
e between their x 
oordinatesas e = d − r cosφ, di�eren
e between their y 
oordinates as f = 0 − r sinφ and distan
ebetween their 
enters by p =
√

e2 + f 2. Now in △ABC, the 
osine formula for trianglesgives a2 = l2 + p2 − 2 l p cosα. But we also have cosα = k
l
and this gives the distan
ebetween 
enter of �rst 
ir
le and line joining points of their interse
tion as

k =
p2 + l2 − a2

2p
.Note that l 
an vary as d − 2a ≤ l ≤ d+ 2a. Now, from Equation 7.3, the PDF fL(l) 
anbe written as

fL(l) =
2 l

π2a4

∫∫

C1
o

r arccos

[

d2 + r2 − 2 d r cosφ+ l2 − a2

2l
√

d2 + r2 − 2 d r cosφ

]

drdφ (7.4)where C1
o is a sub-region of the 
ir
le C1 given by

cosφ ≥ d2 + r2 − (l + a)2

2drfor d− 2a ≤ l < d and
cosφ ≤ d2 + r2 − (l − a)2

2drfor d < l ≤ d + 2a. The sub-regions are derived using the bounds l − a ≤ p and l + a ≥ pfor the two 
ir
les to interse
t. We have not been able to integrate fL(l) to obtain a 
losedform expression and hen
e we will pursue numeri
al analysis in Se
tion 7.5.7.4.2 PDF of path-loss as transformation of fL(l)The path-loss h for a transmission distan
e l is given by h = 1
lη

where η is the path-loss exponent. Sin
e l is randomly 
hanging due to mobility of nodes, the transmissions
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ounter random path-loss. For mathemati
al 
onvenien
e let h be de�ned as h :=
(

d
l

)η,then the path-loss PDF gH(h) 
an be 
omputed as
gH(h) = fL

(

d

h
1
η

)

∣

∣

∣

∣

∣

−d
η · h1+ 1

η

∣

∣

∣

∣

∣From Equation 7.4, gH(h) is thus given by
gH(h) =

2

π2a4
× d2

η · h1+ 2
η

×

∫∫

C1
o

r arccos





d2 + r2 − 2 d r cosφ+ d2

h
2
η
− a2

2 d

h
1
η

√

d2 + r2 − 2 d r cos φ



 drdφ

(7.5)
where C1

o is the transformed region
cos φ ≥

d2 + r2 −
(

d
h1/η + a

)2

2drfor 1 < h ≤
(

d
d−2a

)η and
cosφ ≤

d2 + r2 −
(

d
h1/η − a

)2

2drfor ( d
d+2a

)η ≤ h < 1.7.5 Optimal Hop Distan
e by Numeri
al AnalysisHaving obtained the PDF of path-loss in the previous se
tion, we now obtain the optimalperiphery hop distan
e d∗ with the help of numeri
al analysis, sin
e we have not been ableto symboli
ally integrate gH(h) to obtain a 
losed form expression. With h =
(

d
l

)η de�nedin the previous se
tion, the water-pouring form optimal power 
ontrol be
omes
P (h) =

(

BφW T d

λ ln 2
− σ2dη

hα

)+

.The expression for φ(P (h), d) from Equation 7.2 then translates to
BφW T d

ln 2

∫

h

ln

(

1 +
P (h)hα

σ2dη

)

gH(h) dh =

BφW T d

ln 2

∫

h

ln

(

hαBφWT

σ2dη−1 λ ln 2

)

gH(h) dh

(7.6)
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Figure 7.4: φ(P (h), d) for P̄=0.01 watts
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Figure 7.5: φ(P (h), d) for P̄=0.05 watts
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Figure 7.6: φ(P (h), d) for P̄=0.1 watts
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Figure 7.7: Path-loss distr. gH(h) for P̄=0.1 wattsIn order to obtain the optimal periphery hop distan
e d∗ for an IEEE 802.11 standards
enario, in Figures 7.4-7.6 we plot φ(P (h), d) against d. In IEEE 802.11, time is divided intodis
rete standardised time intervals 
alled slots (e.g., 1slot = 20µs for 802.11b). The variousparameters that we 
onsider for our numeri
al analysis are W = 20MHz (typi
al 
hannelbandwidth), T = 300slots (example �xed transmission time), σ2 = 2.208 × 10−13watts(typi
al noise power from kTB formula), η = 4 (typi
al path-loss exponent for an obstru
tedpath within a building), {Ti, To, Tc} = {1, 90.8, 17}slots (for 802.11b), a = 10m and di�erentvalues of P̄ . Typi
al values of pi = 0.0271, ps = 0.0981 and pc = 0.8748 are used for anetwork of 1000 (802.11b) nodes. For 
omputational simpli�
ation we assume piEi+pcEc+

psEo = 7.14 × 10−6joules whi
h is a pra
ti
al assumption for a network of 1000 nodes.Figure 7.4 shows that, the optimal periphery hop distan
e, for an average networkpower of P̄ = 0.01watts, is the distan
e to the nearest node. In other words, the throughputmetri
 φ(P (h), d) is maximized while 
hoosing the smallest possible periphery hop distan
e.However, similar Figures 7.5 and 7.6 for P̄ = 0.05watts and P̄ = 0.1watts respe
tively,show that non-trivial optimal periphery hop distan
es are obtained and they in
rease within
reasing average network power. An interesting shift of φ(P (h), d) towards 
on
avityis observed, thus yielding non-trivial optimal periphery hop distan
es of d∗ = 25m and
d∗ ≈ 29m, respe
tively. Note that even though d∗ is theoreti
ally obtained from a 
ontinuousset of feasible values, due to our dense node layout assumption, we should always be ableto �nd a next hop whose periphery 
enter is at-least approximately, d∗ metres from theperiphery 
enter of transmitting node.Figures 7.7 and 7.8 show PDF of path-loss gH(h) and optimal power 
ontrol P (h) for
P̄ = 0.1watts and di�erent values of d. In both these �gures the path-loss h is given by
h =

(

d
l

)η. Note that the peaks of the path-loss PDF for di�erent d are attained at valuesof h < 1. They are not attained at h = 1 and hen
e l = d is not the maximum likelihoodrandom distan
e between points in two di�erent 
ir
les whose 
enters are separated by
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Figure 7.8: Power 
ontrol P (h) for P̄=0.1 wattsdistan
e d. Also observe that the optimal power 
ontrol P (h) in Figure 7.8 assigns verylittle or almost no power for bad 
hannel 
onditions (small h) and most of the power isassigned for good 
hannel 
onditions (large h). Note the in
rease in optimal throughputvalue with in
reasing P̄ in Figures 7.4-7.6.7.6 Con
lusionIn this 
hapter we have shown that neither shortest path routing (in terms of number ofhops; longest hop distan
e routing), nor smallest hop distan
e routing may be optimal for adense mobile ad ho
 network in whi
h nodes follow a periphery restri
ted mobility model.With low average network power, a bit-metres/se
 throughput metri
 may be maximized atthe trivial 
hoi
e of nearest node, with non-overlapping periphery, as the next hop. However,with higher amounts of average network power, we obtain optimal throughput performan
eat non-trivial periphery hop distan
es.



Chapter 8
Route Lifetime based Optimal Hop Sele
-tion in VANETs on Highway
The main goal of this 
hapter is to better understand the routing dynami
s in Vehi
ularad ho
 networks (VANETs) that are a spe
ial 
lass of Mobile ad ho
 networks (MANETs)but exhibit very di�erent behavior from them. We 
onsider the problem of optimal nexthop sele
tion in a route between two vehi
les for a simple s
enario of VANETs on a fasttra
k highway. For a given 
hoi
e of number of hops between the sour
e and destination,we seek the optimal 
hoi
e of next hop based on its speed and inter-node distan
e so asto maximize the expe
ted route lifetime. Our analyti
al model a

ounts for the randomly
hanging speeds of nodes (vehi
les) over time and hen
e the optimal 
hoi
e depends on thedynami
s of the sto
hasti
 pro
ess 
orresponding to the speed of nodes. Under a Markovianassumption on the pro
ess of speed of nodes, we show that the optimal 
hoi
e of speeds issu
h that the lifetimes of adja
ent links are as 
lose as possible. Expli
it expressions foroptimal 
hoi
e of next hop node's speed and inter-node distan
e are obtained for 
ertainfast tra
k highway s
enarios of interest. A monotone variation property of the speed of relaynodes under the optimal poli
y is proved. These properties have been 
on�rmed with sim-ulations. The optimal poli
ies and their stru
tures 
an assist in enhan
ing the performan
eof existing VANET routing proto
ols.Note: The material in this 
hapter has appeared in [KKA06b℄. This work was sponsoredby "The Indo-Fren
h Centre for the Promotion of Advan
ed Resear
h" (CEFIPRA).
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108 Chap. 8 Route Lifetime based Optimal Hop Sele
tion in VANETs on Highway8.1 Introdu
tionVehi
ular ad ho
 networks (VANETs) are being resear
hed upon and developed by manyorganizations [LH04, ea05a, �e, now, 
arb, 
ara, ove, pre, GK00℄. Vehi
les equipped with
ommuni
ation devi
es 
an form VANETs for tasks su
h as inter-vehi
le 
ollision avoidan
e,road-a

ident noti�
ation, tra�
 situation update, 
oordinated driving systems or simplyinter-vehi
le voi
e 
ommuni
ation. Like Mobile ad ho
 networks (MANETs), VANETs donot rely on any �xed infrastru
ture and instead depend on intermediate relay nodes forroute establishment proto
ols and data transmission. However, VANETs tend to exhibit adrasti
ally di�erent behavior from the usual MANETs [BEH04℄. High speeds of vehi
les,mobility 
onstraints on a straight road and driver behavior are some fa
tors due to whi
hVANETs possess very di�erent 
hara
teristi
s from the typi
al MANET models. Broadlyspeaking, four su
h 
hara
teristi
s have been identi�ed as rapid topology 
hanges, frequentfragmentation of the network, small e�e
tive network diameter and limited temporal andfun
tional redundan
y [BEH04℄. Due to this fundamental behavioral di�eren
e betweenMANETs and VANETs, topology-based routing proto
ols developed for the former 
annotbe dire
tly used in the latter. Topology-based proto
ols are the table-driven proa
tive pro-to
ols and on-demand rea
tive proto
ols [RT99℄. For example authors in [JBW05℄ haveshown that TORA (an on-demand proto
ol) is 
ompletely unsuitable for VANETs. Instead,position-based routing proto
ols su
h as LAR, DREAM or GPSR [KV98, BCSW98, KK00℄that require a-priori knowledge of vehi
le's geographi
 lo
ation (from a GPS servi
e) 
ouldbe used for VANETs for faster route dis
overy and improved performan
e. But, position-based routing proto
ols su�er from geographi
 routing failures due to presen
e of topologyholes [THR03℄ and authors in [THR03℄ propose spatially aware routing for VANETs to over-
ome this drawba
k. The optimality of spatially aware routing however has not been provedand the routing algorithm 
ould be further enhan
ed in order to improve performan
e.A routing proto
ol usually has three main fun
tions: route dis
overy, route sele
tion(among various 
andidate routes dis
overed) and route maintenan
e. On
e a route froma sour
e to its destination has been dis
overed and sele
ted, route maintenan
e must be
arried out, in order to tra
k link failures (due to movement of relay nodes) and performroute re-dis
overy. Route maintenan
e and re-dis
overy are expensive in signalling and
omputation, and hen
e it is desirable to 
hoose the optimal route 
omprising links withmaximum possible lifetimes during the route sele
tion phase. In this 
hapter, we proposesome optimal route sele
tion 
riteria from an analyti
al viewpoint for the simple s
enarioof a VANET on a straight line highway. Our optimal route sele
tion 
riteria 
onsist of theoptimal 
hoi
e of next hop based on maximum route lifetime. The proposed 
riteria arenot 
ompetitors to the route sele
tion methods in any of the existing routing proto
ols, butrather 
an be used in 
onjun
tion with them. Our goal is not to propose a 
omplete VANETrouting proto
ol along with its implementation aspe
ts and this is outside the s
ope of ourwork. We rather fo
us on gaining an analyti
al insight into the route lifetime dynami
sof a VANET by 
onsidering only a simple s
enario. Our observations about the stru
tural
hara
teristi
s of the optimal poli
ies 
an assist in enhan
ing the performan
e of any ofthe existing VANET routing proto
ols mentioned earlier. Sin
e the s
ope of this work is
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s and Model 109limited to gaining an analyti
al viewpoint, we will not address any issues related to how theanalyti
al results 
an be used to enhan
e the performan
e of a VANET routing proto
ol.We 
laim that our analyti
al results are simple and 
an be easily in
orporated in the designof a new or re-engineering of an existing VANET routing proto
ol.As dis
ussed earlier, route sele
tion in VANETs 
an be very di�erent from that inMANETs and designing a routing proto
ol for VANETs 
an be very 
omplex due to therapidly 
hanging topology and frequent link breakdowns. In our model, we introdu
e 
ertainsimplifying assumptions (along with their justi�
ation) as 
ompared to a real life s
enario inorder to gain an analyti
al insight into the dynami
s of vehi
le mobility and route lifetime inVANETs. The assumptions are well justi�ed with 
itations and without these assumptionsthe route lifetime dynami
s may be very hard to study and 
an not be easily understood.For instan
e, a VANET in 
ity tra�
 s
enario 
an be very hard to model and our analysisdoes not hold for this 
ase.8.1.1 Synopsis and Preview of ContributionsIn Se
tion 8.2, we �rst dis
uss about the motion dynami
s of a set of nodes 
onstituting aroute in a VANET and de�ne the model that is used to tra
k the dynami
s of the 
hanginginter-node distan
es and node 
onne
tivity. The lifetime or 
onne
tivity of a route betweena sour
e and a destination may depend on various parameters su
h as the speeds of inter-mediate relay nodes, their maximum range, et
. In Se
tion 8.3, we therefore motivate the
hoi
e of some of these variable parameters for our optimization obje
tive of maximizingthe route lifetime. This is followed by the formulation of an obje
tive fun
tion 
onsistingof expe
ted lifetime of links 
onstituting a route (Se
tion 8.4). Our goal is to optimize thisobje
tive fun
tion so as to obtain an optimal 
hoi
e of intermediate relay nodes between asour
e and its destination su
h that the route lifetime, whi
h is de�ned as the least of theexpe
ted link lifetimes, is maximized. In Se
tion 8.5, an attempt to analyti
ally determinethe link lifetimes is made using a Markov 
hain model for the speeds of the vehi
les thatare randomly 
hanging lanes on a straight line highway. Expli
it expressions for the linklifetimes and either the optimal relay node (next hop) sele
tion poli
ies or some stru
turalintuitions about them are obtained for 
ertain s
enarios that are of most 
on
ern in a fasttra
k highway tra�
 situation. In Se
tion 8.6, we 
ompare the derived stru
tural 
hara
-teristi
s of the optimal poli
ies with simulation results obtained from a VANET simulatorand it is observed that the analyti
ally obtained stru
tural results are 
onsistent with thesimulation results.The 
ontributions of this work are twofold. Firstly, the heuristi
s and stru
tural
hara
teristi
s of the next hop sele
tion poli
ies developed in this work 
an assist in betterunderstanding the dynami
s of route lifetime in VANETs. Se
ondly, the results 
an servein enhan
ing the performan
e of existing routing proto
ols for VANETs.8.2 System Dynami
s and ModelThe system model that is used to tra
k the dynami
s of nodes or vehi
les moving on ahighway is des
ribed here followed by the justi�
ation of 
ertain simplifying assumptions.We 
onsider VANETs on a straight line highway in whi
h a vehi
le 
an establish
onne
tivity only with other vehi
les traveling in the same dire
tion of its motion. In otherwords, we 
onsider ad ho
 networks formed by only those vehi
les that are moving on the
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tion in VANETs on Highwaysame side of a highway and not in opposite dire
tions. Also note a key point here thatwe are 
onsidering only fast tra
k highways with vehi
les moving at high speeds and notnormal roads with slower moving tra�
. We also assume that the tra�
 �ow is smooth andthere is no 
ongestion on the highway. Parti
ularly, there are no lo
alized 
ongestion spotsand vehi
les in all lanes of the highway travel smoothly. In su
h a s
enario, we may safelyassume the following model for the speed of nodes. Consider vehi
les (nodes) traveling onan in�nitely long straight highway with L lanes and moving in the same dire
tion. Ea
hlane i has an asso
iated speed limit si. Assume that in a given lane, all the nodes travel witha speed 
orresponding to the speed limit of that lane. In other words, it is assumed that allnodes move on the highway with a dis
rete set of speeds whi
h 
onsists of the speed limitsof ea
h lane. We follow the 
onvention that s1 < s2 < . . . < sL. When a node transits toan adja
ent lane due to driver's natural behavior, it then travels with the speed asso
iatedwith the new lane.Remark: It is to be noted here that our analysis works for any given dis
rete set ofspeeds; the idea of asso
iating a speed to a lane has been introdu
ed only to 
on
eptuallyvisualize the system. In parti
ular, one 
ould also 
onsider a highway with no de�ned lanesand then all vehi
les progressively 
hange speeds (a

ording to some random pro
ess) amongthe set {s1, . . . , sL}, with all vehi
les following this speed 
hange pro
ess independently ofea
h other.
8.2.1 Dynami
s of Individual NodesThe pro
ess of 
hanging speeds of any individual node due to lane 
hange on the highwayis assumed to be an independent, stationary and ergodi
 sto
hasti
 pro
ess. We are thusalso impli
itly assuming that the vehi
les do not leave the highway. It is assumed as wellthat the vehi
les do not 
hange their dire
tion of motion sin
e we 
onsider VANETs formedby only those vehi
les that are traveling on the same side of highway in the same dire
tion.In this work, we restri
t ourselves to the 
ase where the 
hanging speed of any node 
an bemodeled as an irredu
ible, aperiodi
 Markov pro
ess, taking a �nite set of 
onstant values
{s1, s2, . . . , sL}. We assume that a node 
ontinues to move in lane i with an asso
iatedspeed si, 1 ≤ i ≤ L for an exponential amount of time before 
hanging its lane or its speed,equivalently. This time is exponentially distributed with rate µi and we denote that a nodein lane i transits to another lane j with probability Pi,j with Pi,i = 0. Note that one 
ouldhave also 
onsidered the 
ase Pi,i 6= 0 but, that would be equivalent to 
hoosing a highervalue for µi. Even though our analysis holds for generi
 transition probabilities Pi,j, weassume the following natural stru
ture on node transitions in our highway s
enario: fromstate (or, lane) i, a node 
an transit only to the states (i − 1) ∨ 1 or (i + 1) ∧ L. Clearly,from state 1 a node 
an transit only to state 2 and from state L the only possible transitionis to state L− 1.
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second node ‘k+1’ or ‘l’ with speed

is ahead of node ‘k’

first node ‘k’ with speed 

is behind node ‘k+1’ or ‘l’

transmission range R

PSfrag repla
ements si

sjFigure 8.1: Two su

essive nodes 
onstituting a route path8.2.2 Pla
ement of NodesWe assume that node spread-out along the highway is dense in the sense that in a su�
ientlysmall neighborhood of any point on a lane we 
an always �nd at least one node on the samelane. This is like assuming that the transmission range, R, of a node is signi�
antly largeas 
ompared to the distan
es between two su

essive nodes in any lane. Most of the resultsin this work 
an be extended to the 
ase where we assume that the existen
e of a node atany point on a lane is itself a sto
hasti
 pro
ess. However, sin
e we are more interested inthe stru
tural dynami
s of next hop sele
tion, we will assume that this sto
hasti
 pro
essis a 
onstant pro
ess, i.e., there is always a node at any given point on any lane with thedensity of this 
onstant pro
ess being di�erent for ea
h lane (it will depend on the asso
iatedspeed si). It is also assumed that the width of the lanes on the highway is negligible when
ompared to the transmission range of mobile nodes along the length of highway. We 
allthis assumption as the straight line 
ommuni
ation assumption.8.2.3 Evolution of Inter-node Distan
es and Node Conne
tivityConsider any two nodes k and l (node l is ahead of node k; see Figure 8.1) moving in any twolanes i and j with both the nodes moving in the same dire
tion. Assume that at time t thetwo nodes have speeds vk(t) and vl(t), respe
tively. Sin
e the two nodes are moving and alsohave their speeds 
hanging with time due to lane 
hange, the distan
e between these nodeswill also vary with time. Let us denote the distan
e of node l from node k (measured in thedire
tion of motion) at time t as d̃kl(t). Assume that node k is the sour
e of transmissionsmeant for node l. We say that a dire
t link or single hop route exists between nodes k and
l as long as 0 ≤ d̃kl(t) ≤ R, where R is the maximum possible transmission range of a node,i.e., a node 
an su

essfully transmit up to any range ≤ R.The distan
e between any two adja
ent nodes k and k+1 (node k+1 is ahead of node
k) 
onstituting a route, denoted simply by d̃k(t), forms a sto
hasti
 pro
ess that begins with
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tion in VANETs on Highwayan initial value of d̃k(0) = dk (or d in general) and whose evolution over time, d̃k(t), dependson the initial speeds of the two nodes. We assume that two su

essive nodes k and k + 1in a route remain 
onne
ted only until when d̃k(t) takes a value outside the interval [0, R]for the �rst time (see Figure 8.1). In other words, we 
onsider any two nodes k and l tobe 
onne
ted if node l lies within the maximum transmission range of node k only in thedire
tion of motion and not otherwise.Assume there are M relay nodes in a route between the sour
e and its destination,with the sour
e being the 0th node and the destination as the (M + 1)th node. Let v0 and
vM+1 be the velo
ities of the sour
e and destination nodes and let D be the distan
e betweenthem. For a given value of M , let dk, 0 ≤ k ≤ M , be the distan
e between nodes k and
k + 1 (see Figure 8.2). Based on the straight-line 
ommuni
ation assumption mentionedin the previous sub-se
tion, we impose that ∑M

k=0 dk = D so that the last hop distan
e
dM = D−∑M−1

k=0 dk. For a non-broken route formed by nodes 0, 1, 2, . . . ,M + 1, we requirethat 0 ≤ dk ≤ R and let vk, 0 ≤ k ≤M+1, be the velo
ity of the kth node with v0 and vM+1known in advan
e. Note that vks may take any one of the set of 
onstant values {s1, . . . , sL}and there are LM di�erent possible values that the ve
tor v = (v1, . . . , vM) 
an take.8.2.4 Justi�
ation of Assumptions in the ModelThe s
ope of our model is limited to fast tra
k highways sin
e a lot of 
ommer
ial appli
a-tions are expe
ted to be deployed for VANETs on highways. Moreover, only limited fo
usby the resear
h 
ommunity has gone into the study of vehi
ular mobility on fast tra
k high-ways. One su
h study has been done in [ea05a℄. As for the mobility of nodes, any generalmobility model 
an be 
onsidered for the movement of vehi
les on highway. We limit ours
ope to the Markovian mobility model whi
h has also been 
onsidered by other resear
hers[NAG04℄. The straight line 
ommuni
ation assumption in Se
tion 8.2.2 is well justi�ed sin
ewidths of highway lanes are usually of the order of 4 meters where as the typi
al maximumtransmission range of a vehi
ular wireless devi
e is around 200 meters [ea06b℄. Also notethat sin
e the 
ommuni
ation devi
es operate on 
ar battery whi
h is re
harged by thevehi
le engine, battery-life of nodes is not an issue in our model.8.3 Variable ParametersConsider two tagged nodes, a sour
e and a destination moving in any two (possibly same)lanes, traveling in the same dire
tion. At time 0, these nodes are assumed to be distan
e Dapart. IfD is large enough then these nodes may not be able to 
ommuni
ate with ea
h otherdire
tly due to their restri
ted transmission range. Even though the transmitting entities insu
h networks are not severely battery power 
onstrained, interferen
e 
onsiderations di
tatean upper bound on the transmit power used and this in turn restri
ts the transmission rangeof nodes. Intermediate relay nodes are thus required for the two tagged nodes to form aVANET. However, more than one option (vehi
les in front of the sour
e node moving with
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fastest lane with speed 

slowest lane with speed

destination

source
PSfrag repla
ements

s1

s4

d0 d1 d2 d3 d4Figure 8.2: Example fast tra
k highway s
enario for M = 4 and L = 4. The links of a routeare shown by dashed lines (�gure not to s
ale).identi
al or di�erent speeds in the same lane or adja
ent lanes, respe
tively) for the 
hoi
eof next hop may be available. How would one de
ide whether to 
hoose the vehi
le in thesame lane or in adja
ent lanes as the next hop. In this work, we address the problem of
oming up with an optimal 
hoi
e of next hop (relay node) su
h that the asso
iated linklifetimes and hen
e the route lifetime (de�ned as the least of all link lifetimes) is maximized.In Se
tion 8.2 we have already dis
ussed the 
onstraints under whi
h this de
ision shouldbe made. Here we emphasize on the fa
t that making su
h a de
ision may not be as simpleas it seems at �rst. An evident reason being that the underlying state spa
e over whi
hthe route lifetime has to be optimized is 
omposed of di�erent variable parameters, ea
hrepresenting a 
omponent parameter of the overall state or variable spa
e.Most of the existing routing proto
ols for MANETs (in
luding spatially aware routingfor VANETs) rely on the shortest path (in terms of number of hops between sour
e anddestination) approa
h. The distan
e 
overed by a hop in a VANET however is boundedabove by the maximum transmission range R whi
h is assumed to be 
onstant. In a densenetwork (detailed earlier in Se
tion 8.2.2), minimizing the number of hops would result (witha high probability) in a route path in whi
h the distan
e 
overed by ea
h hop is around R.This would indeed guarantee a minimum number of hops and this approa
h though workswell in wired networks also, it has the following drawba
k for VANETs. Due to high mobilityand large speeds of nodes in a VANET, the lifetime or 
onne
tivity of a route path obtainedon the basis of shortest path routing (in terms of number of hops) may be very small. Onthe other hand, an arbitrarily large number of relay nodes 
an not be 
hosen be
ause of theex
essive end-to-end pa
ket delivery delay 
aused and sin
e with in
reasing number of relaynodes, frequent link failures may o

ur whi
h may result in very poor network performan
e.It is 
lear now that there is a trade-o� between the route lifetime and network perfor-
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e with in
reasing number of relay nodes and an optimal 
hoi
e on the number of relaynodes is needed. It is also 
lear that for a given set of inter-node distan
es, the route lifetime
riti
ally depends on the speeds of the relay nodes. Based on this dis
ussion, following arethe possible variable parameters that should be 
onsidered for our optimization problem ofmaximizing the route lifetime:1. Optimization over Number of Relay Nodes: Owing to a 
onstraint on the range overwhi
h a node's transmission 
an be su

essfully de
oded, the number of relay nodesmust be more than a 
ertain minimum that depends on the initial distan
e D betweenthe two tagged nodes. However, one 
an not 
hoose an arbitrarily large number ofrelay nodes and an optimal 
hoi
e on the number of relay nodes is thus ne
essary.2. Optimization over Inter-node Distan
es: For a given number of relay nodes, an optimal
hoi
e of the inter-node distan
es is essential to establish a route with maximumlifetime.3. Optimization over Speeds of the Intermediate Nodes: On
e the number of relay nodesand the inter-node distan
es are �xed, we need to de
ide from whi
h lanes the inter-mediate relay nodes are to be 
hosen. In other words, we need to de
ide what speedthe next hop relay node must possess for a maximum possible link lifetime.In the present work, we assume that nodes (vehi
les) are equipped with a GPS re
eiverand we also assume that the optimal number of relay nodes and the speeds of the sour
eand destination nodes are known in advan
e. Avoiding relatively large values for number ofrelay nodes, a roughly optimal 
hoi
e on number of relay nodes 
an be fairly approximatedfrom the knowledge of transmission range R and position of sour
e and destination nodesobtained from the GPS re
eiver. Approximate speeds of sour
e and destination nodes 
analso be obtained from a GPS servi
e. Modern day GPS re
eivers are indeed 
apable ofestimating the vehi
le's speed. Given this information, we are interested in obtaining theoptimal inter-node distan
es and optimal speeds of relay nodes that result in a maximumpossible route lifetime.8.4 Problem FormulationIn our model des
ribed in Se
tion 8.2 we assume a dense vehi
ular tra�
 s
enario on thehighway. Due to this assumption multiple 
andidate routes may exist for 
hoosing an optimalroute. If multiple 
andidate routes are available then we want to 
hoose the route with themaximum lifetime. We are given that there are M + 2 nodes, indexed 0, 1, . . . ,M + 1,
onstituting a route (see Figure 8.2). Node 0 is the sour
e node and node M + 1 is thedestination node. Now 
onsider any two su

essive nodes k and k+1 in the route that aredistan
e dk (or d in general) apart at time zero. Assume also that at time zero, node k isin lane i and node k + 1 is in lane j su
h that d̃k(0) = dk, vk(0) = si and vk+1(0) = sj . Let
T (dk, vk, vk+1) be the expe
ted time after whi
h the link between these two nodes breaks
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tion 8.2.3). We refer to the quantity T (dk, vk, vk+1) as the link lifetime of the linkbetween the su

essive nodes k and k + 1 in a route.For a route 
omprised of M + 1 links, our problem is to �nd an optimal inter-nodedistan
e assignment denoted by d∗ = (d0, . . . , dM−1), and an optimal speed assignment,denoted by v∗ = (v1, . . . , vM), to the M relay nodes su
h that maximum route lifetime isattained. We thus seek the optimal distan
e ve
tor d∗ and speed ve
tor v∗ su
h that theroute lifetime de�ned as least of the link lifetimes is maximized. Our optimization problemis therefore the following, Maximize
v,d

Min
k=0..M

T (dk, vk, vk+1) . (8.1)Instead of solving the above problem dire
tly we further look at a di�erent, parameter-ized set of obje
tive fun
tions to be optimized. These new obje
tive fun
tions will 
oin
idewith the original one of Equation 8.1 when the parameter takes a spe
ial value. Solutionto any one of these parameterized form of optimization problems will then �nally provideus with the solution to the problem of Equation 8.1. To de�ne the parameterized obje
tivefun
tions, we �rst state the following simple lemma, whi
h we prove here for the sake of
ompleteness.Lemma 1 For any �nite dimensional ve
tor x with positive elements xk, 1 ≤ k ≤ n, if
||x||α denotes the lα−norm, i.e.,

||x||α =

[

∑

1≤k≤n

xαk

]
1
α

,and ||x||∞ denotes its l∞−norm, i.e.,
||x||∞ = max

1≤k≤n
{xk},then

lim
α→∞

||x||α = ||x||∞.Proof. Let, for the given ve
tor x,
k∗

∆
= arg max

1≤k≤n
xk.Then, for any α,

||x||∞ = xk∗ ≤ ||x||α,and also,
||x||α ≤ n

1
α ||x||∞.This 
ompletes the proof. �
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tion in VANETs on HighwayTheorem 1 The optimization problem of Equation 8.1 has the same optimizer as that ofany of the following optimization problems,Minimize
v,d

[

M
∑

k=0

(T (dk, vk, vk+1))
−α

]
1
α

, (8.2)Maximize
v,d

[

M
∑

k=0

(T (dk, vk, vk+1))
−α

]
−1
α

, (8.3)as α → ∞.Proof. Firstly, it is obvious to see the equivalen
e of optimization problems of Equations 8.2and 8.3, sin
e their obje
tives are inverse of ea
h other. Now, the optimization problem ofEquation 8.1 
learly has the same solution as that of the problem,Minimize
v,d

Max
k=0..M

1

T (dk, vk, vk+1)
. (8.4)Now, for any integer α > 0, we 
an 
ompute the lα−norm of anM-dimensional ve
tor whose

kth element is 1/T (dk, vk, vk+1). The lα−norm of this ve
tor, for any given values of vks is,
[

M
∑

k=0

(T (dk, vk, vk+1))
−α

]
1
α

.Sin
e 1/T (dk, vk, vk+1)s are stri
tly positive and bounded quantities, we 
an invoke Lemma 1to 
on
lude with the statement of the present theorem. �In fa
t, we 
an say something more about the relation between the two optimizationproblems of Equations 8.1 and 8.2 in the following theorem.Theorem 2 There exists a �nite α∗ su
h that the maximizer of optimization problem ofEquation 8.1 is identi
al to that of Equation 8.2 for all values of α > α∗.Proof. Fix a ve
tor x with elements xk, 1 ≤ k ≤ n. Then, from Lemma 1 we knowthat limα→∞ ||x||α = max1≤k≤n xk. Now, form a ve
tor y whose kth element yk is the kthmaximum among the elements of x (so that y1 = max1≤k≤n xk = ||x||∞). Sin
e the numberof elements in x is n, whi
h is �nite, the di�eren
e y1 − y2 > 0 (assuming that no twoelements of x are equal; the 
ase where some of the elements of x are equal 
an also beeasily 
onsidered.). Sin
e limα→∞ ||x||α = limα→∞ ||y||α → y1, for any ǫ > 0 there exists a�nite α∗
ǫ (x) su
h that , y1 − ||x||α < ǫ for all α > α∗

ǫ (x).Now, sin
e the set of possible values of the speed ve
tor v over whi
h optimization is
arried out is �nite (of 
ardinality LM), then for a given 
ombination of inter-node distan
es
d = (d0, . . . , dM) we 
an de�ne,

δ
∆
= min

s1≤vk ,vl≤sL,
POS(|T (dk, vk, vk+1) − T (dl, vl, vl+1)|),
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{

|x− y| if |x− y| > 0,
|x| otherwise.Then, α∗ ∆

= maxx α
∗
δ(x) <∞ is the �nite quantity that we were seeking. �Theorem 2 ensures that there is no dis
ontinuity in the solution of the optimizationproblem of Equation 8.2 with respe
t to the solution of Equation 8.1, as α → ∞. Workingwith the obje
tive fun
tion of Equations 8.2 or 8.3 thus has an advantage that we 
an workwith any �nite value of α, and if this solution is independent of α, we will have obtainedthe solution to the optimization problem of Equation 8.1. Also note that for numeri
al
omputation purposes, the 
omputational 
omplexity of the Min fun
tion in Equation 8.1is O(M logM), where as that of the summation terms in Equations 8.2 and 8.3 is O(M).Hen
e, the di�erent forms of obje
tive fun
tions in Theorem 1 
ould be given preferen
eover that in Equation 8.1 and 
an be used as per 
onvenien
e.8.5 Determining Expe
ted Lifetimes and Optimal Solu-tionHaving done with the problem formulation, here we seek to obtain expli
it expressions forthe link lifetimes, to be able to expli
itly de�ne the obje
tive fun
tion of either Equation 8.1or Equations 8.2 and 8.3. We study the expe
ted lifetime of the 
onne
tion between twonodes that are d distan
e apart at time 0 and have speeds si and sj, respe
tively. Weuse the notation that a pair of nodes k and l is in state sij when node k is in lane i withasso
iated speed si and node l is in lane j with asso
iated speed sj . Here onwards, alongwith T (d, vk, vl), we will also use the notation T (d, sij) for the link lifetimes of any twonodes, inter
hangeably. With some abuse of notation we use the same notation for the state

sij and the relative speeds between the two nodes sij ∆
= sj − si, inter
hangeably. Considera pair of su

essive nodes k and k + 1 (or l) forming a link in a route as shown earlier inFigure 8.1. If the se
ond node is within the range R of the �rst node then using the straightline 
ommuni
ation assumption mentioned earlier in Se
tion 8.2.2, the expe
ted remaininglink lifetime is given by T (d, sij) and we state the following theorem,Theorem 3 T (d, sij) satis�es the following renewal-type re
ursions,

sij > 0 T (d, sij) = e
−(µi+µj)

R−d
sij

R− d

sij
+

∫ R−d
sij

0

(µi + µj)e
−(µi+µj)u

[

u+

∑

l

Pi,l
µi

µi + µj
T (d+ siju, slj) +

∑

l

Pj,l
µj

µi + µj
T (d+ siju, sil)

]

du,

(8.5)
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sij < 0 T (d, sij) = e

−(µi+µj)
d

|sij |
d

|sij|
+

∫ d
|sij |

0

(µi + µj)e
−(µi+µj)u

[

u+

∑

l

Pi,l
µi

µi + µj
T (d− |sij|u, slj) +

∑

l

Pj,l
µj

µi + µj
T (d− |sij|u, sil)

]

du,(8.6)
sij = 0 T (d, sij) =

∫ ∞

0

(µi + µj)e
−(µi+µj)u

[

u+
∑

l

Pi,l
µi

µi + µj
T (d, slj)+

∑

l

Pj,l
µj

µi + µj
T (d, sil)

]

du.

(8.7)Proof. Sin
e a node 
ontinues to stay in lane i for an exponentially distributed amount oftime with mean 1
µi
, it follows that a pair of nodes, remains in state sij for an exponentialamount of time with mean 1

µi+µj
before one of them transits to any of the adja
ent lanes.Then for sij > 0, the probability that the se
ond node es
apes from the range of the �rstnode before any of them 
hanges lane is given by e−(µi+µj)

R−d
sij and e

−(µi+µj)
R−d
sij R−d

sij
is the
orresponding expe
ted time to es
ape. If any one of the nodes makes a transition toanother lane before the se
ond node es
apes from �rst node's range, then Pi,l

µi

µi+µj
is theprobability that the �rst node made a transition to lane l and Pj,l µj

µi+µj
is the probabilitythat the se
ond node made a transition to lane l. Hen
e with (µi + µj)e

−(µi+µj)u as theexponential distribution fun
tion and T (d+siju, slj) and T (d+siju, sil) being the remainingexpe
ted lifetimes of the �rst and se
ond nodes respe
tively, after time u has elapsed, weget Equation 8.5 above. Now, note again that we 
onsider two nodes to be 
onne
ted ifthe se
ond node, k + 1 or l, lies within the maximum transmission range of the �rst node
k, only in the dire
tion of motion and not otherwise (see Se
tion 8.2.3). Then for sij < 0,the probability that the �rst node k overtakes (and thus the link breaks; see Se
tion 8.2.3)the se
ond node, k + 1 or l, before any of them makes a transition is given by e−(µi+µj)

d
|sij |and e−(µi+µj)

d
|sij | d

|sij |
is the 
orresponding expe
ted time to overtake. The rest of the termsin Equation 8.6 are obtained with similar arguments as for Equation 8.5 ex
ept that theremaining expe
ted lifetimes after the event that one of the nodes transited after time u isgiven by T (d − |sij|u, slj) and T (d − |sij|u, sil) for the �rst and se
ond nodes respe
tively.Equation 8.7 is a straight forward derivation from either Equation 8.5 or 8.6. �Instead of solving the system of Equations 8.5, 8.6 and 8.7 expli
itly in its most generalform, whi
h is a very 
omplex exer
ise, we solve it only for some spe
ial 
ases. The mainreason for 
onsidering only these spe
ial 
ases is that these are the only 
ases whi
h are ofrelevan
e in a fast tra
k highway s
enario (see Se
tion 8.2) and solutions for 
ases other thanthese 
an not be applied to fast tra
k highways. Another interesting aspe
t of 
onsideringthese spe
ial 
ases is that the results that we obtain for these 
ases 
onstitute a simple formand provide important insights into the stru
ture of the 
orresponding optimal distan
e and
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ies. Later with the help of simulations we will attempt to validate the obtainedstru
tures.We spe
i�ed earlier in Se
tion 8.2 that we 
onsider only fast tra
k highways withno 
ongestion spots. In su
h a situation we assume that drivers do not 
hange lanes toofrequently and that a node remains in the same lane for a relatively longer period of timeas 
ompared to the lifetime of the link(s) formed by this node.In the following sub-se
tions we attempt to solve the link lifetime re
ursion equationsfor parti
ular 
ases of L = 2 and L ≥ 3. The 
ase L = 1 is trivial be
ause there is nobreakdown of routes, sin
e all nodes are always traveling with the same speed s1. Firstly,we 
onsider the 
ase L = 2 and obtain expli
it expressions for the quantities T (d, sij)sassuming µ1 = µ2. We then solve the optimization problem of Equation 8.1 dire
tly for
M = 1 and R

s12
< 1

2µ
. For values of M > 1, the global optimization problem 
an be solvedby splitting it into several optimization problems ea
h one of them optimizing over a pair oftwo adja
ent links (i.e., M = 1). The solution of these split problems 
an then be 
ombinedto obtain solution to the global optimization problem (forM > 1) after taking 
are of 
ertain
oupling issues related to adja
ent pairs of links. Se
ond, we 
onsider the 
ase with generalvalues of L ≥ 3 and 1
µi
>> R

si
so that a node remains in lane i for a very long period as
ompared to the lifetime of a link. For this 
ase we derive only the optimal speed assignmentpoli
y, develop some stru
tural heuristi
s about the optimal speed ve
tor solution to theproblem of Equation 8.2 and derive some interesting properties of the optimal speed ve
torsolution to the problem of Equation 8.1 and . Both these 
ases provide important guidelineson optimally 
hoosing the inter-node distan
es and speed of next hop.8.5.1 Case L = 2Consider the 
ase where the number of lanes is L = 2. There are only two possible speeds s1and s2 in this 
ase with s2 > s1. At any time t, let the sour
e have speed v0(t) and destinationhave speed vM+1(t). Re
all that the pro
esses {v0(t)} and {vM+1(t)} are assumed to beindependent Markov pro
esses over the state spa
e {s1, s2}. The in�nitesimal generatormatrix is then given by,

s1 s2

s1

s2

[

−µ1 µ1

µ2 −µ2

]Here µi is the rate of the exponentially distributed sojourn time when the pro
ess {v0(t)}(or, {vM+1(t)}) is in state si. We state the following lemma whi
h is easy to prove,Lemma 2 If µ1 = µ2 = µ then,1. The pro
ess of the speed of destination node with respe
t to the sour
e node, i.e.,
{v0(t)−vM+1(t)} forms an irredu
ible periodi
 Markov pro
ess over (�nite) state spa
e
{0, s12, s21} with the mean sojourn time in any state being exponentially distributedwith rate 2µ.
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tion in VANETs on Highway2. The state transition probability matrix is of the form,
s12 0 s21

s12

0
s21





0 1 0
0.5 0 0.5
0 1 0



In words, from the states with non-zero relative speed, transition is always to the onewith a relative speed of 0 and from the state with relative speed 0, the transition is toeither of the other two states, ea
h with probability 0.5.An important 
onsequen
e of the observation of Lemma 2 is that the fun
tion T (d, vk, vl)depends on vk and vl only via vl − vk with vl − vk ∈ {0, s12, s21}. We will see later that theobservation of Lemma 2 also helps us to 
ompute the fun
tion T (d, 0) dire
tly via a simpleappli
ation of Wald's lemma [Gal98, Chapter 7℄ without solving any integral equation for
T (d, 0). We have the following re
ursions for T (d, s12) and T (d, s21) from Equations 8.5 and8.6,
T (d, s12) = e−2µ (R−d)

s
R− d

s
+

∫ R−d
s

0

(u+ T (d+ su, 0))2µe−2µudu, for s12 > 0, s = s2 − s1,(8.8)
T (d, s21) = e−2µd

s
d

s
+

∫ d
s

0

(u+ T (d− su, 0))2µe−2µudu, for s21 < 0, s = s2 − s1. (8.9)For obtaining T (d, 0) we follow the approa
h of random walks. Re
all that T (d, 0) is theexpe
ted time for whi
h the distan
e between the two nodes remains in the interval [0, R],starting with distan
e d apart and 0 relative speed. Clearly, the distan
e between the nodes
an 
hange only when the relative speed between the two nodes is non-zero. The periods ofzero and non-zero relative speed alternate and the instants of the beginning of zero relativespeed form renewal instants for the relative speed pro
ess.Consider a parti
le starting at point d. As in random walks, in ea
h time unit theparti
le moves to either left or right (ea
h with probability 1
2
) and moves by an exponentiallydistributed amount. The mean of the jump size is 1

m
where m = 2µ. Let Sn, n ≥ 1 be theposition of parti
le just after nth jump. It is then seen that,

Sn = d+
n
∑

i=1

Xi,where |Xi|s are exponentially distributed random variables (with rate m) 
orresponding tothe jump sizes (see Figure 8.3). Xi takes negative and positive values with probability 1
2ea
h. Let N be the random variable 
orresponding to the number of jumps required by the
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Figure 8.3: Random walk model for 2 su

essive nodes in a routeparti
le to exit the interval [0, R] with R > d. Let q be the probability that the position ofparti
le be
omes greater than R. The treatment of [Gal98, Chapter 7℄ 
an then be used toshow that, sin
e |Xi|s are independent and identi
ally distributed,
E

N
∑

i=1

|Xi| = E[N ]E[|X1|] and E[(SN − d)2] = E[N ]E[|X1|2].To 
ompute E∑N

i=1 |Xi|, we need E[N ] whi
h is derived from the se
ond relation above asfollows. Sin
e |Xi| are exponentially distributed, we 
an invoke the memoryless property ofexponential distribution to see that,
SN − d =

{

R− d+ Y w.p. q
−d − Y w.p. 1 − q

, (8.10)where Y is an exponentially distributed random variable with rate m. Hen
e,
E[(SN − d)2] = E[N ]E[|X1|2]

= qE[(R− d+ Y )2] + (1 − q)E[(d+ Y )2]

= (d2 + E[Y 2] + 2dE[Y ]) + q(R− 2d)[R+ 2E[Y ]].From the above expression, sin
e E[Y ] = E[X1] = 1
m
, we 
an obtain E[N ] if we know q. Wenow obtain q using the fa
t that [Gal98℄,

E[SN − d] = E

N
∑

i=1

Xi = E[N ]E[X1] = 0.Now, using the possible values of SN − d mentioned in Equation 8.10,
E[SN − d] = 0 = q(R− d+ E[Y ]) + (1 − q)(−d− E[Y ]),
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e, q = d+E[Y ]
R+2E[Y ]

= md+1
mR+2

, where we have used the fa
t that E[Y ] = 1
m
. From this valueof q we get (using the fa
t that E[Y ] = 1

m
and E[X2

1 ] = 2
m2 ),

E[N ] = ((R− 2d)(d+
1

m
) + d2 +

2

m2
+ 2

d

m
)
m2

2
.Assuming a normalized speed of s = 1 with out loss of generality, it is seen that,

T (d, 0) = E[
N
∑

i=1

(Zi + |Xi|) − (
N
∑

i=1

Xi − (R− d))I
{R−d<

N
∑

i=1
Xi}

− (−d−
N
∑

i=1

Xi)I
{−d>

N
∑

i=1
Xi}

],where Zis are also exponentially distributed random variables with rate m and they 
orre-spond to the time when the distan
e between the two nodes does not 
hange be
ause of zerorelative speed (see Figure 8.3). Using the memoryless property of exponential distribution,we see that if,
I
{R−d<

N
∑

i=1
Xi}

= 1,then∑N
i=1Xi−(R−d) is (independent and) exponentially distributed with ratem. Similarlyif,

I
{−d>

N
∑

i=1
Xi}

= 1,then (−d−
∑N

i=1Xi) is exponentially distributed with rate m. Also,
E[I

{R−d<
N
∑

i=1
Xi}

] = q = 1 − E[I
{−d>

N
∑

i=1
Xi}

].Hen
e,
T (d, 0) =

2E[N ]

m
− 1

m
= (R− d)md+R+

1

m
.We 
an thus write expli
it expressions for the link lifetimes from Equations 8.8 and 8.9 as,

T (d, 1) = md(R − d) + 2(R− d) and T (d,−1) = md(R− d) + 2d.8.5.1.1 Optimal speed ve
tor solution to the optimization problem of Equa-tion 8.1 for the 
ase of R
s
< 1

mWe 
onsider the 
ase where R
s
< 1

m
. This s
enario is of relevan
e sin
e in a fast tra
khighway tra�
, a node remains in its lane for an average time greater than the lifetime ofthe link formed by this node and its next hop. Assuming s = 1 with out loss of generality,it is easy to see that for this 
ase,

T (d, 1) ≤ T (d, 0), d ≤ R and T (d,−1) ≤ T (d, 0), d ≤ R.
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ted Lifetimes and Optimal Solution 123Now, let the distan
e between the sour
e and destination beD su
h that R < D < 2R. Thusone needs at least two hops or equivalently one intermediate relay node for 
ommuni
ation.Let the number of intermediate relay nodes be M = 1. Also, let the speed of destinationwith respe
t to the sour
e be s = 1 (i.e., sij > 0). Here we �nd the optimal speed assignmentfor a �xed inter-node distan
e assignment and then later in the next paragraph, we optimizeover inter-node distan
es. So, for a given distan
e d between the sour
e and the intermediatenode, the de
ision is to be made on the speed v of the only intermediate relay node. Let theexpe
ted lifetime of the link between sour
e and relay node be L1(v) and that of the linkbetween relay node and destination be L2(v). The values of these quantities are then givenby the following table,
v L1(v) L2(v)
s1 T (d, 0) T (D − d, 1)
s2 T (d, 1) T (D − d, 0)Now,

T (D − d, 0) − T (d, 0) = m(D −R)(2d−D)and
T (D − d, 1) − T (d, 1) = (m(D −R) + 2)(2d−D).Hen
e from Equation 8.1, for d > D

2
,

arg max
v∈{s1,s2}

(L1(v) ∧ L2(v)) = s1and for d < D
2
,

arg max
v∈{s1,s2}

(L1(v) ∧ L2(v)) = s2.Thus, we see that by the solution to the optimization problem of Equation 8.1, for sij > 0the speed of the intermediate node should be the same as the speed of the farther node, i.e.,
s1 for d > D

2
and s2 for d < D

2
. Similarly, it is easy to derive that when the sour
e node hasspeed s2 and destination node has speed s1 (i.e., sij < 0) the speed of the intermediate nodeshould be the same as the speed of the nearer node, i.e., s2 for d > D

2
and s1 for d < D

2
.8.5.1.2 Optimal distan
e ve
tor solution to the optimization problem of Equa-tion 8.1 for the 
ase of R

s
< 1

mAs earlier, let the distan
e between the sour
e and destination be D su
h that R < D < 2R.Let the number of intermediate relay nodes be M = 1 and without loss of generality, let thespeed of destination with respe
t to the sour
e be normalized with s = 1. Then for d > D
2
,it has been shown in the previous paragraph that the optimal speed sele
tion is s1. Now, it
an be shown after simple algebra that for T (d, 0) < T (D − d, 1) to hold we must have,

d >
D(m(D − R) + 2) −R + 1

m

2(m(D − R) + 2)
. (8.11)
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tion in VANETs on HighwayLet us denote the RHS of Inequality 8.11 by K. Now, if m is su
h that K < R (and D
2
< K)then for d < K we have min(T (d, 0), T (D − d, 1)) = T (D − d, 1). For obtaining optimal d∗we di�erentiate T (D − d, 1) w.r.t. d and equate it to zero, from whi
h we get,

d∗ = D −
(

R

2
− 1

m

)

.For d > K we have min(T (d, 0), T (D − d, 1)) = T (d, 0). For obtaining optimal d∗ wedi�erentiate T (d, 0) w.r.t. d and equate it to zero to get,
d∗ =

R

2
.For d < D

2
, it has been shown in the previous paragraph that the optimal speed sele
tionis s2. It 
an be shown after simple algebra that for T (d, 1) < T (D − d, 0) to hold we musthave,

d >
m(D − R)D +R − 1

m

2(m(D − R) + 2)
. (8.12)Denote the RHS of Inequality 8.12 by K ′. Now, if m is su
h that K ′ > D−R (and K ′ < D

2
)then for d > K ′ we have min(T (d, 1), T (D − d, 0)) = T (d, 1). For obtaining optimal d∗ wedi�erentiate T (d, 1) w.r.t. d and equate it to zero. We thus get,

d∗ =
R

2
− 1

m
.For d < K ′ we have min(T (d, 1), T (D − d, 0)) = T (D − d, 0). For obtaining optimal d∗ wedi�erentiate T (D − d, 0) w.r.t. d and equate it to zero and get,

d∗ = D − R

2
.8.5.2 Case L ≥ 38.5.2.1 Some properties of the solution to the optimization problem of Equa-tion 8.2 with R

si
<< 1

µiHere we derive some stru
tural properties of the solution to the optimization problem ofEquation 8.2 for the parti
ular 
ase of interest when R
si
<< 1

µi
so that a node stays in itslane for a time mu
h greater than its link lifetimes. Assume any value of L ≥ 3 and 
onsiderthe link lifetime dynami
s of two nodes in lanes i and j that are separated by an initialdistan
e d < R. It 
an be easily seen that for i 6= j and R

si
<< 1

µi
, Equations 8.5 and 8.6
an be rewritten as,

T (d, sij) =
R− d

sij
∀ sij > 0 and T (d, sij) =

d

sij
∀ sij < 0, (8.13)
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ted Lifetimes and Optimal Solution 125respe
tively. If both the nodes are initially in the same lane, then the distan
e betweenthese two nodes remains 
onstant till the instant when any one of them 
hanges lanes, sothat ∀sii = 0,
T (d, sii) =

1

2µi
+
∑

j 6=i

Pi,j
2

(T (d, sij) + T (d, sji)).Now 
onsider a route 
onsisting ofM intermediate nodes so that the sour
e and destinationnodes have speeds v0 and vM+1, respe
tively and let the distan
e ve
tor d = (d0, . . . , dM) be�xed. For obtaining the speed ve
tor v = (v1, . . . , vM) that maximizes the route lifetime,we 
onsider minimizing the obje
tive fun
tion of Equation 8.2. The obje
tive fun
tion ofEquation 8.2 for any given value of α is given by,
[

M
∑

k=0

[

1

T (dk, vk, vk+1)

]α
]

1
α

.De�ne fk(x, y) = 1
T (dk,vk,vl)

su
h that x = vk and y = vl. Note that the sub-index k in
fk(x, y) is due to the fa
t that T (dk, vk, vl) 
an be di�erent depending on the value of vk,as seen in Equations 8.13. Clearly, if it is allowed to 
hoose an intermediate relay nodewith any arbitrary 
ontinuum speed x (thus not restri
ting to the dis
rete set of speeds
si, 1 ≤ i ≤ L), the following 
ondition should be satis�ed for an optimal speed assignmentto this relay node,

d

dx
[(fk−1(vk−1, x))

α + (fk(x, vk+1))
α]

1
α = 0.This implies in parti
ular that,

fk−1(vk−1, x)

fk(x, vk+1)
=

[

− dfk(x, vk+1)

dfk−1(vk−1, x)

]
1

α−1

.It is easy to show that dfk(x,vk+1)

dfk−1(vk−1,x)
< 0. Taking α→ ∞, we see that we need,
fk−1(vk−1, x)

fk(x, vk+1)
= 1,implying that the lifetimes of adja
ent links should be equalized in order to optimize theobje
tive fun
tion of Equation 8.2. Note that this is only a ne
essary 
ondition and not asu�
ient one, i.e., not all 
on�gurations that result in equal lifetimes of adja
ent links willbe the solution of the optimization problem under 
onsideration. However, any solution ofthe optimization problem will satisfy the above mentioned property. This property also holdsfor the 
ase where the speeds of the relay nodes are restri
ted to a �nite dis
rete set su
h as

{s1, . . . , sL}. In su
h a 
ase however, it is obvious that exa
t equalization of the lifetimes ofadja
ent links will not be a
hieved due to the la
k of the 
hoi
e of 
ontinuum set of speedsfor the relay nodes. We dis
uss this issue next.



126 Chap. 8 Route Lifetime based Optimal Hop Sele
tion in VANETs on HighwayLet v∗ = (v∗1, . . . , v
∗
M) be an optimal speed assignment of relay nodes for the problemof Equation 8.2, for given values of M , v0, vM+1 and �xed d. Assume that v∗ is the optimalspeed assignment for all values of α > α∗ (so that the optimal poli
y remains un
hanged,as proved in Theorem 2). If the speed of an lth intermediate node of an optimal route is
hanged from v∗l to some �xed value vl, then for all values of α > α∗ we obtain the followingrelation after some simple algebra,

fl−1(v
∗
l−1, v

∗
l ) ≤

[

fl−1(v
∗
l−1, vl)

α + fl(vl, v
∗
l+1)

α − fl(v
∗
l , v

∗
l+1)

α
]

1
α .Restri
ting ourselves to only odd values of α > α∗, we note that the right hand side of theabove relation is the lα−norm of the three-dimensional ve
tor (fl−1(v

∗
l−1, vl), fl(vl, v

∗
l+1),−fl(v∗l , v∗l+1)).Sin
e the third element of this ve
tor is non-positive and the relation is valid for all values of

α > α∗, the right hand side of the relation above 
onverges to max(fl−1(v
∗
l−1, vl), fl(vl, v

∗
l+1)).This is valid sin
e Lemma 1 is independent of whether the limit is a
hieved for only oddvalues of α. Hen
e for any allowed 
hoi
e of vl we get,

fl−1(v
∗
l−1, v

∗
l ) ≤ max(fl−1(v

∗
l−1, vl), fl(vl, v

∗
l+1)).Similarly we get,

fl(v
∗
l , v

∗
l+1) ≤ max(fl−1(v

∗
l−1, vl), fl(vl, v

∗
l+1)).In parti
ular,

fl−1(v
∗
l−1, v

∗
l ) ≤ min

vl

max(fl−1(v
∗
l−1, vl), fl(vl, v

∗
l+1)).Sin
e fl−1(·, ·) and fl(·, ·) are 
onvex fun
tions of vl, their point-wise maximum is also a
onvex fun
tion of vl. Hen
e, the minimum of the point-wise maximum is attained at oneof the interse
tion points of fl−1(·, ·) and fl(·, ·) where they attain equal values. This isindeed the 
ase in our situation be
ause the two fun
tions under 
onsideration are a
tuallypie
ewise linear and interse
t at at least one point so that one of these points of interse
tionforms the minimum.Moreover, it is easy to show in the present 
ase that the minimizer under 
onsiderationwill lie between v∗l−1 and v∗l+1. If there is no other allowed speed in between these two speeds,then the minimizer is one of these two itself. This observation further simpli�es the sear
hfor an optimizer sin
e now the speed of the intermediate relay node is known to be lyingbetween the speeds of the two end nodes l − 1 and l + 1. This monotone transition of thespeeds of intermediate relay nodes in an optimal poli
y is 
on�rmed by our simulation studyin Se
tion 8.6.8.5.2.2 Generi
 formula for the 
hoi
e of optimal speed of relay nodes when

R
si
<< 1

µiHere we derive a generi
 formula for the 
hoi
e of optimal speed of a relay node (solution tothe optimization problem of Equation 8.1) for the parti
ular 
ase of interest when R
si
<< 1

µi
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. 8.5 Determining Expe
ted Lifetimes and Optimal Solution 127so that a node stays in its lane for a time mu
h greater than its link lifetimes. Assume anyvalue of L ≥ 3 and 
onsider the link lifetime dynami
s of two nodes in lanes i and j thatare separated by an initial distan
e d ≤ R. As earlier, it 
an be shown that for i 6= j and
R
si
<< 1

µi
, Equations 8.5 and 8.6 
an be rewritten as,

T (d, sij) =
R− d

sij
∀ sij > 0 and T (d, sij) =

d

sij
∀ sij < 0.Deviating slightly from the earlier notational 
onvention, let the speed of sour
e anddestination nodes be sS and sD and let them be separated by a distan
e D. For a 2-hop
ommuni
ation we have M = 1. Now, if we assume 
ontinuum set of relay node speeds,then for a �xed distan
e ve
tor the relay node speeds should be su
h that the link lifetimesof both links are equal (as seen in the previous paragraph). Therefore, if s denotes the
ontinuum speed of the relay node and R < D < 2R then from R−d

s−sS
= R−D+d

sD−s
we get,

s =
sD(R− d) + sS(R−D + d)

2R−D
. (8.14)This shows that the relay node's optimal speed is a 
onvex 
ombination of speeds of sour
eand destination for a two hop route. In parti
ular, at d = R we have s = sS and at d = D−Rwe have s = sD. To approximate this 
ontinuum speed s with one of the available dis
retespeeds {s1, . . . , sL}, we take the following approa
h. Let si be the best approximation to sand let the expe
ted lifetimes of the two links be denoted by L1(v) and L2(v), where v isthe speed of the relay node.Case s < si If s < si then s 
an either be approximated by si or si−1. For the 
hoi
eof si we have L1(si) = R−d

si−sS
, L2(si) = R−D+d

sD−si
and L1(si) < L2(si). Similarly, we also have

L1(si−1) > L2(si−1). Therefore, for si to satisfy the optimality of Equation 8.1 we musthave L1(si) > L2(si−1) whi
h results in the following 
ondition on d,
d <

R(sD − si−1) + (D − R)(si − sS)

sD − si−1 + si − sS
.Case s > si As in the previous 
ase, with s > si, s 
an be approximated by si+1 or si. Forthe 
hoi
e of si+1 we have L1(si+1) < L2(si+1) and for si we have L1(si) > L2(si). Now, for

si to satisfy the optimality of Equation 8.1 we should have L1(si+1) < L2(si) whi
h givesthe bound,
d >

R(sD − si) + (D − R)(si+1 − sS)

sD − si + si+1 − sS
.Combining the two aforementioned 
ases and generalizing for any L ≥ 3, followingis a generi
 formula for the 
hoi
e of optimal speed of a relay node. Choose si as thespeed of the intermediate node, if the initial distan
e, d, between the sour
e and the relay
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tion in VANETs on Highwaynode lies between the upper and lower bounds obtained above. In other words, the relaynode's optimal speed, s, given by Equation 8.14 should be approximated by a dis
rete speed
si ∈ {s1, . . . , sL} if d is su
h that,

d ∈
[

R(sD − si) + (D − R)(s(i+1)∧L − sS)

sD − si + s(i+1)∧L − sS
,
R(sD − s(i−1)∨1) + (D − R)(si − sS)

sD − s(i−1)∨1 + si − sS

]

.Note that here sS < sD and sS and sD 
an take any values from s1, . . . , sL. For M = 1, ifwe assume 
ontinuum set of intermediate node speeds as earlier, then for a �xed distan
eve
tor, the intermediate node speeds should be su
h that the link lifetimes of both links areequal (as seen in the previous paragraph). This implies (it 
an be shown after some algebra)that the optimal link lifetimes are independent of the 
hoi
e of inter-node distan
es, thusimplying a non-unique solution for the 
hoi
e of relay node speeds.8.6 Simulation Study of a VANETIn order to validate the analysis, we have developed a VANET simulator in Java. Withthis simulator we study and validate only the stru
tural 
hara
teristi
s of the optimal speedassignment poli
ies assuming a �xed inter-node distan
e assignment. Due to the limitationsof this simulator, we do not study the optimal inter-node distan
e solution. The simulatoris based on the model and assumptions proposed in Se
tion 8.2 and is implemented su
hthat the nodes move in their lanes in a dis
rete time spa
e. A node in lane i transits to anyof the adja
ent lanes at the beginning of a time slot of length 0.1 se
onds and the transitiontakes pla
e with probability 1− pi. Given that a node in lane i transits, the transition is tolane j with the same lane transition probability, Pi,j, whi
h was mentioned earlier in Se
tion8.2. For our simulations we 
onsider the probabilities p1 = · · · = pL = p to be identi
al forall the lanes. The probability p is related to µi by the relation 1
1−p

= 0.1
µi

and for R
si
<< 1

µiit is equivalently said that p→ 1.The simulator 
omputes the expe
ted link lifetimes of all possible links by exhaustivelysimulating over all possible speed assignments v of the relay nodes for a given s
enario ofMrelay nodes, L lanes, the inter-node distan
e ve
tor d, speeds of sour
e and destination v0and vM+1, transmission range R, sour
e and destination separation D and the probability p.On
e an exhaustive set of link lifetimes for all possible values of v is obtained by employingthis brut-for
e method, either of the obje
tive fun
tions of Equation 8.1 or 8.2 is appliedover this set to obtain an optimal speed assignment poli
y.8.6.1 Simulation s
enariosA 
ar battery operated mobile devi
e has a typi
al transmission range of around 200 meters.We therefore 
onsider the possible spa
e of inter-node distan
es in a VANET to vary from 140to 200 meters and transmission range, R, of 200 meters is 
onsidered for all the simulations
enarios. It has been shown in a previous work [GTB99℄ that large number of hops in anad ho
 network 
an signi�
antly degrade the TCP throughput performan
e. Based on this
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onsider the number of hops (M + 1) to vary from 2 to 7 only and the distan
ebetween the sour
e and destination nodes is varied from 800 to 1200 meters. The value of
p is taken to be, 0.995 when R

si
<< 1

µi
does not hold and 0.99999 when R

si
<< 1

µi
does hold(see Appendix). We perform simulations for the number of lanes, L, varying from 2 to 6 andunless expli
itly stated in the dis
ussion on the simulation results, the asso
iated speeds aretaken as shown in the table that follows,

l 1 2 3 4 5 6
sl (m/s) 14 17 22 30 42 55

≈ sl (km/hr) 50 60 80 110 150 200Simulations were 
arried out for a large set of fast tra
k highway s
enarios for whi
hheuristi
s have been developed in the previous se
tions using analyti
al models. In thefollowing part of this se
tion we dis
uss the various s
enarios that were simulated and
ompare their results with the stru
tural results and heuristi
s obtained analyti
ally.1. Existen
e of α∗ of Theorem 2: In Figure 8.4 we 
onsider the s
enario L = 4, M = 4,
v0 = s1, vM+1 = s3, p = 0.995, D = 800m and d = (162, 153, 155, 158, 172). We plotthe various optimal poli
ies obtained using both the obje
tive fun
tions of Equation 8.1and 8.2 and we 
learly see that the optimal poli
ies obtained by Equation 8.2 
oin
idewith that obtained by Equation 8.1 for α ≥ 40. Figure 8.5 shows similar 
hara
teristi
sfor another s
enario of L = 5, M = 5, v0 = s1, vM+1 = s5, p = 0.99, D = 1000mand d = (168, 162, 167, 166, 163, 174) with the optimal poli
ies 
oin
iding for α ≥ 100.This validates our Theorem 2 on the existen
e of α∗.2. Stru
ture of optimal poli
y for L = 2 (Se
tion 8.5.1.1): Figure 8.6 shows plots ofoptimal poli
ies obtained from Equation 8.1 for L = 2, M = 1, p = 0.995, D = 300mand d = (158, 142). Figure 8.7 shows a similar plot for L = 2, M = 5, p = 0.995,
D = 1000m and d = (162, 164, 165, 161, 170, 178). The former �gure 
learly illustratesthat under optimality, an intermediate node is assigned the speed of the farther nodefor sij > 0 and that of the nearer node for sij < 0. The latter �gure shows that a nexthop in an optimal route goes a
ross lanes of di�erent speeds (i.e., a lane transitionfor the 
hoi
e of next hop o

urs) when the expe
ted remaining lifetimes (not shownhere) are the maximum possible.3. Lifetime Equalization over 
ontinuum set of speeds for L ≥ 3 and R

si
<< 1

µi
(Se
-tion 8.5.2): In Figure 8.8 we 
onsider the s
enario L = 3, M = 1, v0 = s3 = 22m/s,

v2 = s1 = 14m/s, p = 0.99999, D = 300m and d = (143, 157). In order to be ableto validate the equalizing stru
ture obtained in Se
tion 8.5.2 over a 
ontinuum set ofintermediate node speeds, we vary the speed asso
iated with lane 2 from 14m/s to
30m/s in small steps of 1m/s and plot the link lifetimes for some of these speeds oflane 2 separately. This allows the only intermediate node 1 to be assigned one of thequasi-
ontinuum set of speeds for the optimization problem of Equation 8.2.
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Figure 8.4: Poli
ies showing existen
e of α∗of Theorem 2  0
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Figure 8.5: Poli
ies showing existen
e of α∗of Theorem 2
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Figure 8.6: Stru
ture of the optimal poli
y for
L = 2
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Figure 8.7: Stru
ture of the optimal poli
y for
L = 2It is seen in the �gure that under optimality, for varying values of v1, the optimallifetimes of the links between node 0 and 1 and node 1 and 2 are di�erent. Howeverat v1 = 23m/s the optimal lifetimes of the two adja
ent links are almost equal thus
on�rming our result obtained in Se
tion 8.5.2 that the lifetimes of adja
ent linksshould be equalized in order to optimize the obje
tive fun
tion of Equation 8.2. Infa
t, it 
an be observed that we obtain the maximum of the least of the two lifetimesfor speed v1 = 23m/s and the optimal lifetimes obtained for other values of v1 arenot truly optimal be
ause of the unavailability of the 
hoi
e of speed 23m/s in thoses
enarios.4. Link Lifetime Equalization under the optimal poli
y for L ≥ 3 and R

si
<< 1

µi
: Tostrengthen our validation of the lifetime equalization stru
ture dis
ussed in the previ-ous note, in Figure 8.9, we plot the link lifetimes for a subset of the all possible speed
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<< 1

µi
ombinations (in
luding the optimal 
ombination) for a given parti
ular s
enario. Itis 
learly seen in this �gure that at the optimal poli
y the link lifetimes are equalizedand the maximum of the least lifetimes is obtained at the optimal poli
y, by de�nition.Figure 8.10 illustrates the same result for another set of given s
enario. Figure 8.9 usesthe s
enario L = 6, M = 3, v0 = 14m/s, v4 = 30m/s, p = 0.99999, D = 700m and
d = (160, 175, 180, 185). Figure 8.10 uses the s
enario L = 55, M = 3, v0 = 14m/s,
v4 = 30m/s, p = 0.99999, D = 700m and d = (169, 166, 167, 198).5. Monotone speed transitions for L ≥ 3 and R

si
<< 1

µi
(Se
tion 8.5.2) : The phenomenonof monotone transition of speeds from a given node to any one of the next hops ina route, is observed in all of the �gures dis
ussed until now. Spe
i�
ally, Figure8.11 shows the optimal poli
y assignment for the s
enario L = 5, M = 5, v0 = s1,
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tion in VANETs on Highway
v6 = s3, p = 0.99999, D = 1000m and d = (168, 162, 167, 166, 163, 174) where allthe intermediate nodes have speeds vi su
h that v0 ≤ vi ≤ v6. This validates the
orresponding analyti
al result stated in Se
tion 8.5.2.8.7 Con
lusionDesigning e�
ient routing proto
ols for VANETs is quite a 
hallenging task owing to thefast speed of nodes and mobility 
onstraints on the movement of nodes. An attempt hasbeen made in this 
hapter to help a

omplish this task better. Under some simplifyingassumptions, the analysis of this work has established that the solution to the optimizationproblem under 
onsideration tends to equalize the lifetimes of adja
ent links in a route.Moreover, there is a monotone variation of the speeds of intermediate relay nodes underthe optimal poli
y. Expli
it expressions for optimal 
hoi
e of next hop based on its speedand inter-node distan
e have been obtained for 
ertain fast tra
k highway s
enarios of inter-est. These solution stru
tures have also been 
on�rmed with simulations using a VANETsimulator.Even though our results are based on some simplifying assumptions and are restri
tedto sele
ted s
enarios, they 
an 
ertainly be helpful in a
quiring an intuition about theunderlying dynami
s of route 
onne
tivity in VANETs on highway. Moreover, the expli
itsolutions and stru
tures obtained in this work 
an be of 
onsiderable pra
ti
al interest asthey redu
e the spa
e over whi
h an existing VANET routing algorithm would sear
h forthe optimal routing poli
y.8.7.1 Generalizing the equalization stru
tural propertyThe stru
tural property related to `equalization' of adja
ent link lifetimes derived in Se
tion-8.5.2 
an in fa
t be generalized to any path optimization problem in wireless a

ess networks.In the following 
hapter, we shall des
ribe some reasons behind this generalization anddis
uss the derivation of this stru
tural property in detail.Appendix: When R

si
<< 1

µi
does not hold, a value of p = 0.995 is well justi�ed for a fasttra
k highway. This is be
ause in dis
rete time the node transition pro
ess has a geometri
distribution and for a slot size of 0.1 se
onds the probability that a node transits to anotherlane in 1 se
ond 
omes to about 0.0048, whi
h is quite low. The mean time between twosu

essive transitions by a node is about 20 se
onds and this is fairly justi�ed for a fasttra
k highway. On the other hand, when R

si
<< 1

µi
does hold, a value of p = 0.99999 leadsto a mean time of 105 se
onds between two su

essive transitions by a node. We thus havea situation where the node stays in its lane for a time mu
h greater than its link lifetimes.



Chapter 9
On Solutions to Path Optimization Prob-lems in Random A

ess Networks
The inherent nature of the physi
al setup and transmission me
hanism in wireless ad ho
networks with random 
hannel a

ess, results in 
orrelation between the link metri
s ofadja
ent links, when 
onsidering path optimization problems. In this 
hapter, we identify aspe
ial stru
ture inherent to the solution of Dynami
 Programming (DP) problem arisingin su
h an optimization over paths. A

ording to this stru
ture, the optimal poli
y tries toequalize the link metri
s of adja
ent links in a multi-hop route. We validate this stru
turalproperty with a VANET simulator.Note: The material in this 
hapter has appeared in [KKA06a℄. This work was sponsoredby "The Indo-Fren
h Centre for the Promotion of Advan
ed Resear
h" (CEFIPRA).
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134 Chap. 9 On Solutions to Path Optimization Problems in Random A

ess Networks9.1 Introdu
tionThe performan
e 
hara
teristi
s of either wired or wireless networks are measured and anal-ysed using various kinds of metri
s. These metri
s usually signify 
ertain performan
eattributes pertaining to the transmission links in the network. We 
an therefore think of alink metri
 that de�nes the performan
e measure of transmission links in the network. Thislink metri
 
ould either be some kind of a 
ost like link delay or it 
ould as well be somekind of a reward utility like link lifetime, link rate, et
. Also see [DPZ04b, DPZ04a℄ for someexamples of su
h metri
. In wire-line networks, a link metri
 usually depends on 
ertainperforman
e attributes of only one of the end nodes (transmitting node). For example theexpe
ted delay over a link depends on the queueing delay of only the transmitting node.Whereas, in random a

ess wireless networks, a link metri
 may depend on attributes asso-
iated with both the end nodes. For example, the link rate and link lifetime in a wirelessad ho
 network depends on the power levels or battery energy of both the end nodes. Forsure, in both wired and wireless networks, a link metri
 
ould as well be some independententity by itself, e.g., propagation delay and 
hannel gain due to multi-path fading.Due to dependen
e on both the end nodes, link metri
s of two adja
ent links in amulti-hop wireless network may depend on attributes of the 
ommon node between themand hen
e they may be 
orrelated. With another point of view, in wireless networks, at-tributes of multiple nodes may 
olle
tively determine properties of a given link, as opposed towired networks where properties of a link are determined by attributes of only one terminalnode. This fundamental di�eren
e between wired and wireless networks requires 
onsideringsigni�
antly di�erent approa
hes when �nding an optimal path between a sour
e node andits destination. It is to be noted that the above dis
ussion is valid only for the 
hoi
e ofthose link metri
 that satisfy the properties dis
ussed in the previous paragraph.All routing algorithms aim to a
hieve path optimization, and most of these algorithmsuse the Dynami
 Programming (DP) te
hnique to 
ompute optimal paths. In wired networks,whether the de
ision is based on a link metri
 or attributes of nodes, the 
omplexity of�nding an optimal path is the same. However, in wireless networks the situation may bevery di�erent, espe
ially when the link metri
 depends on the attributes of both end nodesas dis
ussed before. In wireless networks that have rapidly 
hanging network topologies andrequire frequent dis
overy of new routes, getting some insight into the stru
tural propertiesof the optimal path 
an help in signi�
antly redu
ing the time 
omplexity of route re-dis
overy. This is espe
ially bene�
ial when nodes are energy-limited devi
es. Our main
ontributions in this 
hapter are1. Identify basi
 di�eren
e between path optimization in wired and wireless networks.2. When the link metri
 depends on attributes of both the end nodes (i.e., the wireless
ase), we identify in Se
tion 9.2.2 a spe
ial stru
tural property that is satis�ed by thesolution of the DP problem of Se
tion 9.2. This stru
tural property, whi
h says thatthe optimal poli
y tends to equalize the link metri
s of two su

essive links, resultsin signi�
ant redu
tion in the 
omputational 
omplexity of the DP algorithm. InSe
tion 9.3, we validate this stru
tural property by 
onsidering a spe
i�
 example of
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. 9.2 The Basi
 Problem Formulation 135routing in a vehi
ular ad ho
 network (VANET).3. Yet another interesting result obtained in this work is that an optimization problemof a Max-Min form 
an be transformed to a linear optimization problem (Theorem 6).9.2 The Basi
 Problem FormulationIn multi-hop wireless networks, one 
an divide the problem of �nding an optimal pathbetween a sour
e and its destination, into two sub problems:1. For a given number of intermediate relay nodes, �nd the best path i.e., the optimal
hoi
e of relay nodes that optimizes a 
ertain obje
tive fun
tion 
omprising of linkmetri
s, and2. Having solved the above problem, �nd the optimal number of relay nodes.In the present work we are interested in the �rst optimization problem mentioned above.Sin
e the sour
e and destination nodes are known in advan
e and thus �xed, we �rst presentthe basi
 problem formulation in a general and natural framework of dynami
 programmingwith �xed initial and terminal states. Let li denote an attribute asso
iated with node i.An example of su
h an attribute is the (inverse of) average transmit queue o

upan
y of anode. Let the link metri
 of a link between nodes i and j be denoted by H(li, lj) for somefun
tion H(·, ·). In the rest of the 
hapter, attributes of a node will also be referred to asnode metri
. Now, for a given number of intermediate relay nodesM , the problem is to �nda ve
tor of indi
es of the relay nodes (i1, . . . , iM) that minimizes
M+1
∑

j=1

H(lij−1
, lij), (9.1)where the sour
e node has index i0 and its destination has index iM+1. This kind of anobje
tive fun
tion arises for example when we want to minimize the path-sum delay in aroute. Before pro
eeding further, we mention here that the above optimization problem isgeneral enough for also studying the Max-Min form 
lass of problems (this equivalen
e isshown later), where the obje
tive is to maximize

min
j=1,...,M+1

T (lij−1
, lij).This kind of an obje
tive fun
tion may arise, say when we want to maximize (a 
riti
alreward) the least of the lifetimes of links 
onstituting a route. Here we use the notation

T (·, ·) for link metri
 instead of the one used in Equation 9.1, for notational 
onvenien
e.By applying an appropriate transformation to the link metri
 H(·, ·), this will also allow usto solve the problem of Equation 9.1 in an indire
t manner, by using the solution of yetanother set of problems that are equivalent to the above Max-Min problem.
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ess NetworksIn the rest of this se
tion, we �rst establish the equivalen
e of the optimization problemof Equation 9.1 to the Max-Min optimization problem, via yet another set of optimizationproblems equivalent to the Max-Min problem. Then later in Se
tion 9.2.2 we derive a spe
ialstru
tural property that is satis�ed by the solutions of all these equivalent problems.9.2.1 Equivalen
e of Equation 9.1 problem to the Max-Min prob-lemThe Max-Min optimization problem 
an be detailed as follows. Let the node metri
 beallowed to vary over a �nite set of values of 
ardinality L. We are given the number ofintermediate nodes M in the route path, for a parti
ular 
hoi
e of a sour
e node and itsdestination. We want to �nd the node metri
s lij , 1 ≤ j ≤ M of the M intermediaterelay nodes su
h that we obtain a maximum value of (a 
riti
al reward) the least of thelink metri
s, i.e., we seek a ve
tor lij , 1 ≤ j ≤ M that solves the following optimizationproblem, Maximize
1≤lij≤L,j=0,...,M

Minimum
j=0,...,M

T (lij , lij+1
)
. (9.2)This problem 
an be rewritten as �nding a ve
tor lij , 1 ≤ j ≤ M that solves the followingoptimization problem (the only 
hange is that of notation, sin
e here by node i we mean ithnode in the optimal path), Maximize

1≤li≤L,i=0,...,M
Minimum
i=0,...,M

T (li, li+1) . (9.3)Instead of solving the above problem dire
tly, we further look at a di�erent, parameter-ized set of obje
tive fun
tions to be optimized. These new obje
tive fun
tions will 
oin
idewith the original one of Equation 9.3 when the parameter takes a spe
ial value. Solution toany one of these parameterized form of optimization problems will then �nally provide uswith the solution to the problem of Equation 9.1 via the solution to the Max-Min problemof Equation 9.3. We �rst restate the following simple lemma whi
h has been proved earlierin Se
tion-8.4, Chapter-8.Lemma 3 For any �nite dimensional ve
tor x with positive elements xi, 1 ≤ i ≤ n, if
||x||α is the lα−norm, i.e., ||x||α =

[
∑

1≤i≤n x
α
i

]
1
α , and ||x||∞ denote its l∞−norm, i.e.,

||x||∞ = max1≤i≤n{xi}, then
lim
α→∞

||x||α = ||x||∞.Theorem 4 The optimization problem of Equation 9.3 has the same optimizer as that of
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. 9.2 The Basi
 Problem Formulation 137any of the following optimization problems,Minimize
1≤li≤L,i=1,...,M

[

M
∑

j=0

(T (lj, lj+1))
−α

]
1
α

, (9.4)Maximize
1≤li≤L,i=1,...,M

[

M
∑

j=0

(T (lj , lj+1))
−α

]
−1
α

, (9.5)as α → ∞.Proof : This proof follows in the same line as that of Theorem-1 in Chapter-8 with somedi�eren
e in notation. The optimization problem of Equation 9.3 
learly has the samesolution as that of the problem,Minimize
1≤li≤L,i=0,...,M

Maximum
i=0,...,M

1

T (li, li+1)
.Now, for any integer α > 0, we 
an 
ompute the lα−norm of anM-dimensional ve
tor whose

ith element is 1/T (li, li+1). The lα−norm of this ve
tor, for any given values of li's is
[

M
∑

i=0

(T (li, li+1))
−α

]
1
α

.Sin
e 1/T (li, li+1)'s are stri
tly positive and bounded quantities, we 
an invoke Lemma 3to 
on
lude the equivalen
e of Equations 9.3 and 9.4. Then equivalen
e of Equations 9.4and 9.5 is straightforward. •In fa
t, we 
an say something more about the relation between the two optimizationproblems of Equations 9.3 and 9.4. This additional property a
tually leads us to our mainresult of this se
tion (Theorem 6).Theorem 5 There exists a �nite α∗(T ), su
h that the maximizer of optimization problemof Equation 9.3 is same as that of either of Equation 9.4 or 9.5, for all values of α ≥ α∗(T ).Proof : This proof follows in the same line as that of Theorem-2 in Chapter-8 with somedi�eren
e in notation. Fix a ve
tor x with elements xi, 1 ≤ i ≤ n. Then, from Lemma 3we know that limα→∞ ||x||α = max1≤i≤n xi. Now, form a ve
tor y whose ith element yi isthe ith maximum among the elements of x (so that y1 = max1≤i≤n xi = ||x||∞). Sin
e thenumber of elements in x is n, whi
h is �nite, the di�eren
e y1 − y2 > 0 (assuming that notwo elements of x are equal; the 
ase where some of the elements of x are equal 
an also beeasily 
onsidered.). Sin
e limα→∞ ||x||α = limα→∞ ||y||α → y1, for any ǫ > 0 there exists a�nite α∗
ǫ (x, T ) su
h that , y1 − ||x||α < ǫ for all α > α∗

ǫ (x, T ).
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ess NetworksNow, sin
e the set of possible values of the node metri
 over whi
h optimization is
arried out is �nite (of 
ardinality L), we 
an de�ne,
δ

∆
= min

li,lj
POS(|T (li, li+1) − T (lj, lj+1)|),where, POS(|x− y|) =

{

|x− y| if |x− y| > 0,
|x| otherwiseThen, α∗(T )

∆
= maxx α

∗
δ(x, T ) <∞ is the �nite quantity that we were seeking. •Theorem 5 ensures that there is no dis
ontinuity in the solution to the optimizationproblem of Equation 9.4 or 9.5 as α → ∞. Working with the obje
tive fun
tion of Equa-tion 9.4 or 9.5 thus has an advantage that we 
an work with any �nite value of α and, ifthis solution is independent of α, we will have obtained the solution to the optimizationproblem of Equation 9.3. Also, the di�erent forms of obje
tive fun
tions in Theorem 4 
anbe used as per 
onvenien
e depending on whether the link metri
 is a reward or 
ost.Further, the result of Theorem 5 
an be used to transform the problem of Equation 9.1to that of a Max-Min problem:Theorem 6 The minimizer of Equation 9.1 is same as the optimizer of Equation 9.3 with

T (·, ·) = H(·, ·)−K for any K satisfying,
Kα∗(H−K) ≤ 1, (9.6)where α∗(H) is the same as in Theorem 5.Proof: We know from Theorem 5 that the optimizer of problemMaximize

1≤li≤L,i=0,...,M
Minimum
i=0,...,M

(H(li, li+1))
−Kis the same as the minimizer of Equation 9.4 (with α repla
ed by β for notational 
onve-nien
e),

M+1
∑

j=1

(H(lij−1
, lij))

Kβfor all β ≥ α∗(H−K). If for some K, it turns out that Kβ = 1 for some β ≥ α∗(H−K) thenthe se
ond problem above is that of minimizing Equation 9.1. A value of K gives rise toexisten
e of su
h a β i� Kα∗(H−K) ≤ 1. •Theorem 6 and 4 say that for any problem of the kind in Equation 9.1 we 
an solve atransformed problem of Equation 9.3 and vi
e versa. However, existen
e of su
h a value of
K is not entirely obvious and needs a proof that follows. We �rst state the following lemma.Lemma 4 α∗(H−K) →K→0 1.



Se
. 9.2 The Basi
 Problem Formulation 139Proof: With α = 1, as K → 0, the solution set (the set of optimizers) of Equation 9.4
onverges to that of Equation 9.3 be
ause the obje
tive fun
tion 
onverges to a 
onstant. •Theorem 7 There exists a K that satis�es Equation 9.6.Proof: The proof follows from Lemma 4. •Now, we 
an use a 
ir
ular at �rst sight argument: In order to study the stru
turalproperty of the minimizer of Equation 9.1 (with a link metri
 fun
tion H(·, ·)), we solvethe equivalent Max-Min problem as in Theorem 6 (with a link metri
 fun
tion H(·, ·)−K).This Max-Min problem is in turn solved using the approa
h of Theorem 4, i.e., by solvingproblem of Equation 9.4, again with a link metri
 fun
tion H(·, ·)−K and with α→ ∞.9.2.2 Stru
tural property at optimal pointConsider two nodes, the sour
e node has metri
 l0 and its destination node has metri
 lM+1.Thus, we need to �nd a set of node metri
s li, 1 ≤ i ≤ M su
h that obje
tive fun
tion ofEquation 9.4 is maximized. The 
onstraint is that the set of possible values of li is �niteand of 
ardinality L. We see that the obje
tive fun
tion for any given value of α, for someappropriate fun
tion T (·, ·), is given by
[

M
∑

j=0

[

1

T (lj, lj+1)

]α
]

1
α

.Let fi(x, y) := 1
T (x,y)

be the link metri
 of ith link, if li = x and li+1 = y. Clearly, if one isallowed to 
hoose any value for the intermediate node's attributes (thus not restri
ting tothe �nite set of 
ardinality L), we would require the metri
 of node i to be a value x su
hthat
d

dx
[(fi−1(li−1, x))

α + (fi(x, li+1))
α] = 0.This implies, in parti
ular, that

fi−1(li−1, x)

fi(x, li+1)
=

[

− dfi(x, li+1)

dfi−1(li−1, x)

]
1

α−1

.Taking α→ ∞, we see that we need
fi−1(li−1, x)

fi(x, li+1)
= 1,implying that the link metri
s of su

essive links should be equalized in order to optimizethe obje
tive fun
tion of Equation 9.4. Note that this is only a ne
essary 
ondition and nota su�
ient one, i.e., not all 
on�gurations that result in identi
al link metri
s of su

essivelinks will be a solution to the optimization problem under 
onsideration. However, any
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ess Networkssolution to the optimization problem will satisfy the above mentioned property. The abovestru
ture also 
arries over to the 
ase where the allowed values of metri
s of the intermediatenodes are restri
ted to a �nite dis
rete set. However in that 
ase, as it is obvious, exa
tequalization of the link metri
 of su

essive links will not be a
hieved owing to the la
k of
hoi
e of metri
s for the intermediate nodes. In Se
tion 9.3 we 
onsider an example network,where owing to a �nite set of possibilities, the optimal poli
y has to settle down for a 
onvex
ombination, instead of an exa
t equalization. It is important to note here that, owing toTheorem 6, the above stru
tural result holds good for both the optimization problems ofEquation 9.1 and Equation 9.3, as well.9.3 Validation of Equalization property using a VANETsimulatorIn order to validate the equalization of link metri
s property derived in the previous se
tion,we have developed a vehi
ular mobile ad ho
 network (VANET) simulator. The simulatorsimulates nodes (vehi
les) moving on a highway in their respe
tive lanes and the obje
tiveis to �nd the best path that maximizes the least of the link lifetimes of a route between anygiven sour
e-destination pair of vehi
ular nodes.Ea
h lane is 
hara
terized by an asso
iated speed and every node moving in a givenlane travels with this same speed that is asso
iated with its lane. Thus all vehi
les movingin the same lane have identi
al speeds. The vehi
les 
an 
hange lanes and hen
e speeds,randomly over time. Ea
h node is assumed to have a motion that is independent of theother nodes. To be more pre
ise, we assume that the sto
hasti
 pro
ess 
orresponding tothe 
hanging speed of a node, is a Markov 
hain over the set of di�erent speeds asso
iatedwith di�erent lanes on the highway. The time is slotted and at the end of ea
h time slotea
h node makes a de
ision on whether to 
hange its lane or not. This de
ision is madeindependently of any past de
isions. If a node de
ides to 
hange its lane, it moves to eitherof its adja
ent lanes a

ording to some probability distribution. Thus a node 
ontinues tomove in a parti
ular lane for a random amount of time that is geometri
ally distributed.We assume that a node in lane i, 1 ≤ i ≤ L, transits to any of the adja
ent lanes at thebeginning of a time slot with probability 1 − pi.We assume that su
h a mobile ad ho
 network formed by vehi
les moving on a highway
onsists of a dense layout of nodes, so that there is at least one node inside any su�
ientlysmall area on any given lane. The problem that we address is to �nd the best path thatmaximizes the lifetime of a route between any given sour
e-destination pair of nodes that
an not 
ommuni
ate dire
tly, thus requiring relaying by intermediate nodes. We assumethat the speed (or, the lane) of the sour
e and its destination and the initial distan
e Dbetween them (at the time of route setup) are given. Also given is M , the number ofintermediate relay nodes and the hop distan
es di, 1 ≤ i ≤M between these relay nodes atthe time of route setup; thus the initial distan
e (dM+1) between the last relay node and thedestination node is �xed sin
e D is given. The distan
es between these M relay nodes 
an
hange with time if they are moving on lanes with di�erent speeds. Hen
e the problem is



Se
. 9.3 Validation of Equalization property using a VANET simulator 141to �nd the speeds of the intermediate nodes so as to maximize the time until when any oneof the links 
onstituting the whole route, �rst breaks down, i.e., maximize the route lifetimeor in other words maximize the minimum of expe
ted link lifetimes whi
h is the link metri
here. Therefore, if vi, 0 ≤ i ≤M +1 is the initial speed of ith node in the path (0 andM +1indi
es are for sour
e and destination nodes respe
tively), and if T (di, vi−1, vi) denotes theexpe
ted time until when the nodes i−1 and i 
an 
ommuni
ate, then the problem be
omesMaximizev1,...,vM
Minimum1≤i≤M+1T (di, vi−1, vi).With respe
t to our basi
 problem of Se
tion 9.2, the link metri
 here is T (·, ·, ·) and thenode attribute or node metri
 here is the speed vi of a node. Thus, for a given value of thehop distan
es, the above problem is identi
al to that of Equation 9.3 in Se
tion 9.2.In the simulation results presented here, the time slot length has been taken as 0.1se
onds. For our simulations we 
onsider that the probabilities p1 = · · · = pL = p areidenti
al for all lanes. The set of possible lane speeds is si, 1 ≤ i ≤ L and hen
e vj ∈ {si, 1 ≤

i ≤ L}. We assume that s1 < s2 < · · · < sL. The simulator 
omputes the expe
ted linklifetimes of all possible links by exhaustively simulating over all possible speed assignments
v = {v1, · · · , vM} to the relay nodes for a given s
enario of M relay nodes, L lanes, the hopdistan
e ve
tor d = {d1, · · · , dM}, speeds of sour
e and destination v0 and vM+1, wirelesstransmission range R, sour
e and destination separation D and the probability p. On
e anexhaustive set of link lifetimes for all possible values of v is obtained by employing this brutfor
e method, either of the obje
tive fun
tions of Equation 9.3 or 9.4 is applied over this setto obtain an optimal speed assignment poli
y resulting in the 
hoi
e of a best or optimalpath.9.3.1 Simulation s
enariosA 
ar battery operated mobile devi
e has a typi
al transmission range of around 200 meters.We therefore 
onsider hop distan
es in a VANET to vary from 140 to 200 meters and awireless transmission range of 200 meters is 
onsidered for all the simulation s
enarios. Ithas been shown in a previous work [GTB99℄ that large number of hops in an ad ho
network 
an signi�
antly degrade the TCP throughput performan
e. Based on this result,we 
onsider the number of hops (M + 1) to vary from 2 to 7 only and the distan
e betweenthe sour
e and destination nodes is varied from 800 to 1200 meters. We perform simulationsfor the number of lanes L varying from 2 to 6 and unless expli
itly stated in the dis
ussion onthe simulation results, the asso
iated speeds are 
hosen as shown in the table that follows,

l 1 2 3 4 5 6
sl (m/s) 14 17 22 30 42 55

≈ sl (km/hr) 50 60 80 110 150 200Simulations were 
arried out for a large set of real life s
enarios. In the following part ofthis se
tion we dis
uss the various s
enarios that were simulated and 
ompare their resultswith the link metri
 equalization property that we obtained in this 
hapter earlier.
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Figure 9.1: Link lifetime equalization over 
ontinuum of speeds9.3.1.1 Lifetime Equalization over 
ontinuum set of speeds for small transitionprobabilitiesIn Figure 9.1 we plot the results of the s
enario L = 3, M = 1, v0 = s3 = 22m/s,
v2 = s1 = 14m/s, p = 0.99999, D = 300m and d = (143, 157). In order to be able tovalidate the equalizing stru
ture obtained earlier over a 
ontinuum set of intermediate nodespeeds, we vary the speed asso
iated with lane 2 from 14m/s to 30m/s in small steps of
2m/s and plot the link lifetimes for ea
h su
h speed of lane 2 separately. This allows theonly intermediate node 1 to be assigned with one of the quasi-
ontinuum set of speeds for theoptimization problem of Equation 9.3 or 9.4 equivalently. It 
an be seen in the �gure thatunder optimality, for varying values of v1, the optimal lifetimes of the links between node 0and 1 and node 1 and 2 are di�erent. However for v1 = 23m/s the optimal lifetimes of thetwo adja
ent links are almost equal (the line joining them is almost �at) thus 
on�rmingour result obtained in Se
tion 9.2.2 that the lifetimes of adja
ent links should be equalizedin order to optimize the obje
tive fun
tion of Equation 9.4. In fa
t, it 
an be observed thatwe obtain the maximum of the least of the two link lifetimes for speed v1 = 23m/s andthe optimal lifetimes obtained for other values of v1 are not truly optimal be
ause of theunavailability of the 
hoi
e of speed 23m/s in those 
ases.9.3.1.2 Lifetime Equalization under the optimal poli
y for small transitionprobabilitiesTo strengthen our validation of the link metri
 equalization stru
ture dis
ussed in the pre-vious note, in Figure 9.2, we plot the link lifetimes for a parti
ular subset of the all possiblespeed 
ombinations (in
luding the optimal 
ombination) for a given s
enario. Figure 9.3illustrates the same result for another s
enario. It is 
learly seen in these �gures that at theoptimal poli
y the link lifetimes are equalized and the maximum of the least link lifetimesis obtained at the optimal poli
y, by de�nition. Figure 9.2 uses the s
enario L = 6, M = 3,
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Figure 9.2: Link lifetime equalization under optimal poli
y
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Figure 9.3: Link lifetime equalization under optimal poli
y
v0 = 14m/s, v4 = 30m/s, p = 0.99999, D = 700m and d = (160, 175, 180, 185). Figure 9.3uses the s
enario L = 55, M = 3, v0 = 14m/s, v4 = 30m/s, p = 0.99999, D = 700m and
d = (169, 166, 167, 198).9.4 Con
lusionWe have 
onsidered path optimization problems in wireless networks where a link metri
depends on attributes asso
iated with the end nodes. We relate these path optimizationproblems to a Max-Min form 
lass of problems and show that the optimal or best pathsatis�es the property that the link metri
s of 
onse
utive links in a multi-hop route areequalized. This property has been validated with a VANET simulator for the route lifetimemaximization problem.
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Chapter 10

Performance Modeling for Workload De-

pendent Parameters and Real Time Op-

eration

In this chapter, we are concerned with performance modeling of transaction-based dis-
tributed software applications deployed over an arbitrary computer network architecture.
AMBIENCE, which is a research prototype tool that has been developed at IBM Research,
makes use of the powerful Inferencing technique that allows one to generate a workload-
independent service time and CPU overhead based performance model. In this work, we
extend the Inferencing technique for generating arriving workload dependent service time
and CPU overhead based performance models. We call this extended form of Inferencing
as Enhanced Inferencing. Implementation of this Enhanced Inferencing in AMBIENCE
shows signi�cant improvement in performance model �tting and approximation. We further
present an innovative approach of using Kalman �ltering with Inferencing like performance
models in order to be able to pursue real time performance modeling of production en-
vironment computer application systems that face fast changing non-stationary arriving
workloads. This real time performance model not only works reliabily for non-stationary
workloads, but also incorporates workload dependent model parameters.

Note: The material in this chapter has appeared in [KZ, KTZ]. This work was carried
out at IBM T. J. Watson Research Center.
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10.1 Introduction

Performance modeling is a crucial step in capacity planning of computer network systems.
Performance models of complex software and hardware network architectures can be very
helpful in accurately predicting their performance for varying data tra�c patterns and work-
loads. In this chapter, we are concerned with performance modeling of transaction-based
distributed software applications deployed over an arbitrary computer network architecture.
Transaction based applications usually comprise data tra�c of type `request/response' pair,
hitting a complex network of `server' entities that comprise a software application and phys-
ical computer machines. For example, an e-business application workload is composed of
requests to and responses from a network of e-business servers. Consider for example an
enterprise online shopping scenario. This interaction includes authentication transactions
such as login, and business transactions such as browsing a catalog, searching for products,
adding items to a shopping cart, proceeding to check out, etc. Each of these transactions
may use the e-business server's resources di�erently.

Performance modeling becomes more challenging if the workload (i.e., number of jobs
or transactions handled per unit of time) for an IT system deployed in production environ-
ment is non-stationary in nature and has fast changing characteristics. The workload may
have peak/o�-peak volume, daily/weekly patterns, which can be volatile. Moreover, state
of the art transaction-based software applications are quite complex in design. Due to this,
the end-to-end transactions may incur variable service times depending on the:

1. total arriving workload (reasons detailed in Section-10.3).

2. time dependent overheads as a function of the software application uptime (appli-
cations running since long time may have increased memory-page access times and
tedious storage patterns in memory due to fragmentation, etc.)

3. complex modular design of software applications: variable and application context/state
sensitive function call sequences between various modules and databases (if any) in-
voked by the same transaction job.

4. �uctuating overheads caused by the host operating system environment.

5. con�guration of application deployment environment.

It is thus a challenging task to assess an IT system's capability of delivering end-to-
end performance assurance across the entire IT environment, given the variety of system
architectures, numerous applications with di�erent functions, and the vast diversity in user
behavior.

Performance models based on traditional queueing theory require parameters such
as service times and network delays of di�erent transaction classes and CPU overheads
of di�erent computer machines, in a given network, to compute performance metrics such
as average transaction response times, average number of jobs/transactions waiting to be
processed in a bu�er queue, etc. There are other existing techniques that can make use



Sec. 10.2 Background 147

of simulations and manual caliberations to compute similar performance metrics [ZLR+03].
However, none of these techniques can be practically applied if service time, network delay
and overhead parameters are not known. This is often the case for an arbitrary software
application deployed over an arbitrary distributed network architecture.

AMBIENCE [ZXSI02, LXMZ03], which is a research prototype tool that has been
developed at IBM Research, makes use of the powerful Inferencing technique that allows
one to generate a service time, network delay and CPU overhead based performance model of
an arbitrary computer network architecture. Inferencing allows one to compute the service
time and overhead model parameters from readily available measurement data on end-to-end
response times, CPU utilizations and workload arrival rates. It however assumes that the
arriving workload tra�c is stationary in nature or measurements have been gathered over
a stationary time window. It further assumes constant service times and CPU overheads,
independent of the arriving workload. However, as discussed earlier, workload arriving at an
IT system in production environment may be non-stationary in nature due to diversity in
user behavior. Moreover, due to design complexities of state of the art software applications,
end-to-end transactions may incur variable service times. Therefore, Inferencing may not
work reliabily if either arriving transactional workload is non-stationary or design complexity
of software application causes workload dependency in service times and CPU overheads.

10.1.1 Main Results and Contribution

In this work, we extend the Inferencing technique for generating workload-dependent ser-
vice time and CPU overhead based performance models. We call this extended form of
Inferencing as Enhanced Inferencing. We further present an innovative approach of using
Kalman �ltering with Inferencing like performance models in order to be able to pursue real
time performance modeling of online and production environment computer network sys-
tems that face fast changing non-stationary arriving workloads. This real time performance
model not only works reliabily for non-stationary workloads, but also incorporates workload
dependent model parameters.

10.2 Background

Consider a single transaction class hitting a single server. A transaction class refers to a
grouping of transactions with similar characteristics. For example the transaction classes
may include transactions for searching, buying, logging on, etc. The buying transaction class
may include transactions that are responsible for purchasing a particular product and so on.
Di�erent transaction classes typically have di�erent service requirements. From queueing
theory we know that for an open model based on M/M/1/∞ queue with Processor Sharing
(PS) service mechanism, we have,

R =
s

1− u
, (10.1)
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where,
u = λ s. (10.2)

In the above formulae, s is the service time of the given job/transaction class, R is its corre-
sponding response time, λ is the arrival rate of all such jobs and u is the server utilization.
The above equations may be repeatedly applied to a system that includes multiple machines
(servers) and multiple classes of transactions.

10.2.1 Notation

All entities, ·̃, with a tilde on their top are actual average measurement values that can be
obtained from a real network. Let there be K transaction classes and M physical machines
in a given network. Let C denote the index set of all transaction classes that may have
di�erent service requirements or di�erent SLA targets. Let L denote the index set of all
physical machines that are part of a given network. Let the rate at which total workload
of a class c ∈ C transaction arrives from an external source into the network (through any
machine) be denoted by γ̃c. Let the rate at which workload of a class c ∈ C transaction
arrives at machine i ∈ L from within the network be denoted by λci . Note that λ

c
i denotes the

e�ective workload of a class c arriving at machine i, where as γ̃c denotes the total workload
of a class c being generated by a source outside the network. Denote λc = [λc1, λ

c
2, . . . , λ

c
M ].

Also, in the vector γc = [0, 0, . . . , γ̃c, . . . , 0], γ̃c is located at some jth position (j ∈ L)
when class c transactions enter the network through machine j. Then one may compute the
e�ective arrival workloads by solving the open Jackson network tra�c balance equations as,

∀c ∈ C, λc = γc(I − P c), (10.3)

where, P c = [P c
ij] is the tra�c routing probability matrix, i.e., probability that a class

c �ow leaves a machine i and goes to machine j is given by P c
ij. We assume that P c is well

de�ned for a given network architecture, i.e., the values P c
ij are given.

10.2.2 Inferencing for workload independent model parameters

Here we brie�y describe the Inferencing technique from [ZXSI02, LXMZ03] that allows one
to generate a service time, network delay and CPU overhead based performance model. The
service time, network delay and overhead model parameters are assumed to be constant and
independent of the arriving workload.

Consider the case of stationary workload or assume that measurements are taken from
a network when the arriving workload stays within a given stationary regime. Let sci denote
the service time of a class c transaction at machine i, dcnet denote the total network delay
incured by a class c transaction and ocpui denote the total CPU overhead at machine i. Then
we may apply the queueing theory based formulae described earlier in Equations-10.1 and
10.2 to obtain the service times, sci , using the inferencing technique as follows. We �rst write
down the expressions for response time, Rc, of tra�c class c and utilization, ui, of machine
i as,



Sec. 10.2 Background 149

∀c ∈ C,
∑
i∈L

αci
sci

1− ũi
+ dcnet = Rc (10.4)

∀i ∈ L,
∑
c∈C

λci
Pi
sci + ocpui = ui (10.5)

where, αci =
λci
γ̃c

and Pi is the total number of processors (CPUs) in machine i. One may

then seek to minimize the sum of squares of relative errors between the analytical entities
given by above two Equations 10.4 and 10.5 and their corresponding mean measurement
values obtained from the real network. The corresponding optimization problem would then
comprise a quadratic objective function in the set of variables {sci , dcnet, o

cpu
i , ec, ei|c ∈ C, i ∈

L},

min
∑
c∈C

(
ec

R̃c

)2

+
∑
i∈L

(
ei
ũi

)2

(10.6)

with the following set of linear constraints,

∀c ∈ C, Rc + ec =
∑
i∈L

αci
sci

1− ũi
+ dcnet + ec = R̃c (10.7)

∀i ∈ L, ui + ei =
∑
c∈C

λci
Pi
sci + ocpui + ei = ũi (10.8)

The solution to this optimization problem will give us the service times, sci , network delays,
dcnet, and CPU overheads, ocpui , required as part of the solution to the Inferencing problem.

10.2.3 Conducting Experiments

In the previous sub-section, we assumed that measurements are taken from a network when
the arriving workload stays within a given stationary regime. These measurements would

include average response times R̃c for each class c ∈ C, average CPU utilizations ũi for each
machine i ∈ L and average arrival rates λci computed from γc for each class c ∈ C. A single
experiment can thus be carried out for a given application or computer network system
which would result in such measurements to construct a single set of constraints given by
Equations-10.7 and 10.8. The Inferencing optimization problem can then be solved along-
with these single set of constraints to obtain the solution for model parameters. In a similar
manner, multiple experiments can be conducted at varying workloads to formulate multiple
set of constraints given by Equations-10.7 and 10.8. Each of these experiments should be
conducted to compute average measurement values over the stationary regime correspond-
ing to the arriving workload during that experiment. The Inferencing optimization problem
can then again be solved these multiple set of constraints to obtain the solution for model
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parameters. This time however, the solution would be representative of the constant ser-
vice times across varying workloads for which the multiple experiments were conducted. In
other words, using multiple experiments can give a better �t for the service time solution
as compared to using a single experiment.

Figure 10.1: Example Application and Network topology

10.2.4 Inferencing Example

Consider an example application and network topology as shown in Figure-10.1. The 12
icons on left represent 12 di�erent transaction classes that are generated by the client ma-
chine "Client". These transactions �rst hit the webserver and ClearQuest applications in-
stalled on the "Web/CQ" machine and then eventually hit the database installed on "DB"
machine. We are interested in generating a performance model of this system using AM-
BIENCE tool which uses the Inferencing algorithm. For this, 6 di�erent experiments were
carried out at 6 di�erent transactional workloads: 370 sessions/hour, 633 sessions/hour, 813

sessions/hour, 896 sessions/hour and 925 sessions/hour. Measurements obtained from these
experiments were input into AMBIENCE and the performance model was built. Figure-10.2
shows the CPU utilization scaling chart. The dots in the chart represent average utilization
measurements for di�erent machines at di�erent workloads. The lines in the chart are uti-
lization predictions generated by the model obtained using the Inferencing algorithm. On
x-axis "Load Scale" represents ratio between the transactional workload for di�erent exper-
iments and the base workload. The experiment with smallest workload is considered as the
base workload experiment. Thus, for the 370 sessions/hour experiment the Load Scale is
1.0. In Figure-10.2 we see that the model predicted utilization is linear in variation and
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Figure 10.2: Utilization Scaling with Inferencing

Figure 10.3: Response Time Scaling with Inferencing

matches well with the measured utilization for "Client" and "DB" machines. This indicates
that the service times at these two machines are indeed workload independent and their
inferred values �t well in the model. However, for "Web/CQ" machine we see that the
model predicted and measured utilizations do not match well. Since the variation in mea-
sured utilizations is not linear it may indicate that the actual service time may be workload
dependent. Fig.-10.3 shows the resp. time scaling chart. Again we see that model predicted
and measured response times match well for some transactions, but not for others.
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10.3 Enhanced Inferencing for workload dependent model

parameters

As discussed in Section-10.1, complex design of state of the art software applications may
lead to variable service times depending on the total arriving workload. This is because
computer machines may incur extra processing overheads when mean transactional workload
is high as compared to when the mean transactional workload is low.

In a multi-tasking operating system environment, higher average transactional work-
load may cause increased context-switching of various application modules and components
in the CPU and memory. Over a given period of time the CPU may end up spending more
time in context-switching than processing the actual transaction jobs. This may lead to
a slower transaction processing rate by the CPU and increased service times for a given
transaction class. In simple words, it may lead to a slower server.

Also, higher transaction workload hitting the NIC (Network Interface Card) would
force the NIC to generate higher number of interrupts at the CPU for data transfers between
the NIC and main memory. This would cause fewer CPU cycles being allocated to the
processing of actual transaction jobs and the CPU would spend more time in serving the
interrupts. Service times of transactions would be further a�ected due to this phenomenon.

Therefore, it is clear from the experiment results in Section-10.2.4 and the above
discussion that we must consider service times and CPU overheads as some function of the
arriving workload and not constants. In other words, service time for a particular transaction
class at a given machine and total CPU overhead in a particular machine may be more at
higher mean workloads as compared to at lower mean workloads. We therefore extend the
Inferencing technique to incorporate arriving workload dependent service times and CPU
overheads and call it Enhanced Inferencing.

Empirically, it has been observed that the rate at which service times increase with
increasing arriving workload does not follow a common trend. It rather depends on vari-
ous factors listed in Section-10.1 earlier, i.e., software application uptime, complex modular
design of software applications, �uctuating overheads caused by the host operating sys-
tem environment, con�guration of application deployment environment, etc. It has been
observed that the rate of increase of service times and CPU overheads is usually either a
polynomial, exponential or logarithmic function of the arriving workload. Based on this dis-
cussion and observations, intuitively it would then make sense to consider the service times
and CPU overheads as increasing polynomial, exponential or logarithmic functions of the
total arriving workload. Moreover, we have observed that the sum arriving workload over
all transaction classes works as a fairly good approximation in order to incorporate depen-
dence of service times and CPU overheads on the complete workload vector. This motivates
us to consider the service times and CPU overheads as polynomial functions of either the
simple sum workload, the exponential of sum workload or the logarithmic of sum workload.
However, note that this dependency on arriving workload may also be characterized as,
service times and CPU overheads being functions of any arbitrary or generic representation
of the arriving workload. In other words, the service times and CPU overheads may be
expressed as sci(f({λci |c ∈ C})) and o

cpu
i (g({λci |c ∈ C})), respectively, for any given functions
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f and g. Here, as an example we consider these functions to be f({λci |c ∈ C}) =
∑

c λ
c
i and

g({λci |c ∈ C}) =
∑

c λ
c
i . Therefore, as an example, assume that for a given transaction class

c the service time at machine i may be expressed in one of the following ways,

sci(
∑
c

λci) = ac0,i + ac1,i
∑
c

λci + ac2,i(
∑
c

λci)
2 + · · ·+ acn,i(

∑
c

λci)
n (10.9)

sci(
∑
c

λci) = ac0,i + ac1,ie
∑
c λ

c
i + ac2,i(e

∑
c λ

c
i )2 + · · ·+ acn,i(e

∑
c λ

c
i )n (10.10)

sci(
∑
c

λci) = ac0,i + ac1,i log
∑
c

λci + · · ·+ acn,i(log
∑
c

λci)
n (10.11)

where, n is the degree of the chosen polynomial. Note that one may choose either one of
the formulations in Equation 10.9, 10.10 or 10.11 for each computer machine i, separately.
However, service times of all transaction classes in a given machine are assumed to have
identical formulation. Similarly, assume that the total CPU overhead at machine i may be
expressed in one of the following ways,

ocpui (
∑
c

λci) = b0,i + b1,i

∑
c

λci + b2,i(
∑
c

λci)
2 + · · ·+ bm,i(

∑
c

λci)
m (10.12)

ocpui (
∑
c

λci) = b0,i + b1,ie
∑
c λ

c
i + b2,i(e

∑
c λ

c
i )2 + · · ·+ bm,i(e

∑
c λ

c
i )m (10.13)

ocpui (
∑
c

λci) = b0,i + b1,i log
∑
c

λci + · · ·+ bm,i(log
∑
c

λci)
m (10.14)

where, m is the degree of the chosen polynomial. Again, either one of the formulations
in Equation 10.12, 10.13 or 10.14 may be chosen for each computer machine i, separately.
We may now rewrite Equations 10.4 and 10.5 as,

∀c ∈ C,
∑
i∈L

αci
sci(
∑

c λ
c
i)

1− ũi
+ dcnet = Rc (10.15)

∀i ∈ L,
∑
c∈C

λci
Pi
sci(
∑
c

λci) + ocpui (
∑
c

λci) = ui (10.16)

The optimization problem would then again comprise a quadratic objective function,
but this time in the set of variables {acp,i, bq,i, dcnet, ec, ei|p ∈ {0, 1, . . . , n}, q ∈ {0, 1, . . . ,m}, c ∈
C, i ∈ L},

min
∑
c∈C

(
ec

R̃c

)2

+
∑
i∈L

(
ei
ũi

)2

(10.17)
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Figure 10.4: Utilization Scaling with Enhanced Inferencing

Figure 10.5: Response Time Scaling with Enhanced Inferencing

with the following set of linear constraints,

∀c ∈ C, Rc + ec =
∑
i∈L

αci
sci(
∑

c λ
c
i)

1− ũi
+ dcnet + ec = R̃c (10.18)

∀i ∈ L, ui + ei =
∑
c∈C

λci
Pi
sci(
∑
c

λci) + ocpui (
∑
c

λci) + ei = ũi (10.19)
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The solution to this optimization problem will give us the service time and CPU overhead
polynomial coe�cients, acp,i and bq,i, and network delays, d

c
net, required as part of the solution

to the Enhanced Inferencing problem. Note that these coe�cient values would be constant
resulting in purely sum arriving workload dependent service time and CPU overhead for-
mulations. Also note that Inferencing described in Section 10.2.2 is only a particular case of
the Enhanced Inferencing technique described here with constant zero degree polynomials.

10.3.1 Example revisited with Enhanced Inferencing

AMBIENCE tool was modi�ed to implement the Enhanced Inferencing algorithm described
above in Section-10.3. The service times and CPU overheads are now represented by the
polynomial coe�cient vectors instead of constant values. We regenerated a performance
model for the example discussed previously in Section-10.2.4 using the modi�ed AMBI-
ENCE tool that now uses the Enhanced Inferencing algorithm. Figure-10.4 shows the CPU
utilization scaling chart. We see that the model predicted utilization is now non-linear in
variation for the "Web/CQ" machine and matches well with the measured utilization. For
the "Client" and "DB" machines they match well just like before. Figure-10.5 shows the
response time scaling chart for di�erent transactions. This time we see that model predicted
and measured response times match well for all the transactions. This improved performance
model was represented by the service times and CPU overheads being degree 1 polynomial
functions of the exponential of sum workload. Thus we see that with Enhanced Inferencing
based on workload-dependent parameters, AMBIENCE shows signi�cant improvement in
performance model �tting.

Figure 10.6: Modi�ed Application and Network topology
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Figure 10.7: Utilization Scaling for "Web/CQ" machine in original topology

Figure 10.8: Utilization Scaling for "Web" and "CQ" machines in modi�ed topology

10.3.2 Another case study with Enhanced Inferencing

Here we present another case study in relation to the example studied in Sections-10.2.4 and
10.3.1. Similar to the topology shown in Figure-10.1, Figure-10.6 shows a modi�ed topology
with the webserver and ClearQuest applications installed on di�erent machines.

Figures-10.7 and 10.8 show CPU utilization scaling charts corresponding to perfor-
mance models for Figures-10.1 and Figure-10.6, separately. As discussed already in Section-
10.3.1, in Figure-10.7 the overall utilization for "Web/CQ" machine scales exponentially.



Sec. 10.4 Real Time Performance Modeling 157

The CPU overhead is infered to be a degree 1 polynomial in exponential of sum workload.
It is explicitly given by: 0.2966 + 0.00267exp(sum arrival workload). Also we see that the
"Web/CQ" machine reaches 100% utilization bottleneck at about 950 sessions/hour.

In Figure-10.8, the overall utilizations for "Web" and "CQ" machines scale quadrati-
cally. The CPU overheads are infered to be degree 2 polynomials in simple sum workload.
They are explicitly given by: 0.07851 + 0.008728(sum arrival workload)2 and 0.01251 +

0.000992(sum arrival workload)2 for the "Web" and "CQ" machines, respectively. Also note
that each of the "Web" and "CQ" machines reach 100% utilization bottleneck at about 1680

sessions/hour.
Thus, we have seen here that separating the webserver and ClearQuest applications

and installing them on two di�erent machines instead of a single one, can increase the
capacity of the system to process transaction workload from about 950 sessions/hour to 1680

sessions/hour. Moreover, we can explicitly quantify the CPU overhead scaling variations as
shown by the formulae above.

10.4 Real Time Performance Modeling

As discussed in Section-10.1, Inferencing assumes arriving workload to be stationary and
builds a performance model based on workload-independent service times and overhead
parameters. With Enhanced Inferencing based on workload-dependent parameters, AMBI-
ENCE shows signi�cant improvement in performance model �tting and approximation. It
generates a more accurate model that better captures the real performance characteristics.
However, Enhanced Inferencing still assumes arriving workload to be stationary. Real world
transactional workload on the other hand may not always be stationary due to peak/o�-
peak volumes, daily/weekly patterns and diversity in user behavior. If arriving transactional
workload has fast changing non-stationary characteristics, it may be di�cult to compute
average measurement values of the arriving workload, response times and CPU utilizations
that are representative of a su�ciently long measurement time window. Moreover, since
both Inferencing and Enhanced Inferencing solve a one-step optimization problem using
average measurement values, they can only be used in an o�-line manner when average
measurement values can be computed from an available time series of measurement data.
These techniques can not be used to perform real time tracking of service time, network de-
lay and CPU overhead model parameter estimates. Real time tracking of model parameters
can be bene�cial in many ways,

1. Facilitates autonomic and real time operation of performance modeling and predic-
tion which can be bene�cial for time sensitive applications like �nancial applications,
military and space applications, etc.

2. Creates a dynamic performance model that can adapt to abrupt and unexpected
changes in arriving workload or other system parameters.

3. Allows real time resource partitioning and management of computer systems.



158
Chap. 10 Performance Modeling for Workload Dependent Parameters and Real Time

Operation

Online tracking of a performance model requires something more than just solving
a one-step optimization problem based on mean measurement values gathered over a lim-
ited time window. Kalman �lter provides the required framework for estimating model
parameters in a real-time fashion. Kalman �lter is a minimum mean-square error (MMSE)
estimator that estimates the state of a dynamic system from a series of incomplete and
noisy measurements. Until now we have seen that both Inferencing techniques minimize
the square of error in mean measurement values. However, Kalman �lter minimizes the
mean of the square of the estimation error and operates by propagating both the mean and
covariance of estimates through time. This makes Kalman �lter more robust. Kalman �lter
may be extended to the even more robust version: the H∞ �lter (also called a minimax
�lter) which minimizes the worst-case estimation error, i.e., it minimizes not just the mean
of the square of the estimation error (second moment), but also higher order moments of the
estimation error. Moreover, the H∞ �lter may be augmented by an H∞-optimal controller
that may be employed for robust management of resources such as computer hardware (pro-
visioning) and thread pool, in order to provide the required QoS or SLA targets. In this
work we focus only on the use of Kalman �ter and we shall show here how it can be used
in conjunction with the queueing theory based performance models to compute a series of
real time estimates of service time and network delay model parameters.

Let us treat a computer network system as a dynamical system. As before, measure-
ments on arriving workload, response times and CPU utilizations can be easily gathered say
at a sampling interval of T seconds, to produce time series measurement data. Instead of
working with mean values of this time series data that we have been doing until now, we
shall make use of the whole time series itself as an input to the Kalman �lter. Workload
arriving to the computer system may have fast changing non-stationary characteristics and
service times may be workload dependent when considering a long duration of time (few
minutes to several hours). Assume that T is small enough (few seconds) so that the arriving
workload can be considered stationary during this sampling interval. Then the stationary
queueing theory based performance models hold during this sampling interval. If we consider
the state of the system to comprise service time and network delay then Kalman �lter can
be used to compute a time series estimate of this state that would be inherently workload
dependent. The reason being that unlike in Inferencing we are not estimating a mean value
of service time or network delay that is valid for the entire duration over which the mean
arriving workload was computed. Here, each estimate of the state at each sampling interval
is valid for that interval itself and depends on the arriving workload measured during that
interval.

In this work we assume that the reader is aware of the general theory of Kalman
�ltering. The reader is referred to [Sim06] for the same. We shall �rst consider a simple
case with only single machine and single tra�c class before demonstrating the e�ectiveness
of this approach for single machine and multiple tra�c classes. Extending this approach to
multiple machines and multiple tra�c classes for a generic architecture is straight forward
and part of our ongoing work.
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10.4.1 Single machine and single tra�c class

Figure 10.9: Simple scenario with single transaction class and machine

Consider a simple scenario with only one physical machine and a single tra�c class as
shown in Figure-10.9. For this simple system we shall consider the state of the system to
comprise only service time, s. The server utilization u is also included in the state, but only
because it facilitates the overall formulation of Kalman �lter. With the notation described
in Section 10.2, de�ne the system state x as follows,

x =

[
u
s

]
, (10.20)

and de�ne the measurement model h(·) from Section 10.2 as follows,

z = h(x) =

[
λ
R

]
=

[
u/s

s/(1− u)

]
. (10.21)

If each sampling interval is denoted by k then we may assume the following dynamics
for the state evolution,

xk = Fkxk−1 +wk,

or, [
uk
sk

]
=

[
1 λk − λk−1

0 1

] [
uk−1

sk−1

]
+wk,

where, Fk is the state transition model which is applied to the previous state xk−1 and wk

is the process noise which is assumed to be drawn from a zero mean multivariate normal
distribution with covariance Qk, i.e.,

wk ∼ N(0,Qk).

The iterative measurement model is taken to be,

zk = Hkxk + vk,

where,Hk is the observation model which maps the true state space into the observed space
and vk is the observation noise which is assumed to be zero mean Gaussian white noise with
covariance Rk, i.e.,

vk ∼ N(0,Rk).
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Since the measurement model in Equation 10.21 is non-linear in terms of system state
parameters, we must use the `Extended' version of the Kalman �lter [Sim06]. Then, the
corresponding Jacobian matrix of the measurement model is given by,

H =
∂h

∂x
=

[
1/s −u/s2

s/(1− u)2 1/(1− u)

]
and Hk can be computed as,

Hk =

[
∂h

∂x

]
x̂k|k−1

.

Now, we may use the standard Extended Kalman �ltering theory [Sim06] to track the system
state over time. One of the major advantages of Kalman �lter is that it is a recursive
estimator. This means that only the estimated state from the previous time step and the
current measurement are needed to compute the estimate for the current state. In the
following Extended Kalman �ltering algorithm, the notation x̂n|m represents the estimate
of x at time n given observations up to and including time m. The state of the �lter is
represented by two variables:

1. x̂k|k, estimate of state at time k given observations up to and including time k.

2. Pk|k, error covariance matrix (a measure of estimated accuracy of the state estimate).

The Kalman �lter algorithm has two distinct phases: Predict and Update. The predict
phase uses the state estimate from the previous timestep to produce an estimate of the
state at the current timestep. In the update phase, measurement information at the current
timestep is used to re�ne this prediction to arrive at a new, more accurate state estimate,
again for the current timestep. These two phases are given as,
Predict:

x̂k|k−1 = Fkx̂k−1|k−1

Pk|k−1 = FkPk−1|k−1F
T
k +Qk

Update:

ỹk = zk − h(x̂k|k−1)

Sk =HkPk|k−1H
T
k +Rk

Kk = Pk|k−1H
T
k S
−1
k

x̂k|k = x̂k|k−1 +Kkỹk

Pk|k = (I −KkHk)Pk|k−1
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10.4.1.1 Implementation Results

We implemented the above described Kalman �ltering algorithm in a stand alone application
written in Java. Measurements were gathered for the system shown in Figure-10.9 and input
as time series data to the Kalman �lter. Figure-10.10 shows the time series data for both
measurements and the estimated service time and utilization. We see that the service time
is workload dependent and increases with the increase in measured arrival rate of workload.
Recall from previous discussion in Section-10.4.1 that the utilization u was included in the
state only to facilitate the overall formulation of Kalman �lter. In Figure-10.10 we can see
that the estimated utilization matches well with the measured utilization.

Figure 10.10: Simple case of single transaction class and machine

10.4.2 Single machine and multiple tra�c classes

We shall now consider the case of a single physical machine and multiple workload tra�c
classes. Here we shall consider an example for 3 classes as shown in Figure-10.11.

For 3 classes indexed as class a, b and c and a single machine, based on Equations
10.4 and 10.5 we may de�ne the system state x as,

x =
[
sa sb sc da db dc

]T
, (10.22)

where, sa, sb and sc are service times at the only machine for classes a, b and c, respectively,
and da, db and dc are network delays for the three classes. The measurement model h(·) is
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Figure 10.11: Three transaction classes and single machine

de�ned as,

z = h(x) =


Ra

Rb

Rc

u

 =


sa

1−u + da

sb

1−u + db
sc

1−u + dc
1
P

(λasa + λbsb + λcsc)

 . (10.23)

The state evolution model is taken as,

xk = Fkxk−1 +wk,

with Fk = I and the measurement model is taken to be the same as before,

zk = Hkxk + vk.

The corresponding Jacobian matrix of the measurement model is given by,

H =
∂h

∂x
=


1

1−u 0 0 1 0 0

0 1
1−u 0 0 1 0

0 0 1
1−u 0 0 1

λa

P
λb

P
λc

P
0 0 0


andHk may again be computed as, Hk =

[
∂h
∂x

]
x̂k|k−1

. Now, we may again use the Extended

Kalman �ltering algorithm described previously in Section-10.4.1 to track the system state
given by Equation-10.22 over time.

10.4.2.1 Implementation Results

Previously in Section-10.4.1 the application of Figure-10.9 was designed in such a way that
the service time was workload dependent and the generated workload varied slowly. For
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the case being discussed here we designed a sample application which employed a periodic
workload generator and the service times and network delays were workload independent.
Figures-10.12 and 10.13 show gathered time series data for the workload arrival rate and
response time measurements, respectively, for the three di�erent classes a, b and c. Note that
workload arrival rate is highly non-stationary over a small window of time of few seconds.
Also notice the intentional switch of workload and service time parameters, twice, between
classes a and c. The �lter should be easily able to detect this switch of parameters which
demonstrates the power and e�ectiveness of our approach as compared to Inferencing like
techniques. Inferencing like techniques can not be easily used to detect such switches since
they work with measurement values averaged over the entire run and not the entire time
series measurement data itself. Figure 10.14 shows CPU utilization measurements for the
only application server machine.

These measurements were input to the Kalman �lter and time series estimates of
service times and network delays for all 3 classes were obtained. Figures-10.15 and 10.17
show these service time and network delay estimates, respectively, represented by the thin
lines. The thick �at lines represent the average expected service times and network delays
that were programmed in the sample application. The estimates are workload independent
as expected (i.e., do not change with periodically changing workload), but vary around the
average expected values. This variation may be attributed to the queueing e�ect. Also
notice that the �lter was easily able to detect the switch of parameters between classes a
and c both the times. The service time estimates however show some spiky behavior around
the switch instants. Another observation to be noted is that the estimates converge slowly
to their new values just after the switch. The �lter is slow in responding to abrupt switches
in the model parameters.

We augmented the Kalman �lter with a trick algorithm in order to make the �lter
respond more swiftly to abrupt switches in model parameters. We shall not mention de-
tails about this trick algorithm here as we are in the process of improving it further and
patenting it. Figures-10.16 and 10.18 show service time and network delay estimates with
the augmented Kalman �lter. We clearly see that the �lter now converges faster to the new
values just after the switch.

10.5 Conclusion

In this chapter, we extended the Inferencing technique that assumes arriving workload to
be stationary and performance model parameters to be workload independent, to propose
Enhanced Inferencing which considers model parameters to be workload dependent. En-
hanced Inferencing demonstrated signi�cant improvement in performance model �tting over
Inferencing. We then proposed an innovative approach of using Kalman �ltering with Infer-
encing like performance models in order to be able to pursue real time performance modeling
for non-stationary arriving workloads. This real time performance model not only works
reliabily for non-stationary workloads, but also incorporates workload dependent model
parameters.
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Figure 10.12: Workload for three transaction classes and single machine scenario

Figure 10.13: Response Times for three transaction classes and single machine scenario
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Figure 10.14: CPU utilization for three transaction classes and single machine scenario
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Figure 10.15: Service time estimates for the three classes without trick algorithm

Figure 10.16: Service time estimates for the three classes with trick algorithm
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Figure 10.17: Delay estimates for the three classes without trick algorithm

Figure 10.18: Delay estimates for the three classes with trick algorithm
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Chapter 11

Conclusion

The main focus of this thesis has been various optimization and control problems related to
wireless access and ad hoc networks. In the last chapter however, we presented `real time'
performance modeling of wired, online computer network systems.

In Chapter-2, we studied globally optimal user-network association in an integrated
802.11 WLAN and 3G UMTS hybrid cell. The main results were in obtaining of a stationary
optimal policy possessing both `mobile-greedy' and `load-balancing' properties with a neither
convex nor concave type switching curve structure. Threshold type and symmetric switching
curves were observed for the analogous homogenous network cases.

In Chapter-3, we studied individually optimal user-network association in an inte-
grated WLAN and UMTS hybrid cell. The main result was in obtaining of the Nash equi-
librium achieving association policy which was observed to possess a descending staircase
curve structure.

In Chapter-4, we studied cooperative and non-cooperative control in a single cell
802.11 WLAN. Comparison between the two control mechanisms revealed that network
performance in the non-cooperative game scenario is ine�cient as compared to the cooper-
ative scenario.

In Chapter-5, we proposed a Markovian stochastic framework to model the perfor-
mance of a simple Fountain Codes based Transport (FCT) protocol in a single cell IEEE
802.11 WLAN. A detailed performance analysis study was carried out to provide insights
into the choice of various system parameters that can lead to optimal network performance.
We also presented a brief comparison between the performance of FCT and TCP through
simulations.

In Chapter-6, we �rst proposed and analyzed three new basic threshold-based channel
switching policies for UMTS. We further proposed and evaluated a new improved cross-
layer switching policy that we called FS-DCH (at-least �ow-size threshold on DCH) policy.
Extensive simulation results demonstrated that FS-DCH policy improves over others by
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about 30% to 36% in response time metrics for a particular case.
In Chapter-7, in a dense multi-hop network of mobile nodes capable of applying adap-

tive power control, we considered the problem of �nding the optimal hop distance that max-
imizes a certain throughput measure in bit-metres/sec, subject to average network power
constraints. Using numerical analysis we discovered that choosing the nearest node as next
hop is not always optimal. Optimal throughput performance can also be attained at non-
trivial hop distances depending on the available average network power.

The main goal of Chapter-8 was to better understand the routing dynamics in VANETs
that are a special class of MANETs but exhibit very di�erent behavior from them. We
considered the problem of optimal next hop selection in a route between two vehicles for
a simple scenario of VANETs on a fast track highway. Explicit expressions for optimal
choice of next hop node's speed and inter-node distance were obtained for certain fast track
highway scenarios of interest. A monotone variation property of the speed of relay nodes
under the optimal policy was proved. The optimal policies and their structures can assist
in enhancing the performance of existing VANET routing protocols.

In Chapter-9, we identi�ed a special structure inherent to the solution of Dynamic
Programming (DP) problem arising in optimization over paths. According to this structure,
the optimal policy tries to equalize the link metrics of adjacent links in a multi-hop route.

In Chapter-10, we extended the Inferencing technique for generating arriving work-
load dependent service time and CPU overhead based performance models. We called this
extended form of Inferencing as Enhanced Inferencing. Implementation of this Enhanced
Inferencing in AMBIENCE demonstrated signi�cant improvement in performance model
�tting and approximation. We further presented an innovative approach of using Kalman
�ltering with Inferencing like performance models in order to be able to pursue real time
performance modeling of production environment computer application systems that face
fast changing non-stationary arriving workloads.



Appendix A

Présentation des Travaux de Thèse

11.1 Introduction

Les réseaux sans-�l de communication et informatique ont connu une croissance exponen-
tielle au cours de la dernière décennie. Les téléphones cellulaires et dispositifs de connectivité
sans-�l sont devenus un outil essentiel et une partie de la vie quotidienne dans de nombreux
pays. Alors que des technologies de téléphone cellulaire de la troisième génération (3G)
telles que `Universal Mobile Telecommunications System' (UMTS) ont récemment été dé-
ployés dans certains pays, les réseaux locaux sans-�l (WLAN) tels que ceux basés sur la
norme IEEE 802.11 ont été complétant ou remplaçant les réseaux câblés dans de nom-
breux maisons, les entreprises et sur les campus depuis quelques années. De nombreux
industriels et organismes gouvernementaux ont également été impliqués dans le développe-
ment des réseaux ad hoc des véhicules (VANETs), a�n de permettre les communications
entre véhicules en proximité et entre les véhicules et l'infrastructure réseau à proximité de
routiers.

La croissance explosive des systèmes sans-�l en même temps que la prolifération des
appareils sans-�l tels que les téléphones 3G, ordinateurs portables WiFi et de dispositifs
sans-�l de véhicules, suggère un bel avenir pour les réseaux sans-�l, en tant que systèmes
ad hoc tout seuls et dans le cadre de la plus grande infrastructure de réseau. Toutefois, de
nombreux dé�s techniques restent encore à la conception des réseaux sans-�l robuste qui
peut fournir les performances nécessaires pour appuyer les nouvelles applications. Ces dé�s
techniques ont donné lieu à de nombreux problèmes de recherche qui ont attiré beaucoup
d'attention dans la communauté de la recherche. Cette thèse traite certains de ces prob-
lèmes de recherche et propose plusieurs nouveaux résultats qui peuvent être utilisés pour
améliorer les performances des systèmes et de la technologie sans-�l existants. En plus de
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systèmes sans-�l, nous étudions et présentons également une approche innovatrice pour la
modélisation de la performance des systèmes réseaux informatiques en temps réel.

Les réseaux sans-�l peuvent être classés en deux catégories, à savoir, réseaux d'accès
sans-�l et réseaux ad hoc sans-�l. Les réseaux d'accès sans-�l fournissent généralement la
connectivité à l'infrastructure de réseau câblé par l'intermédiaire du moyen sans-�l. Ex-
emples de réseaux d'accès sans-�l inclurent des systèmes cellulaire tels que 2G GSM, 3G
UMTS, etc. et des systèmes WiFi tels que les réseaux locaux sans-�l 802.11 WLANs. Les
réseaux ad hoc sans-�l d'autre part, sont des réseaux sans-�l décentralisés qui peut être
installé et démonté dynamiquement. Les réseaux ad hoc sans-�l peut être classés comme
les réseaux ad hoc des mobiles (MANET), les réseaux maillés sans-�l et réseaux de capteurs
sans-�l. Les VANETs sont un type particulier de MANET qui présentent un comportement
radicalement di�érent de l'habituel MANET. Dans cette thèse, nous allons limiter notre
attention à l'étude des technologies d'accès 3G UMTS et 802.11 WLAN et les réseaux ad
hoc des mobiles et des véhicules.

Avec la baisse des coûts de matériel, certains appareils sont maintenant disponibles sur
le marché qui fournissent à la fois WiFi et connectivité cellulaire à des prix abordables. Ces
appareils peuvent détecter la présence de l'une ou l'autre des deux réseaux et de passer entre
eux, lorsqu'ils sont disponibles. Avec de plus en plus d'utilisateurs abonnés à des services
à large bande sans-�l, ces dispositifs leur permettent d'avoir accès aux hot-spot WLAN et
réseaux cellulaires UMTS à la fois. Ainsi, les opérateurs de réseaux cherchent à o�rir une
connectivité sans soudure et omniprésent à des utilisateurs mobiles par le biais des réseaux
hybrides 802.11 WLAN et 3G UMTS intégré. Ces réseaux hybrides sont de plus en plus
étudié par les opérateurs de réseaux comme un moyen convergent de fournir la connectivité
pour les applications de la voix et des données en même temps. Dans cette thèse, nous
avons deux chapitres consacrés à l'étude d'association optimale d'utilisateur et réseau dans
une cellule hybride de WLAN et UMTS.

Contrôle de la puissance et taux PHY sont deux mécanismes qui sont essentiels à
la réalisation d'un fonctionnement e�cace d'un WLAN. Contrôle de la puissance et taux
PHY sont également très souvent utilisés pour fournir la qualité de service (QoS) et les
deux sont utiles pour l'obtention d'un canal radio à faible taux d'erreur binaire (BER). La
spéci�cation IEEE 802.11 pour les appareils mobiles permet la personnalisation de certains
paramètres de fonctionnement critique comme taux PHY et taille de données de couche
MAC et de tout fabricant ou même l'utilisateur peut adaptativement sélectionner le taux

PHY de transmission de données pour atteindre un taux contrôlé. À cette �n, plusieurs
algorithmes d'auto-sélection des taux [KL97, HVB01, GCNC01, AKKD01, QCJS03] ont
été proposées dans la littérature et la plupart d'entre eux permettent les noeuds WLAN
d'sélectionner leurs taux PHY dans une manière non-coopératif, par dé�nition. Dans cette
thèse, nous avons un chapitre sur des études d'ine�cacité de l'IEEE 802.11 MAC protocole
en vertu de contrôle non-coopératif de la puissance et le taux.

`Fountain Codes' sont des `rateless erasure codes' et o�rent un avenir très prometteur
pour améliorer les techniques existantes de transmission de paquets des données. Type
spéci�que de fountain codes tels que les codes Luby Transform (LT), les codes Raptor,
etc., peuvent être utilisés par un expéditeur pour générer des paquets codés à partir des



Sec. 11.1 Introduction 173

paquets sources de données sur la volée et le nombre de ces paquets codés peuvent être
potentiellement illimité. Si le �chier d'origine à côté expéditeur comprend Np paquets, puis

par décodage de n'importe quel Np(1 + ε) (un peu plus de Np) fontaine codé paquets reçu,
le récepteur peut récupérer l'ensemble du �chier avec une probabilité 1− δ. La probabilité
d'échec à décoder le �chier, δ, est délimitée par au-dessus de δ ≤ 2−εNp et dépend de la
degré de distribution utilisés pour coder les paquets à côté expéditeur. Un protocole de
transport basée sur les `Fountain Codes' (FCT), repose sur un paradigme autre que ce
du omniprésent TCP. Elle supprime la nécessité d'un mécanisme de rétroaction inverse,
habituellement essentiel pour assurer la �abilité dans transmission de paquets de données.
Absence d'un mécanisme de rétroaction inverse peut sensiblement améliorer les performances
des réseaux avec des canaux sans-�l demi-duplex (comme 802.11 WLANs), où les collisions
entre transmissions avant et arrière de données MAC contribuent de manière signi�cative
à la dégradation des performances. Dans cette thèse, nous avons un chapitre consacré à
la modélisation et l'analyze de la performance d'un simple protocole FCT dans une seule
cellule IEEE 802.11 WLAN.

Il existe deux types de couche-2 canaux descendante de transport qui ont été fournis
en UMTS: canaux dédiés et canaux commun. Un canal commun est une ressources partagées
entre tous ou un groupe d'utilisateurs dans une cellule, alors que un canal dédié est une
ressource identi�ée par un code sur un certaine fréquence et est réservé à un seul utilisateur.
La seule canal dédié est appelée DCH et l'une des six canaux communes de transport qui est
principalement utilisée pour la transmission des paquets de données sur le lien descendant
est le canal FACH [HT01]. Selon les spéci�cations WCDMA (Wideband-CDMA) précisées
par le groupe 3GPP, pour un utilisateur en particulier, les �ux long avec grande nombre
de paquets peuvent être transmis sur le canal dédié DCH et les �ux courte de quelques
paquets peuvent être transmis sur le canal commune FACH qui est partagée par tous les
utilisateurs. Toutefois, les spéci�cations 3GPP ne prévoient pas standardization d'un tel
politique de sélection/changement de canal. Un opérateur de réseau est libre de choisir
son propre politique de commutation de canal. Dans cette thèse, nous avons un chapitre
dans lequel nous proposons une nouvelle cross-layer politique de commutation de canal pour
transmission TCP en 3G UMTS.

Les réseaux ad hoc des mobiles (MANET) sont composés de noeuds mobiles sans-
�l qui peuvent librement et de manière dynamique s'organiser. De cette façon, ils for-
ment des topologies arbitraire et temporaire de réseau ad hoc, permettant aux dispositifs
d'interconnecter de façon transparente dans les zones qui n'ont pas de infrastructure pré-
existante. Les MANET ont été un thème de recherche très populaire depuis la généralisa-
tion des périphériques WiFi 802.11. Dans cette thèse, nous étudions la distance optimale du
prochain saut pour optimiser le débit du système dans des MANET soumis à des contraintes
de puissance moyenne.

Les véhicules équipés de dispositifs de communication peuvent constituer des réseaux
ad hoc des véhicules (VANETs) pour des tâches telles que évitement de collision inter-
véhiculaire, noti�cation d'accident sur la route, mise à jour de situation du tra�c, la coordi-
nation des systèmes de conduite ou tout simplement communication vocale inter-véhiculaire.

À l'instar de MANETs, VANETs ne reposent pas sur une infrastructure �xe et au lieu dépen-
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dent sur des noeuds de relais intermédiaire pour des protocoles de mise en place de route et
de la transmission de données. Toutefois, VANETs présentent un comportement radicale-
ment di�érent des habituels MANETs. Vitesse haute des véhicules, la mobilité contrainte sur
un route droit et le comportement du conducteur sont certains facteurs en raison des quels
VANETs possèdent des caractéristiques très di�érentes des typiques MANETs. VANETs
sont l'objet de recherches et à la mise au point par de nombreux organizations industriels
et gouvernementaux. Dans cette thèse, nous avons un chapitre dédié à l'étude de sélection
optimale du prochain saut dans un route entre deux véhicules pour un scénario simple de
VANETs sur une autoroute. Il y a un autre chapitre qui traite en détail une structure in-
hérents à la solution de problème Programmation Dynamique (DP) qui se pose en problèmes
d'optmization de route tels que celui considéré pour VANETs.

Modélisation de la performance des systèmes réseaux informatiques est une étape
cruciale dans la plani�cation de la capacité des réseaux informatiques. Les modèles de
performance des architectures complexes des logiciels peut être très utile pour prédire pré-
cisément leurs performances pour di�érents modes de tra�c de données et la charge de
travail. Modélisation de la performance devient de plus en plus di�cile si la charge de tra-
vail (par exemple, le nombre d'emplois ou de transactions traitées par unité de temps) pour
un système informatique utilisé dans un environnement de production est non-stationnaire
dans la nature et a des caractéristiques d'évolution rapide. En outre, les derniers logicielles
fondée sur des transactions sont très complexes dans la conception. De ce fait, les transac-
tions peuvent encourir des temps de service variable dépendant du charge de travail. Dans
cette thèse, nous avons un chapitre où l'on étudie et présente une approche novatrice de
l'utilization de �ltrage de Kalman avec des modèles de performance basée sur la théorie des
�les d'attente. Cette approche nous permet de poursuivre en temps réel la modélisation
de la performance des systèmes réseaux informatiques en-ligne qui traitent une charge de
travail non-stationnaire dans la nature et ont des temps de service dépendant du charge de
travail.

11.2 Organization et Contribution du Thèse

Cette thèse peut être considéré comme divisé en deux parties. La première partie comprend
les Chapitres 2-9 qui traitent de divers problèmes de recherche liés à l'optimization et de
contrôle dans les réseaux sans-�l. Alors que les Chapitres 2-6 traitent les réseaux d'accès
sans-�l, l'objet de Chapitres 7-9 est les réseaux ad hoc sans-�l. La deuxième partie comprend
le Chapitre 10 qui présente l'estimation des paramètres du modèle dépendent de la charge
de travail et la modélisation de performance en temps réel des réseaux informatiques.

En Chapitre-2, nous étudions l'association utilisateur-réseau globalement optimale
dans une cellule hybride de 802.11 WLAN et 3G UMTS intégré. Le problème d'association
est formulé comme une problème de contrôle de routage de connexion utilisant SMDP (semi-
Markov Decision Process). Nous avons ensuite résoudre ce problème SMDP en utilisant un
modèle de réseau particulier pour les réseaux WLAN et UMTS et avec des récompenses
comprenant des composants �nancière et le débit total. Le modèle de réseau suppose une
allocation saturé des ressources dans les réseaux WLAN et UMTS et une seule classe de
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qualité de service pour les mobiles à destination d'un emplacement moyenne dans la cellule
hybride. L'équation de Programmation Dynamique est résolu en utilisant `Value Iteration'
et une politique optimale et stationnaire avec une structure de courbe de commutation
du type ni convexe ni concave est obtenu. Des courbes de commutation de type seuil et
symétrique sont observées pour les cas analogue de réseaux homogènes.

En Chapitre-3, nous étudions l'association utilisateur-réseau individuellement opti-
male dans une cellule hybride de 802.11WLAN et 3G UMTS intégré. Le problème d'association
est formulé dans un cadre de jeu non-coopératif. Dans la formulation, l'arrivées des mo-
biles sont supposées suivre le processus de Poisson et chaque mobile considère son temps
moyenne du service dans chaque réseau comme le critère de décision pour se connecter
soit au réseau WLAN soit au réseau UMTS. Nous cherchons à calculer la politique opti-
male d'association qui atteint l'équilibre de Nash. Pour cela, nous développons un système
générique d'équations linéaires pour estimer le temps de service moyenne d'un mobile. Ce
système est alors résolu en supposant un modèle particulier pour les réseaux WLAN et
UMTS et nous avons explicitement calculer la politique optimale d'association qui est ob-
servé de posséder une structure de courbe escalier-descendant.

L'IEEE 802.11 MAC protocole, DCF (Distributed Coordination Function), permet les

noeuds dans un WLAN de choisir un taux PHY pour chaque transmission de donnée. À
cette �n, plusieurs algorithmes d'auto-sélection des taux ont été proposées dans la littérature
et la plupart d'entre eux permettent les noeuds WLAN d'sélectionner leurs taux PHY dans
une manière non-coopératif, par dé�nition. Dans le cadre d'un jeu non-coopératif, chaque
noeud va choisir son taux à �n d'optimiser son propre, utilitaire. En Chapitre-4, nous
formulons une fonction utilitaire comprenant le débit et les coûts liés au consommation de
puissance et tirons des expressions explicites pour le taux optimal en vertu de la sélection de
taux coopératif et non-coopératif. Nous considérons des problèmes d'optimization pour le
nombre �nis de noeuds n et pour la limite n→∞ et les débit d'un seul noeud correspondant
à la taux PHY optimale en vertu de jeu non-coopératif sont comparées avec ceux obtenus
dans le cadre d'une sélection coopératif de taux PHY. Les comparaisons montrent que les
performances du réseau dans le scénario du jeu non-coopératif est ine�cace par rapport à
la scénario coopératif.

En Chapitre-5, nous proposons un cadre stochastique de Markov pour modéliser la
performance d'une protocole simple du transport basée sur `Fountain Codes' (FCT) dans
une cellule 802.11 WLAN. Notre modèle permet à la point d'accès WLAN d'employer un
algorithme générique pour le contrôle de taux pour transmissions de données MAC sur le lien
descendant. Utilisant la théorie de renouvellement nous fournissons une expression explicite
du débit moyen descendant. ns2 simulations sont utilisées pour valider notre modèle et le
métrique de débit obtenu. Une étude de performance est ensuite e�ectués pour permettre
de mieux comprendre le choix des di�érents paramètres du système qui peuvent conduire à
une performance optimale du réseau. En�n, nous présentons une brève comparaison entre
le performance de FCT et TCP par le biais de simulations.

Dans le 3G UMTS, deux canaux de transport principales ont été fournies au couche-2
(MAC) pour la transmission descendante de données: un canal commun FACH et un canal
dédié DCH. La performance de TCP dans l'UMTS dépend beaucoup sur la politique de



176 Présentation des Travaux de Thèse

commutation de canal utilisé. En Chapitre-6, nous proposons et analysons trois nouveaux
politiques de commutation de base de type seuil pour l'UMTS, que nous appelons des
politiques QS (taille �le d'attente), FS (taille �ux) et QSFS (QS & FS combiné). Ces
politiques améliorent le temps de réponse dans une manière signi�cative par rapport une
`politique de type seuil modi�é' dans [PAAD03] d'environ 17%. Nous proposons et évaluons
une nouvelle politique de commutation améliorée que nous appelons politique FS-DCH (au-
moins seuil de taille de �ux sur DCH). Cette politique est biaisée vers les �ux court de TCP
de quelques paquets. Il s'agit donc d'une politique cross-layer qui améliore la performance
de TCP en donnant la priorité à les premières quelques paquets d'un �ux sur le canal
rapide DCH. Vaste résultats de simulation montrent que la politique FS-DCH s'améliore
par rapport à d'autres sur 30% à 36% de temps de réponse pour un cas particulier.

En Chapitre-7, dans un réseau multi-saut dense de noeuds mobiles capables d'appliquer
le contrôle de puissance adaptative, nous considérons le problème de trouver la distance op-
timale du saut à maximiser une certaine mesure de débit en bit-metres/sec, soumis à des
contraintes de puissance moyenne. La mobilité des noeuds est limitée à une zone de pé-
riphérie circulaire centrée à la position nominale des noeuds. Nous incorporons seulement
les caractéristiques de perte de gain qui varient de façon aléatoire en raison de la aléatoire
motion de noeuds, à l'exclusion des e�ets `multi-path fading' ou `shadowing'. Calcul du
métrique de débit, dans un tel scénario nous conduit à calculer la fonction de densité de
probabilité de la distance aléatoire entre des points en deux cercles. En utilisant l'analyze
numérique, nous découvrons que le choix du noeud le plus proche en tant que le prochain
saut n'est pas toujours optimale. Performance en tant que débit optimal est également at-
teint à des distances du saut non-trivial en fonction de la disposition de puissance moyenne
dans le réseau.

L'objectif principal du chapitre-8 est de mieux comprendre le dynamique de routage
dans VANETs qui sont une catégorie spéciale de MANET, mais démontrent un comporte-
ment très di�érents. Nous considérons le problème de sélection optimale du prochain saut
dans un route entre deux véhicules pour un scénario simple de VANETs sur une autoroute.
Pour un choix donné de nombre de sauts entre la source et destination, nous cherchons le
choix optimal de prochain saut basée sur sa vitesse et distance inter-noeud à �n de max-
imiser la durée de vie de route. Notre modèle analytique comptes l'évolution aléatoire des
vitesses des noeuds (véhicules) sur temps et, par conséquent, le choix optimal dépend de
la dynamique de la processus stochastique correspondant aux vitesses des noeuds. Dans
le cadre d'un hypothèse Markovienne sur le processus de la vitesse des noeuds, nous mon-
trons que le choix optimal de la vitesse est telle que la durée de vie des liens à côté est
égalisée. Des expressions explicites pour le choix optimal de la vitesse de prochain saut
et distance inter-noeud sont obtenus pour certains scénarios d'intérêt sur l'autoroute. Un
variation monotone de la vitesse des noeuds relais dans le cadre de la politique optimale
est prouvé. Ces propriétés ont été con�rmées avec simulations. Les politiques optimales et
leurs structures peuvent aider à l'amélioration de la performance des protocoles de routage
VANET existantes.

La nature de l'installation et mécanisme de transmission dans les réseaux ad hoc sans-
�l avec un accès aléatoire au canal, génère un corrélation entre les métriques lien des liens
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adjacents, lors de l'examen de problèmes d'optimization du chemin. En Chapitre-9, nous
identi�ons une structure inhérents à la solution de problème de Programmation Dynamique
(DP) qui se pose dans un tel problème d'optimization du chemin. Selon cette structure,
la politique optimale essaie de égaliser le métrique lien de liens adjacents dans un route
multi-saut. Nous validons cette structure avec un simulateur VANET.

En Chapitre-10, nous sommes préoccupés par la modélisation de performance de logi-
cielles distribuées basée sur des transactions et déployées sur un architecture arbitraire de
réseau informatique. AMBIANCE, qui est un outil prototype de recherche et a été développé
à IBM Research, fait usage de la puissante Inferencing technique qui permet de générer une
modèle de performance basée sur des paramètres indépendant du charge de travail. Dans ce
travail, nous étendons le technique d'Inferencing pour génèrer une modèle de performance
basée sur des paramètres dépendant du charge de travail. Nous appelons cette forme étendue
d'Inferencing comme Enhanced Inferencing. Mise en oeuvre de cette Enhanced Inferencing
dans AMBIENCE montre une amélioration notable du modèle de performance. En outre,
nous présentons une approche novatrice de l'utilization de �ltrage de Kalman avec des mod-
èles de performance du type Inferencing a�n d'être en mesure de poursuivre en `temps réel'
la modélisation de la performance des systèmes informatiques en production qui traitent une
charge de travail non-stationnaire. Ce modèle de performance en temps réel non seulement
fonctionne �abilement pour les charges de travail non-stationnaires, mais intègre également
les paramètres du modèle dépendant du charge de travail.
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RésuméCette thèse aborde divers problèmes d'optimisation et de 
ontr�le, liés aux réseaux d'a

ès et adho
 sans-�l, et de la modélisation des réseaux informatiques. Dans un premier temps, nous 
onsid-érons les réseaux d'a

ès sans-�l. Nous étudions d'abord l'asso
iation optimale entre un utilisateuret un réseau basé sur l'une des te
hnologies 802.11 ou UMTS 3G. Par la suite, nous étudions leproblème de 
ontr�le non-
oopératif du taux de 
ommuni
ation quand seule la te
hnologie 802.11est déployée. Dans 
e même 
ontexte, nous analysons les performan
es d'un proto
ole de transportutilisant des 
odes fontaine. Quand seule la te
hnologie UMTS est déployée, nous proposons unepolitique améliorée de 
ommutation de 
anal pour les 
anaux des
endants. Dans un deuxièmetemps, nous nous intéressons aux réseaux ad ho
 sans-�l. Nous étudions ainsi la longueur du sautoptimal qui maximise la 
apa
ité des réseaux denses de mobiles, ainsi que le 
hoix optimal durelai suivant dans les réseaux véhi
ulaires d'autoroute. À l'aide d'outils tels que les pro
essus dedé
ision semi-Markoviens, la théorie des jeux et 
elle des 
haînes de Markov, le théorème de re-nouvellement et ré
ompense, les te
hniques inter-
ou
hes, le lemme de Wald et le �ltre de Kalman,nous obtenons, dans 
ertains 
as, les politiques de 
ontr�le optimal et, dans d'autres 
as, le 
hoix oul'estimation des paramètres optimaux du système. Dans un troisième temps, nous nous tournonsvers les systèmes de réseaux informatiques en-ligne ayant des 
ara
téristiques non-stationnaires.Nous élaborons une appro
he novatri
e de l'utilisation du �ltre de Kalman 
ombinée à des modèlesà base de �les d'attente, nous permettant ainsi de poursuivre en �temps réel� la performan
e de
es systèmes. À noter que dans de tels systèmes, ni l'analyse stationnaire, ni 
elle transitoire de lathéorie des �les d'attente ne s'appliquent pour obtenir en temps réel l'estimation des paramètresdu modèle tels que le temps de servi
e ou le délai.Mots-
lés: modélisation, sto
hastique, l'estimation, théorie des jeux, la 
ellule hy-bride. Abstra
tThis thesis deals with various optimization and 
ontrol problems related to wireless a

ess and adho
 networks and performan
e modeling in 
omputer networks. In wireless a

ess networks, westudy two di�erent te
hnologies: 802.11 WLAN and 3G UMTS, both stand alone and together.With both of them together, optimal user-network asso
iation in a WLAN and UMTS `hybrid 
ell'is investigated. In a stand alone single WLAN 
ell we study non-
ooperative PHY rate 
ontrol andin another problem, performan
e analysis of a simple Fountain Codes based transport proto
ol.For a single UMTS 
ell we propose an improved 
hannel swit
hing poli
y for the downlink. Inwireless ad ho
 networks, we study 
apa
ity optimizing hop distan
e in a dense Mobile ad ho
network (MANET) and optimal next hop sele
tion in a Vehi
ular ad ho
 network (VANET) ona highway. Tools su
h as SMDP (semi-Markov De
ision Pro
ess), game theory, Markov 
hains,renewal reward theorem, 
ross-layer te
hniques, Wald's lemma and Kalman �ltering are employedto derive optimal 
ontrol poli
ies in some 
ases, and 
hoi
e or estimation of optimal system param-eters in others. Finally, we present an innovative approa
h of using Kalman �ltering with queueingtheory based performan
e models in order to be able to pursue `real time' performan
e modeling ofonline 
omputer network systems having fast 
hanging non-stationary 
hara
teristi
s. In su
h sys-tems, neither stationary nor transient analysis from traditional queueing theory 
an be pra
ti
allyapplied to obtain real time estimates of model parameters su
h as servi
e times and network delays.Keywords: modeling, sto
hasti
, estimation, game theory, hybrid 
ell.


