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Spécialité: Informatique et Réseaux
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2



Contents

1 Introduction 47

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

1.2 Previous approaches . . . . . . . . . . . . . . . . . . . . . . . 51

1.3 Our approach: a Fluid Network Model . . . . . . . . . . . . . 54

1.4 Reminder about UMTS system . . . . . . . . . . . . . . . . . 58

1.5 Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

2 Interference factor 65

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

2.2 Interference model and notations . . . . . . . . . . . . . . . . 65

2.2.1 Network . . . . . . . . . . . . . . . . . . . . . . . . . . 66

2.2.2 Propagation . . . . . . . . . . . . . . . . . . . . . . . . 66

2.2.3 Power . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

2.2.4 Interferences . . . . . . . . . . . . . . . . . . . . . . . . 67

2.2.5 Transmitting channels orthogonality . . . . . . . . . . 68

2.2.6 Signal to Interference Ratio . . . . . . . . . . . . . . . 69

2.3 Considerations on the base station power . . . . . . . . . . . . 70

2.3.1 Power dedicated to a mobile . . . . . . . . . . . . . . . 70

2.3.2 Total base station transmitting power . . . . . . . . . . 70

2.4 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . 71

3 Fluid Model for Cellular Networks 73

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.2 Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

3



4 CONTENTS

3.3 Basic model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.4 Interference factor . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.4.1 Remark about the integration domain . . . . . . . . . 78

3.5 Validation of the Fluid Model . . . . . . . . . . . . . . . . . . 80

3.5.1 Simulation methodology . . . . . . . . . . . . . . . . . 80

3.5.2 MS locations . . . . . . . . . . . . . . . . . . . . . . . 81

3.5.3 Serving base stations . . . . . . . . . . . . . . . . . . . 81

3.5.4 Simulation results . . . . . . . . . . . . . . . . . . . . . 82

3.5.5 Accuracy of the fluid model . . . . . . . . . . . . . . . 82

3.5.6 Limits of the fluid model . . . . . . . . . . . . . . . . . 86

3.6 Properties of the interference factor . . . . . . . . . . . . . . . 89

3.6.1 Insensitivity of the fluid model . . . . . . . . . . . . . . 89

3.6.2 Influence of the system parameters . . . . . . . . . . . 90

3.7 Cellular network properties . . . . . . . . . . . . . . . . . . . . 91

3.8 Fluid model limit uses . . . . . . . . . . . . . . . . . . . . . . 91

3.9 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . 93

4 Capacity of a CDMA Network 99

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.2 Base station transmitting power . . . . . . . . . . . . . . . . . 101

4.3 Cell load and capacity . . . . . . . . . . . . . . . . . . . . . . 102

4.3.1 Base station power limitation . . . . . . . . . . . . . . 102

4.3.2 Fluid Model analysis . . . . . . . . . . . . . . . . . . . 104

4.4 Numerical Analysis . . . . . . . . . . . . . . . . . . . . . . . . 106

4.4.1 Mean interference factor . . . . . . . . . . . . . . . . . 106

4.4.2 Mean cell capacity . . . . . . . . . . . . . . . . . . . . 107

4.5 Densification of a network zone . . . . . . . . . . . . . . . . . 108

4.6 Application to call admission control . . . . . . . . . . . . . . 109

4.7 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . 110

5 Admission in multi-service CDMA network 113

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

5.2 Downlink . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115



CONTENTS 5

5.3 Downlink with macrodiversity . . . . . . . . . . . . . . . . . . 117

5.4 Uplink . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.5 Admission and rate control . . . . . . . . . . . . . . . . . . . . 120

5.5.1 Capacity reservation . . . . . . . . . . . . . . . . . . . 121

5.5.2 GoS control of RT traffic . . . . . . . . . . . . . . . . . 121

5.5.3 Fast time multiplexing for NRT traffic . . . . . . . . . 122

5.5.4 Remark . . . . . . . . . . . . . . . . . . . . . . . . . . 123

5.6 Stochastic model and the QBD approach . . . . . . . . . . . . 124

5.7 Numerical results . . . . . . . . . . . . . . . . . . . . . . . . . 129

5.8 Extension to handover calls . . . . . . . . . . . . . . . . . . . 133

5.9 Summary and conclusions . . . . . . . . . . . . . . . . . . . . 135

6 Outage Probability 137

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

6.2 Outage probabilities . . . . . . . . . . . . . . . . . . . . . . . 138

6.2.1 Global outage probability . . . . . . . . . . . . . . . . 138

6.2.2 Spatial outage probability . . . . . . . . . . . . . . . . 139

6.2.3 Fluid analysis . . . . . . . . . . . . . . . . . . . . . . . 139

6.2.4 Gaussian approximation . . . . . . . . . . . . . . . . . 140

6.2.5 Validity of the gaussian approximation . . . . . . . . . 142

6.2.6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

6.3 Monte carlo simulations comparisons . . . . . . . . . . . . . . 144

6.3.1 Simulation methodology . . . . . . . . . . . . . . . . . 144

6.3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

6.3.3 Interference factor formula for hexagonal networks . . . 147

6.3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

6.4 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . 148

7 Fluid Model for Sectored Networks 155

7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

7.2 Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

7.2.1 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . 156

7.2.2 Propagation . . . . . . . . . . . . . . . . . . . . . . . . 156



6 CONTENTS

7.3 Sectored Network Fluid Model . . . . . . . . . . . . . . . . . . 157

7.3.1 Assumptions . . . . . . . . . . . . . . . . . . . . . . . . 157

7.3.2 Interference Factor . . . . . . . . . . . . . . . . . . . . 157

7.3.3 Comments . . . . . . . . . . . . . . . . . . . . . . . . . 160

7.4 Validation of the Sectored Fluid Model . . . . . . . . . . . . . 161

7.4.1 Simulation methodology . . . . . . . . . . . . . . . . . 161

7.4.2 Simulation results . . . . . . . . . . . . . . . . . . . . . 163

7.4.3 Conclusion of the validation . . . . . . . . . . . . . . . 165

7.5 Sectored Network: general case . . . . . . . . . . . . . . . . . 165

7.6 Sectorisation and densification . . . . . . . . . . . . . . . . . . 167

7.6.1 Mono-service case . . . . . . . . . . . . . . . . . . . . . 167

7.6.2 Multi-service case . . . . . . . . . . . . . . . . . . . . . 170

7.7 Numerical application . . . . . . . . . . . . . . . . . . . . . . 170

7.7.1 Mono-service case . . . . . . . . . . . . . . . . . . . . . 170

7.7.2 Multi-service case . . . . . . . . . . . . . . . . . . . . . 171

7.8 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . 173

8 Shadowing and Environmental Analysis 175

8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

8.2 Interferences with shadowing . . . . . . . . . . . . . . . . . . . 176

8.2.1 Propagation . . . . . . . . . . . . . . . . . . . . . . . . 176

8.2.2 Interference power . . . . . . . . . . . . . . . . . . . . 177

8.2.3 Sum of lognormal RV . . . . . . . . . . . . . . . . . . . 178

8.2.4 Interference factor . . . . . . . . . . . . . . . . . . . . 178

8.3 Topological analysis . . . . . . . . . . . . . . . . . . . . . . . . 180

8.3.1 Topological characterization . . . . . . . . . . . . . . . 180

8.3.2 Fluid model approach . . . . . . . . . . . . . . . . . . 181

8.3.3 Interference factor distance dependency . . . . . . . . . 181

8.3.4 Influence of the standard deviation . . . . . . . . . . . 182

8.3.5 Interference factor environmental dependency . . . . . 183

8.3.6 Interference factor cell radius dependency . . . . . . . 185

8.4 Correlation case . . . . . . . . . . . . . . . . . . . . . . . . . . 185

8.4.1 Interference factor . . . . . . . . . . . . . . . . . . . . 185



CONTENTS 7

8.4.2 Interference factor extrema . . . . . . . . . . . . . . . . 187

8.5 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . 189

9 Fluid Model for Uplink 191

9.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191

9.2 Interference model and notations . . . . . . . . . . . . . . . . 192

9.2.1 Network . . . . . . . . . . . . . . . . . . . . . . . . . . 192

9.2.2 Power . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

9.2.3 Noise and interferences . . . . . . . . . . . . . . . . . . 193

9.2.4 Basic derivations . . . . . . . . . . . . . . . . . . . . . 194

9.3 Uplink Fluid Model Network . . . . . . . . . . . . . . . . . . . 195

9.3.1 Assumptions . . . . . . . . . . . . . . . . . . . . . . . . 195

9.3.2 Uplink fluid interference factor . . . . . . . . . . . . . . 195

9.4 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

9.5 Application: admission control . . . . . . . . . . . . . . . . . . 198

9.6 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . 201

10 Conclusion 203

10.1 Fluid model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203

10.2 Potential applications . . . . . . . . . . . . . . . . . . . . . . . 205

10.3 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207

A Interference Power 209

B Interference factor 211

C Interference factor for correlated powers 213

D List of Publications 217

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219



8 CONTENTS



List of Tables

4.1 Influence of the pathloss on the interference factor F . . . . . 107

4.2 Thermal Noise Relative Influence, for η = 3.5 and Pmax = 20W 109

5.1 Numerical Values. . . . . . . . . . . . . . . . . . . . . . . . . . 130

7.1 Relative quantities, for η = 3. . . . . . . . . . . . . . . . . . . 171

8.1 Form factor G limits . . . . . . . . . . . . . . . . . . . . . . . 181

8.2 Standard deviation of the interference factor vs σ, for η = 3 . 183

9.1 Uplink interference factor comparison . . . . . . . . . . . . . . 198

9.2 Uplink and Downlink interference factor comparison for η = 3. 200

9



10 LIST OF TABLES



List of Figures
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δ other notation for δu

γu SINR evaluated at mobile u;

γ∗u downlink target SINR for the service requested by mobile u.

γ∗u,UL uplink target SINR for the service requested by mobile u.

γ∗u target SINR for the service requested by station u.

γ∗s target SINR requested for the service s.

η exponential pathloss factor

ψ(u) serving base station of mobile u. Other notation for base station b

ρbs base station density

ρbs,q base station density for a q − sectored network

ρms mobile density

σj standard deviation of the received signal due to the shadowing

σ other expression for σj

σf characterizes the standard deviation of the interference factor

σf,corr characterizes the standard deviation of the interference factor for cor-

related received powers
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ϕ defined as Pcch = ϕPb

Specific notations of chapter 5

Es is the energy per transmitted bit of type s

W is the WCDMA modulation bandwidth

Rs is transmission rate of the type s call.

Γ accounts for the random behavior of a signal due to shadow fading and

imperfect power control;

χ is a small constant that represents a desired bound on outage probability.

∆(s) nominal capacity required by a connection s ( also denoted Lu)

LNRT reserved capacity for NRT traffic

LRT maximum capacity for RT traffic LRT = Θε − LNRT .

Θε defined as 1− ϕ− ε (downlink) and 1− ε (uplink)

ε infinitesimal value

λRT arrival rate of RT mobiles

λNRT arrival rate of NRT mobiles

µRT mean duration of RT traffic

µNRT mean size of NRT sessions

λHORT arrival rate of hand-over RT mobiles

λHONRT arrival rate of hand-over NRT mobiles

µHORT mean duration of hand-over RT traffic

µHONRT mean size of hand-over NRT sessions
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λNewRT arrival rate of new RT mobiles

λNewNRT arrival rate of new NRT mobiles

µNewRT mean duration of new RT traffic

µNewNRT mean size of new NRT sessions

ρab defined as the ratio
λa

b

µa
b
, with a = New or HO or � and b = RT or NRT
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La capacité des réseaux mobiles s’est considérablement accrue ces dernières

années. Les demandes en nouveaux services, gourmands en débit, s’accroissent

chaque année davantage. Sur un autre plan, la concurrence entre opérateurs

est de plus en plus exacerbée et les prix des services à performances égales

chutent fortement. Dans un tel contexte, l’ingénierie des réseaux prend de

plus en plus d’importance : densifier, optimiser les resources, (l’utilisation

des fréquences, le nombre de sites relais tout en respectant les puissances

maximales autorisées), garantir un bon niveau de qualité de service aux util-

isateurs. C’est dans ce contexte spécifique à un opérateur de réseaux mobiles

que les travaux présentés dans cette thèse ont été menés. Ils m’ont conduit à

modéliser les réseaux mobiles cellulaires à partir de l’analyse de l’interférence

des signaux entre cellules par la construction de ce que nous avons appelé le

modèle fluide de réseau.
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Résumé

Dans l’étude des réseaux, et de manière plus générale, dans celle des systèmes

complexes, il est souvent nécessaire de faire un compromis entre la simplicité

des outils mathématiques, des formules ou des approches numériques utilisées

d’une part, et la précision des résultats obtenus d’autre part. Cette thèse

analyse une telle situation dans le cadre des réseaux sans fils.

De nombreuses analyses des systèmes radio cellulaires (calcul de dimen-

sionnement, qualité de service, gestion de ressources radio...) doivent tenir

compte des phénomènes d’interférences. C’est la raison pour laquelle il est

nécessaire d’évaluer leur influence, avec une précision aussi grande que pos-

sible. De nombreuses études leur sont consacrées (voir chapitre 1.2).

Les approches dévoppées proposent souvent des modèles dans lesquels une

constante f , appelée facteur d’interférence, est définie de la façon suivante:

sur la voie montante uplink, l’interférence reçue par une station de base en

provenance de toutes les autres cellules peut être écrite comme fP , où P

représente la puissance reçue par la station de base en provenance des mobiles

de sa propre cellule. Un facteur d’interférence est également défini, sur la

voie descendante ‘downlink’, pour chaque récepteur (mobile). Le facteur

d’interférence f représente une caractéristique des réseaux radio cellulaires.

Sur la voie descendante, une des principales sources d’inexactitude vient

du fait que, bien que le facteur d’interférence ’downlink’ dépende de la posi-

tion du mobile dans la cellule, le calcul de f ne tient pas compte de cette po-

sition. En effet, les modèles proposés dans la littérature, fondés sur des simu-

lations, des approximations ou encore des analyses mathématiques, n’ont pas

permis d’établir une expression analytique simple du facteur d’interférence



downlink, qui tienne compte de la position du mobile.

Nous proposons un modèle fluide spatial de réseau qui permet d’

établir une expression analytique simple du facteur d interférence f down-

link. L’approche que nous développons est utile dans un grand nombre

de problèmes liés aux réseaux cellulaires, notamment dans la cadre du di-

mensionnement de réseaux. Elle simplifie considérabement la complexité

de l’analyse nécessaire pour établir des résultats précis. Pour autant, la sim-

plicité du modèle n’est pas ”exagérée”. En effet, cela conduirait à l’obtention

de résultats d’une trop grande imprécision.

L’hypothèse sur laquelle repose le modèle fluide de réseau radio que nous

proposons dans cette thèse consiste, en effet, à remplacer un réseau constitué

d’un ensemble discret de stations de base par un ensemble continu de sta-

tions de base. Ce modèle permet d’établir une expression analytique simple

du facteur d’interférences downlink. Cette expression tient compte de la po-

sition du mobile dans la cellule. En termes d’applications, nous proposons

l’utilisation de ce modèle pour le calcul de la capacité d’une cellule et d’un

réseau ainsi que pour le contrôle d’admission des mobiles. Nous développons

également une étude comparative de la densification et de la sectorisation

d’un réseau.

Le premier chapitre dresse un panorama de l’état de l’art. Nous faisons

une brève description du facteur d’interférence. Dans la littérature, il est

habituellement défini comme le rapport entre les interférences provoquées

par les cellules voisines et celles de la cellule serveuse. Nous soulignons

l’intérêt d’en avoir une valeur précise, en particulier afin de répondre à des

problématiques réseaux liées au dimensionnement, à la qualité de service, à la

gestion des resources radio et à celle des mobiles, ou encore à une optimisation

des réseaux sans fil. Nous montrons qu’un nombre important de contribu-

tions utilisent le facteur d’interférence. Certaines publications proposent un

calcul approché. Pour autant, aucune d’entre elles ne fournit d’expression

analytique simple.

Chaque station de base du réseau exerce une influence sur chaque mobile

du réseau, même d’une manière infinitésimale. En conséquence, une analyse
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globale du réseau doit, en toute rigueur, tenir compte d’un nombre important

de contraintes et paramètres. Pour s’en convaincre, considérons par exemple

un problème de dimensionnement. Utilisons un modèle simplifié de la réalité,

dans lequel les seuls paramètres de l’analyse sont les positions des émetteurs

et des récepteurs, ainsi que les puissances de transmission. L’expression

analytique du problème établit le fait que chaque station de base du réseau

exerce une influence sur chaque mobile, avec des contraintes de puissance

d’émission et de charge limitées dans chaque cellule. Il faut donc résoudre

un système composé d’un grand nombre d’équations, répondant elles-mêmes

à un nombre important de contraintes. La complexité du problème reste

élevée, même avec une modélisation aussi simple de la réalité.

Intérêt du facteur d’interférence

Un mobile entrant dans une cellule peut être vu comme source ou générateur

d’interférences pour les autres mobiles déjà présents dans la cellule. En effet,

en uplink le mobile interfère comme émetteur, avec les autres mobiles. Et

en downlink, la puissance du signal radio reçue par le mobile entrant (en

provenance de sa station de base serveuse) interfère avec les autres stations

de base du réseau. Par conséquent, un mobile entrant dans une cellule aug-

mente la charge de la cellule et celle du réseau. L’analyse de la surcharge

spécifique générée par ce nouveau mobile nécessite la connaissance du facteur

d’interférence. De plus, la puissance de transmission de la station de base

serveuse vers le mobile dépend également de ce facteur.

Une connaissance précise du facteur d’interférence est nécessaire pour

évaluer l’influence d’un mobile dans une cellule et un réseau. Cette influ-

ence joue un rôle dans de nombreuses situations. En particulier, le facteur

d’interférence tient une place non négligeable dans:

• le processus de dimensionnement et de planification des réseaux, en

particulier pour l’évaluation de la capacité d’une cellule ou d’un réseau,

• l’analyse de caractéristiques réseaux telles que la probabilité de rejet

et de manière plus générale l’évaluation de la qualité de service d’un



système cellulaire,

• l’analyse des mécanismes d’admission des mobiles,

• la gestion d’un système cellulaire : l’analyse de l’ordonnancement des

mobiles, la gestion des resources radio, l’optimisation...

En conséquence, il est important de pouvoir en déterminer sa valeur avec

une précision élevée, quelle que soit la position du mobile.

Dimensionnement d’un réseau.

L’évaluation de la capacité cellulaire des réseaux est l’un des facteurs clés

contribuant à l’efficacité d’un déploiement de réseau. Ce facteur dépend en

grande partie d’une évaluation adéquate des interférences dans une cellule.

Nous montrons que l’impact du facteur d’interférence sur la puissance de

transmission d’une station de base est important. Rappelons que le facteur

d’interférence représente le poids relatif du réseau sur une cellule donnée.

En conséquence, ce paramètre a un impact non négligeable sur les systèmes

cellulaires et en particulier sur la capacité des cellules (nombre de mobiles,

débits). Ce facteur joue ainsi un rôle fondamental dans l’analyse et le calcul

du dimensionnement. En particulier, pour les systèmes cellulaires fondés

sur une technologie d’accès de type CDMA, la zone de couverture d’une

station de base émettrice (cellule) dépend fortement du trafic en cours dans

le réseau et des niveaux d’interférences en provenance des cellules voisines.

Les dimensions de la cellule varient en fonction du trafic. Ce phénomène est

connu sous le nom de respiration d’une cellule. Afin d’en prévenir certaines

conséquences telles que la formation de zones géographiques temporairement

non couvertes par le réseau, un opérateur doit prendre en considération des

marges dans le processus de dimensionnement. Ces marges induisent un

recouvrement partiel de cellules voisines. Elles doivent être suffisantes pour

pallier le phénomène de respiration des cellules. Elles ne doivent cependant

pas être trop importantes afin de ne pas accrôıtre inutilement le nombre de
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stations de bases d’un réseau : les zones couvertes par plus d’une cellule

doivent être aussi réduites que possibles.

Une évaluation précise du facteur d’interférence en fonction de la position

du mobile dans la cellule permet une analyse de réseau évitant une surestim-

tion des marges de dimensionnement.

Il est à noter que d’autres phénomènes liés notamment au caractère

aléatoire de la propagation, par exemple l’effet de masque, nécessitent également

la prise en compte de marges de dimensionnement.

Dans notre analyse, nous montrons par ailleurs que le facteur d’interférence

peut s’exprimer en fonction de la densité de stations de base d’un réseau. Ce

facteur peut donc être utilisé pour déterminer le nombre de stations de base

requises pour répondre à un trafic donné. Il permet, en outre, d’analyser la

densification d’une zone de réseau en réponse à un trafic croissant.

Qualité de service.

La probabilité d’accès d’un mobile dans une cellule est un des facteurs fon-

damentaux d’analyse de la qualité de service (QoS). Cette probabilité peut

être caractérisée par l’outage probability. Cet indicateur de qualité exprime

le fait que la puissance de transmission de la station de base nécessaire pour

admettre un nouveau mobile entrant, dépasse sa puissance de transmission

maximale. Nous montrons que l’outage probability, que l’on peut également

interpréter comme une probabilité de non-couverture, peut être calculée en

utilisant le facteur d’interférence. Dans notre approche, le calcul de ce fac-

teur tient compte de la position du mobile. Il permet ainsi d’effectuer un

calcul précis de cet indicateur.

De plus, puisque le facteur d’interférence dépend de la position du mo-

bile, une probabilité spatiale d’outage peut être déterminée. Elle exprime

la probabilité de rejet d’un mobile dans une cellule, sachant qu’il souhaite

entrer dans la cellule à une certaine distance de sa station de base serveuse.



Cet indicateur caractérise de manière encore plus précise la qualité de service

dans un réseau.

D’autres indicateurs de qualité de service peuvent être calculés comme

par exemple le temps de séjour caractérisant le temps moyen passé par des

mobiles dans une cellule utilisant un service non temps-réel.

Gestion des mobiles.

Comme nous l’avons déjà fait observer, puisque le facteur d’interférence car-

actérise la charge générée par un mobile, sa connaissance permet de déterminer

avec une précision élevée l’influence du mobile dans une cellule ou un réseau.

Elle permet ainsi de comparer différentes stratégies d’admissions de mo-

biles. Par conséquent, elle peut aider un opérateur à adopter une stratégie

donnée, en tenant compte de contraintes qui lui sont spécifiques.

La conception d’une politique d’ordonnancement de transmission

efficace et juste constitue un des problèmes actuels pour les réseaux cel-

lulaires de la troisième génération. En particulier, le contrôle de la qualité

de service (QoS) n’est pas nouveau dans le contexte des réseaux intégrant

plusieurs services. Le problème principal est de contrôler le débit de manière

qui soit à la fois

• efficace pour l’usage des resources du réseau,

• et avantageux pour l’opérateur,

en tenant compte de l’impact sur la capacité du réseau et sur la qualité perçue

de l’application.

L’analyse et l’optimisation des stratégies d’ordonnancement constituent

également un point de départ pour étudier et optimiser la charge du réseau

et son dimensionnement. Un objectif peut aussi consister à concevoir des

politiques de contrôle d’accès et d’ordonnancement.

Une évaluation précise de l’influence du mobile dans une cellule exige

une connaissance précise du facteur d’interférence. Cette connaissance est
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nécessaire pour analyser et optimiser l’impact des interférences sur la ca-

pacité, et la qualité de service des applications en temps-réel et best effort.

Modèle fluide de réseau

Le chapitre 2 présente les principaux paramètres et grandeurs utilisés dans

la thèse (puissances de transmission, interférence, rapport signal sur bruit,

etc.) et donne la définition analytique précise du facteur d’interférence f que

nous adopterons dans cette thèse.

La puissance totale reçue par un mobile u en provenance de toutes les

stations de base du réseau peut s’écrire comme la somme de deux termes :

pint,u + pext,u, où pint,u représente la puissance totale interne en provenance

de la station de base serveuse b reçue par le mobile et pext,u représente la

puissance totale externe en provenance des autres stations de base du réseau.

Il est à noter que le signal utile reçu par le mobile est inclus dans pint,u.

La définition du facteur d’interférence que nous adopterons est légèrement

différente de la définition classique. Elle intègre en effet la puissance totale

reçue dans la cellule serveuse (et non uniquement l’interférence interne). Cela

permet d’avoir un facteur d’interférence défini en chaque point de la cellule

indépendamment du service fourni au mobile. De plus cette définition reste

valable lorsque l’interférence interne est en théorie inexistante, comme par

exemple dans le cas des systèmes de type OFDMA.

Ainsi, pour un mobile u appartenant à une station de base donnée, le

facteur d’interférence downlink fu est-il défini comme étant le rapport entre

la puissance (externe) reçue par ce mobile en provenance de toutes les autres

stations de base du réseau et la puissance totale (interne) reçue par le mobile,

en provenance de sa station de base serveuse :

fu =
pext,u
pint,u

(1)

Les grandeurs fu, pext,u, et pint,u dépendent de la position du mobile. Elles

peuvent en conséquence être définies en chaque point dès lors que la station

de base serveuse est connue.



Considérons un réseau constitué de B stations de base. Notons Pj la

puissance d’émission de la station de base j et gj,u le gain de propagation

entre le mobile u et la station de base j. Le facteur d’interférence peut

également s’exprimer de la façon suivante :

fu =
1

Pbgb,u

B∑
j 6=b

Pjgj,u, (2)

La définition que nous proposons est différente de la définition clas-

sique qui considère seulement un rapport d’interférences. Elle représente

le poids relatif du réseau sur un mobile donné. Nous montrons que le fac-

teur d’interférence caractérise les systèmes radio cellulaires. Notre analyse

porte principalement sur les systèmes de type CDMA. Elle est cependant ap-

plicable à d’autres systèmes. En particulier, nous montrons que la définition

du facteur d’interférence que nous proposons permet de caractériser pleine-

ment le rapport signal sur interférences reçu par un mobile dans le cas d’un

système de type OFDMA.

Dans le chapitre 3 nous développons le modèle fluide de réseau. Au lieu

de faire un calcul traditionnel qui considère des stations de base localisées

en des points donnés, nous considérons une densité continue de stations de

base. Nous en déduisons une formulation analytique simple du facteur

d’interférence en tout point d’une cellule, en fonction de la distance de ce

point à la station de base. Cette formule explicite dépend du rayon de la

cellule, de la taille du réseau et de l’affaiblissement de la puissance radio.

Elle s’écrit de la façon suivante :

f(r) =
2πρbsr

η

η − 2

[
(2Rc − r)2−η − (Rnw − r)2−η

]
. (3)

Dans cette expression,

• ρbs représente la densité de stations de base,

• r représente la distance entre le mobile considéré est sa station de base

serveuse,
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• η est le paramètre caractérisant la perte de puissance en fonction de la

distance,

• 2Rc est la distance entre deux stations de base voisines,

• Rnw est la dimension du réseau considéré.

Notons que le facteur d’interférence f(r) pourrait également s’exprimer

comme une fonction de η et s’écrire f(η). C’est cette dernière expression que

nous utiliserons au chapitre 8 dans un des raffinements de notre étude qui

prendra en compte l’effet de masque.

Modèle fluide et modèle hexagonal de réseau

Nous validons notre modèle en le comparant à un modèle classique de réseau.

Nous comparons la valeur de f obtenue par notre formulation à celle obtenue

à l’aide de simulations effectuées sur un réseau hexagonal classique, avec une

propagation homogène. Nous montrons que les résultats numériques sont très

proches des résultats analytiques. La formule obtenue fournit une très bonne

approximation de f . Nous établissons la validité du modèle fluide de réseau

quelle que soit la densité de stations de base considérée, même lorsqu’elle

est très faible et quelle que soit la taille de réseau, même lorsqu’elle est très

limitée.

Notons cependant que le modèle hexagonal de réseau est une représentation

de la réalité : les réseaux réels ne sont pas hexagonaux. Nous pouvons en

conclure que le modèle fluide et le modèle hexagonal, plus traditionnel, sont

deux simplifications de la réalité. Aucun des deux modèles n’est a priori

meilleur que l’autre.

Applications du modèle fluide

Les chapitres 4, 5 et 6 proposent des applications possibles du modèle fluide

concernant les réseaux de type CDMA : le calcul de la capacité d’une cellule

et d’un réseau, l’analyse du partage des ressources radio et la probabilité

d’outage.
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2Rc

Continuum

Rc

Rnw of base stations

Figure 1: Modèle fluide de réseau.

Figure 2: Modèle hexagonal de réseau.
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Le chapitre 4 analyse la capacité d’une cellule et d’un réseau CDMA.

L’utilisation du modèle fluide en permet un calcul simple. L’influence du

bruit thermique est également mise en évidence.

Nous établissons une expression analytique de la charge d’une cellule et

de sa capacité, en exprimant que la puissance totale d’une station de base

quelconque b est limitée par sa valeur maximum Pmax :

∑
u

βu(α+ fu) +

∑
u βu

N0

gb,u

Pmax
≤ 1− ϕ. (4)

où:

• α représente le facteur d’orthogonalité,

• βu = γ∗u/(1 + αγ∗u) où γ∗u est le SINR cible du service demandé par le

mobile u,

• ϕ est la fraction de puissance de la station de base affectée aux canaux

communs.

• N0 est le bruit thermique.

Nous pouvons ainsi définir la capacité nominale de la cellule : Θ = 1−ϕ,

et la capacité nominale requise pour la connexion d’un mobile u:

Lu = βu(α+ fu) +
βu

N0

gb,u

Pmax
. (5)

Cette expression signifie que chaque mobile u ’génère’ une charge Lu dans

la cellule. Cette charge correspond à la capacité requise pour la connexion

du mobile à sa station de base serveuse.

Considérant la voie descendante (downlink), la charge LDL de la cellule,

définie de la facon suivante

LDL =
∑
u

Lu (6)

représente le ratio entre la puissance totale requise par les mobiles et la

puissance de transmission maximale de la station de base. Cette charge est



composée d’un terme dû aux interférences en provenance des autres stations

de base Linterf :

Linterf =
∑
u

βu(α+ fu), (7)

et d’un terme dû au bruit thermique LN0 .

LN0 =

∑
u βu

N0

gb,u

Pmax
(8)

Nous analysons la densification d’une partie d’un réseau, c-à-d l’ajout

d’un certain nombre de stations de base dans une zone donnée, comme solu-

tion à un accroissement du trafic.

En raisonnant sur le partage de puissance de la station de base entre les

mobiles présents dans la cellule, nous établissons la capacité pôle d’un réseau

régulier offrant un seul type de service à l’aide de l’utilisation de la formula-

tion analytique du facteur d’interférence obtenue au chapitre précédent. Nous

étudions l’évolution de cette capacité en fonction de différents paramètres tels

que le rayon des cellules et la puissance des stations de base. Les résultats

obtenus confirment le comportement connu d’un réseau CDMA. La formu-

lation analytique établie à l’aide du modèle fluide permet de quantifier sim-

plement l’impact d’une variation de paramétrage du réseau.

Ce chapitre montre un des intérêts possibles du modèle fluide. En effet,

un des objectifs de la planification et du processus de dimensionnement d’un

réseau consiste en une évaluation du nombre de stations de base nécessaire

pour répondre au trafic prévisionnel. Il est important, pour un opérateur de

télécommunication, de réduire le coût de son réseau, et en particulier le coût

dû au nombre de stations de base qu’il déploie. Un des éléments permettant

cette évaluation est le calcul du nombre de mobiles qu’une cellule, une zone

donnée ou le réseau entier sera capable de gérer à tout instant. De plus,

un réseau radio déjà existant ne répond pas nécessairement à la demande en

trafic, soit parce que l’évaluation du trafic n’est pas connue avec suffisamment

de précisison pendant le processus de dimensionnement, soit parce que la

demande en trafic a augmenté depuis que le réseau a été déployé. Parmi les



solutions permettant de répondre à un trafic croissant dans un réseau déjà

existant, un opérateur de télécommunication peut densifier le réseau, c-à-d.,

installer de nouvelles stations de base.

L’opérateur utilise des outils de simulations, afin de dimensionner un

réseau ou pour analyser les avantages d’une densification comme réponse à

un trafic croissant. Cependant, ces outils ne fournissent pas de résultats in-

stantanés. En effet, les simulations peuvent durer un temps non négligeable.

De plus, un grand nombre de simulations peuvent être nécessaires.

L’approche fondée sur le modèle fluide permet d’analyser et de comparer

instantanément différentes solutions ayant, par exemple, pour but un dimen-

sionnement ou une adaptation du réseau à une demande croissante du trafic.

Malgré leur simplicité, les modèles classiques de réseaux, fondés la plupart du

temps sur des motifs de réseaux hexagonaux, ne donnent pas d’expressions

analytiques explicites simples permettant une analyse du réseau, à cause de la

complexité de l’analyse. L’approche fluide ne nécessite aucun calcul complexe

pour obtenir des expressions explicites de certaines caractéristiques impor-

tantes du réseau telles que sa capacité ou la possibilité pour qu’un mobile

soit admis dans le réseau.

Le chapitre 5 étend les considérations sur le partage de puissance de la

station de base au cas de deux services, temps réel (RT) et non temps réel

(NRT), et d’une mise en œuvre de la macro-diversité. Il se poursuit par

l’étude d’un mécanisme d’adaptation de débit et de contrôle d’admission

pour un mixte de trafic temps réel et non temps réel. L’analyse est fondée

sur une châıne de Markov. Elle fait apparâıtre l’importance de réserver une

ressource minimale fixe au trafic non temps réel. L’étude considère également

un traitement différent des handovers par rapport aux nouveaux appels. Le

modèle fluide permet une détermination analytique du facteur d’interférence

moyen, en fonction de la valeur du facteur de affaiblissement exponentiel.

Grâce à ce paramètre, la probabilité de blocage des mobiles utilisant un

service temps réel et le temps de séjour moyen des mobiles utilisant un service

non temps réel sont alors calculés en modélisant le système à l’aide d’un

processus de quasi-naissance-et-mort (QBD).



Dans le chapitre 6, le modèle fluide est employé pour analyser la proba-

bilité de non-couverture (outage probability).

Lorsqu’un nombre n − 1 de mobiles sont en communication dans une

cellule, l’ outage probability P
(n)
out , est la probabilité pour que la puissance

de transmission nécessaire pour satisfaire l’entrée d’un nieme mobile dans la

cellule excède la puissance maximum d’émission de la station de base. Elle

s’écrit

P
(n)
out = Pr

[
n−1∑
u=0

(α+ f(r)) >
1− ϕ

β

]
, (9)

où β caractérise le SINR cible du service demandé par le mobile. Cette

probabilité est aisément calculable à l’aide de la formulation du facteur

d’interférence donné par le modèle fluide.

Nous avons choisi l’utilisation du théorème de la limite centrale afin

d’obtenir une formulation analytique de cette probabilité à l’aide de fonctions

mathématiques classiques (fonction gamma, fonction d’erreur). Les résultats

obtenus sont comparés à ceux établis à l’aide de simulations utilisant un

modèle hexagonal de réseau. Pour des valeurs de l’exposant de propaga-

tion inférieures à 3.5, les écarts entre les deux m’̀ehodes sont faibles. Pour

des valeurs importantes de l’exposant de propagation (typiquement 3,5), les

écarts sont non négligeables. C’est pourquoi nous proposons d’intégrer, dans

la formulation du facteur d’interférence, un coefficient correctif. Ce dernier,

dépendant du facteur d’affaiblissement, est déterminé de façon à faire co-

incider la probabilité de non couverture établie à l’aide de la formulation

analytique à celle obtenue par simulation sur le modèle hexagonal. En outre,

la connaissance du facteur d’interférence f en fonction de la distance à la

station de base permet de calculer un indicateur de qualité de service plus

précis : la probabilité d’outage spatial. Cet indicateur donne la probabilité

de rejet d’un mobile, sachant qu’il entre à une certaine distance de la station

de base. Il donne une connaissance plus précise de la qualité de service. Il

peut, en particulier, permettre à un fournisseur de faire une meilleure gestion

du trafic.



Raffinements du modèle fluide

La troisième partie du document est consacrée au ”raffinement” du calcul

du facteur d’interférence. L’expression analytique du facteur d’interférence

établie au chapitre 3 repose sur l’hypothèse d’un affaiblissement radial isotrope

et déterministe, entre l’émetteur et le récepteur. Les chapitres 7 et 8 pro-

posent deux améliorations à ce modèle. Ils analysent l’effet d’une propaga-

tion non isotrope dépendant d’un gain d’antenne angulaire (chap̂ıtre 7) et

celui d’une propagation aléatoire par la prise en compte de l’effet de masque

(chap̂ıtre 8). Le chap̂ıtre 9 propose une extension du modèle fluide à la liaison

montante.

Le chap̂ıtre 7 traite d’un réseau tri-sectorisé avec utilisation d’antennes

à 65o d’ouverture (à 3 dB). Ce chapitre est une extension importante du

chapitre 3. En effet, la tri-sectorisation est généralisée dans les réseaux

cellulaires déployés par les opérateurs. L’expression analytique du facteur

d’interférence obtenue dépend de la position du mobile dans la cellule, et

non plus uniquement de sa distance à la station de base. La comparaison

avec des valeurs moyennes établies à l’aide de simulations de type Monte-

Carlo effectuées sur un réseau hexagonal montre un très faible écart entre les

deux méthodes.

Nous avons établi un résultat particulièrement intéressant : dans le cas

d’un réseau sectorisé, constitué d’antennes directionnelles, le facteur d’interférence

fsect(r, θ) peut s’exprimer comme une fonction linéaire du facteur d’interférence

d’un réseau constitué d’antennes omnidirectionnes f(r) que nous notons dans

ce cas fomni(r) :

fsect(r, θ) = a(θ)fomni(r) + b(θ). (10)

Dans cette expression, le paramètre a(θ) représente l’impact de l’ensemble

des stations de base du réseau et b(θ) représente l’impact des autres secteurs

du site considéré. Ces paramètres sont uniquement fonction de l’angle, du

nombre de secteurs et du gain d’antenne normalisé G(θ). Cette dépendance

linéaire est une conséquence de l’expression analytique de la puissance p
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reçue en un point de coordonnées (r, θ) : p ∝ r−ηG(θ). La dépendance avec

la distance est en effet découplée de la dépendance angulaire.

Lorsque G(θ) = 1, c.-à-d. pour un réseau constitué de stations de base

omnidirectionnelles, a(θ) = 1 et b(θ) = 0, l’expression (10) du facteur

d’interférence devient fsect(r, θ) = fomni(r).

Le calcul du gain de capacité apporté par la tri-sectorisation donne des

valeurs proches de celles établies à l’aide d’outils de simulation ou disponibles

dans la littérature. Cette première amélioration du modèle fluide permet

d’analyser des réseaux cellulaires sectorisés. Comme application, nous pro-

posons une comparaison de deux solutions à un accroissement de trafic :

la densification et la sectorisation (c.-à-d. l’ajout d’antennes directionnelles

sur les emplacements existants de station de base). Les résultats établis à

l’aide du modèle fluide sont proches de ceux obtenus par simulation dans un

environnement réel (cf remarque du paragraphe 7.7.1).

Nous proposons une généralistion du modèle fluide pour un réseau q-

sectorisé, avec q ≥ 1.

Dans un réseau réel, le pathloss dépend de l’environnement local (terrain,

bâtiments, arbres...). Par conséquent, le lien radio peut être modélisé par

une loi qui exprime que la puissance reçue en un point quelconque du système

dépend de la distance r de l’émetteur (”line-of-sight”), et de l’environnement.

Dans le chapitre 8, la deuxième amélioration du modèle fluide que nous pro-

posons permet de prendre en compte l’effet de masque dû à l’environnement.

Nous montrons que le facteur d’interférence peut être approximé par une loi

lognormale. Nous en établissons une expression analytique de la moyenne

et de l’écart-type, en chaque point, par application de l’approximation de

Fenton-Wilkinson pour une somme de variables aléatoires lognormales.

Considérant la puissance Pj transmise par la station de base j du réseau,

et r−ηj,uA l’expression analytique de la perte de puissance tenant compte de

l’effet de masque, la puissance pj,u reçue par un mobile u s’exprime :

pj,u = PjKr
−η
j,uA (11)
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Le paramètre A = 10
ξ
10 représente l’effet de masque. Il caractérise les

variations aléatoires de la puissance reçue. Le paramètre ξ est une variable

aléatoire de loi normale, de moyenne 0 et d’écart-type σj de valeur typique

comprise entre les valeurs 0 and 10 dB. Le terme PjKr
−η
j,u représente la valeur

moyenne de la puissance reçue par le mobile u situé à la distance rj,u de

l’émetteur (BSj). La fonction densité de probabilité (PDF) de cette puissance

s’exprime (par souci de simplification on abandonne l’index u):

Ψj(s) =
1

aσjs
√
π
exp−

(
ln(s)− amj√

2aσj

)2

(12)

avec

• a = ln 10
10

,

• mj = 1
a
ln(KPjr

−η
j ) est la moyenne de la puissance (logarithmique)

reçue exprimée en décibels (dB),

• σj est l’écart-type (logarithmique) de la puissance reçue due à l’effet

de masque en décibels.

La valeur moyenne mf de la variable aléatoire log-normale caractérisant

le facteur d’interférence s’exprime de la façon suivante :

mf = f(η)H(σ). (13)

Dans cette expression, f(η) représente le facteur d’interférence sans effet

de masque. H(σ) représente l’impact de l’effet de masque :

H(σ) = exp
(
a2σ2/2

) (
G(η)(exp(a2σ2)− 1) + 1

)−1
2 , (14)

avec

G(η) =
f(2η)

(f(η))2 . (15)

L’écart-type de la variable aléatoire log-normale caractérisant le facteur

d’interférence est donné par l’expression :

a2σ2
f = 2(a2σ2 − lnH(σ)). (16)



Nous montrons que la topologie du système tient un rôle non négligeable

dans l’expression du facteur d’interférence f . En effet, la fonction H(σ)

caractérise l’impact de l’environnement d’un mobile. En plus de l’effet de

masque, cette fonction dépend d’un facteur G variant avec la position des

mobiles et avec les caractéristiques du réseau telles que :

• le paramètre η, qui peut varier avec la topographie et de manière plus

générale avec l’environnement géographique (urbain, rural, micro cel-

lules, macro cellules).

• la position et le nombre de stations de base.

Le facteur G peut être interprété comme un facteur de forme envi-

ronnemental caractérisant le réseau. Son expression dépend en effet de la

position des mobiles et de celle des stations de base.

La valeur moyenne et l’écart type du facteur d’interférence exprimés à

l’aide du modèle fluide mettent en évidence l’influence des différents paramètres

de réseau : rayon de cellules, paramètre d’affaiblissement exponentiel, dis-

tance du mobile à sa station de base.

L’effet de masque dépend de l’environnement autour du mobile. Il sem-

ble par conséquent naturel, dans le cas de réseaux réels, de considérer une

corrélation entre les signaux reçus par un mobile, en provenance de différentes

stations de base. C’est pourquoi le calcul est ensuite étendu au cas où

les masques présents entre un mobile et plusieurs stations de base sont

corrélés. Nous établissons ainsi la valeur moyenne et l’expression de l’écart-

type pour des signaux corrélés. Nous montrons en particulier que le fac-

teur d’interférence obtenu a une expression analogue à celle obtenue sans

corrélation des masques mais avec une valeur d’écart-type plus faible. Nous

montrons de plus que l’effet de masque a une influence limitée, et nous en

exprimons les limites.

Le modèle fluide de réseau radio cellulaire est maintenant utilisable pour

chaque environnement spécifique caractérisé par la propagation, l’effet de

masque et la configuration du réseau.



Le chapitre 9 propose l’application du modèle fluide au calcul de facteur

d’interférence sur la voie montante.

Nous montrons que l’analyse de la liaison montante uplink peut être

faite de manière analogue à celle de la liaison descendante downlink. Nous

développons, et validons, un modèle fluide uplink de réseau. Nous définissons

un facteur d’interférence uplink, et établissons une formule explicite de ce

paramètre.

Le chapitre 10 propose une synthèse des travaux et jette brièvement

quelques pistes d’extension. Dans cette thèse, nous avons montré que le

modèle fluide permet de connâıtre, avec une grande précision, l’influence d’un

mobile quelconque entrant dans un système radio. Nous nous proposons par

conséquent, d’explorer différents types de problèmes tels que :

• l’influence de la mobilité sur les performances d’un système radio,

• l’influence de différents types d’ordonnancements (voir par example

[KeA07]),

• l’analyse de systèmes radio fondés sur l’OFDMA : le dimensionnement,

les performances, l’optimisation...
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Preface

In network engineering, and more generally in complex systems, there is often

a tradeoff between simplicity of mathematicial tools, formulas or numerical

approaches on the one hand, and accuracy on the other hand. We analyze

such a situation in wireless networks. We propose a spatial fluid model

network that allows to establish a simple formula of a characteristic of cel-

lular radio networks, the interference factor f. This one, useful for network

dimensioning and control purposes in the cellular context, simplifies consider-

ably the computation complexity needed to obtain accurate results, without

over-simplifying the model which could have resulted in large inaccuracies.

There have been previous approaches that attempted to obtain simple

formulas for network dimensioning and control purposes in the cellular con-

text.

One of the main sources of inaccuracies lies in the fact that though the

downlink interference factor depends on the position of the mobile in the cell,

the computation of f does not take it into account.

The goal of our approach is to propose a model that is more accurate in

taking into account the distance of a mobile to the base station, and is still

simple enough to lead to close form formulas.
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Chapter 1

Introduction

1.1 Motivation

In network engineering one often needs mathematicial tools for dimension-

ning purposes and for optimisation of resources. In that context, and more

generally in complex systems, there is often a tradeoff between simplicity of

formulas or of numerical approaches on the one hand, and accuracy on the

other hand. In this thesis we analyze such a situation in wireless networks.

A mobile (MS) connected to its serving base station (BS) receives signal

and interferences. The amount of interferences due to the other BSs of the

network depends on many parameters such as their transmitting powers,

positions and number, pathloss (including the shadowing and the fast fading

effects), topology, environment (rural, urban, other)...

Any analysis of cellular radio systems (dimensioning, quality of service,

radio resources management...) has to take into account the interferences

effects. This is the reason why it is necessary to evaluate their influence,

as precisely as possible. The different kinds of studies and developement

of models existing in the literature in that objective, based on simulations,

approximations, mathematical analyses, empirical approaches ...(see Section

1.2), did not allow to derive a simple analytical expression of the downlink

interference factor, which takes into account the mobile position.

The analysis is not easy. Since each base station has an influence on



48 Introduction

each mobile of the network, even in a infinitesimal way, a global analysis

has to take into account a great number of constraints or parameters. Let us

consider for example a dimensioning problem. Let assume a simplified model

of the reality, where the only parameters of the analysis are the positions of

the transmitters and receivers and the transmitting powers. Since each base

station has an influence on each mobile of the system, the system to analyze

has to answer to a great number of constraints expressed by a great number

of non independant equations.

The problem has a high complexity, even with such a simple modelization

of the reality. In a cellular radio network, the other-cell interference factor

f is an important parameter characterizing these interferences. It represents

the ’weight’ of the network on a given cell. The precise knowledge of the

interference factor allows the derivation of networks characteristics such as

outage probabilities, capacity evaluation and admission control mechanisms.

A mobile entering a cell can be seen as a ’source’ or ’generator’ of inter-

ferences for the other mobiles already present in the cell. Indeed, in uplink

the mobile interfers, as a transmitter, with the other mobiles. And in down-

link since the entering mobile needs radio power from its serving BS, this last

one has to transmit power and interfers with the other BS. As a consequence

a mobile entering a cell increases the load of the cell. To analyze the specific

overload generated by the new entering mobile, one has to take into account

the interference factor. Moreover the BS transmitting power towards the

mobile also depends on that factor.

A precise knowledge of the interference factor is necessary to evaluate

the influence of a mobile in a cell and a network. It appears interesting to

determine with a high accuracy the interference factor, whatever the mobile

location. Indeed, the interference factor plays a role in many cases, and in

particularly for:

• the dimensioning process

• the quality of service determination

• the system management: mobile scheduling analysis, radio resources
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management, optimization...

Dimensioning.

The estimation of cellular networks capacity is one of the key points before

deployment and mainly depends on the characterization of interference.

Since the interference factor has a strong influence on the transmitting

power of a base station, it affects the performance of cellular systems and in

particular their cell capacity. That factor plays a fundamental role in dimen-

sioning analysis. In particular, in the CDMA systems case, the coverage of a

given cell strongly depends on the traffic and the interferences coming from

the neighboring cells. This is known as a cell breathing [VeS99]. Thus some

margins have to be taken into account during the planning process. One of

the main sources of inaccuracies of the existing approaches lies in the fact

that though the interference factor depends on the position of the mobile in

the cell, the computation of f does not take it into account. An accurate

estimation of that parameter would allow a network design avoiding over-

estimating margins. As a consequence, an investigation of the interference

characteristics based on the location of users seems useful.

For these reasons, a precise knowledge of f whatever the mobile location,

seems interesting.

In our analysis, we show that this factor directly depends on the density

of base stations, and can be used to determine the number of base stations

needed to answer a given traffic. In other terms it allows to analyze the ben-

efit of a densification of a network zone, for example to answer an increasing

traffic.

Quality of service.

The probability for a mobile to enter a cell is an important quality of service

(QoS) parameter. The outage probability can be calculated using the inter-

ference factor. Since the interference factor depends on the location of the

entering mobile, a spatial outage probability can be determined. This last

one expresses the probability for a mobile to enter the cell, at a given distance

from its serving BS. Other quality of service indicators can be calculated as
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for example the sojourn time characterizing the total average time lasted in

a cell by mobiles using a non real time service.

The calculation of the interference factor, with a high accuracy whatever

the mobile location, is interesting in these cases too, and particularly to

determine the spatial outage probability.

Mobile management.

As already observed, since the interference factor characterizes the load gen-

erated by a mobile, its knowledge allows to determine with a high precision

the influence of any mobile in a cell or a network. It thus enables to com-

pare different admission control strategies. As a consequence, it can help

vendors to adopt a given strategy and /or policy according to their specific

constraints.

The design of efficient and fair transmission scheduling policies consti-

tutes one of the current problems for the third generation cellular networks.

In particular, the quality of service (QoS) control related to the flow is not

new in the context of the networks integrating several services. The principal

problem is to control the throughput in a manner which is effective for the

use of the resources of the network, and advantageous for the operator by

taking into account the impact on the perceived quality of the application,

the capacity and the coverage of the network.

The analysis and the optimization of scheduling also constitute a start-

ing point to study and optimize the load of the network and the dimensioning

of the networks and cells. An objective can be to design scheduling and access

control policies.

An accurate evaluation of the influence of any mobile in a cell requires

a precise knowledge of the interference factor. That knowledge is necessary

to analyze and optimize the impact of the interferences on the capacity, and

the quality of service of real-time and best effort applications. And then,

tools of optimization theory and optimal control can be used to identify the

adequate policies. Stochastic and probabilistic analysis make it possible to

quantify the perceived quality corresponding to the suggested policies.
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1.2 Previous approaches

There have been previous approaches proposed to model the interference

factor f (see for example [Vit93] [Ev99] [FoLi00] [Ata05] [Alm98] [Oweb00]

for the uplink and [Vit94] [Gil91] [Ela05] [Bac03] [BoP03] [Tjh00] for the

downlink). Many among them assumed f as a constant. The interference

received at a base station from other cells can be written as fP where P is the

power received by the base station from mobiles in its own cell. This approach

can be used to approximate the quality of a signal received by a mobile using

the ratio ‘Signal to Interferences’ and then to use it for power and rate

control, for call admission decisions etc. That assumption (f is a constant)

can be justified in the uplink case, for example when the traffic distribution is

considered as uniform. In the downlink, the justification of that assumption

is more difficult. Indeed, since the mobiles receive an interfering radio power

depending on their location, the interference factor strongly depends on this

one. To analyze and determine the interference factor, different methods were

used. Though some analytical approaches exist, up to now, the evaluation

of the interference factor has been mainly done by using simulations.

Pioneering works on the subject [Vit93] were mainly focusing on the up-

link. Working on this link, [Ev99] derived the distribution function of a ratio

of path-losses, which is essential for the evaluation of external interference.

The authors approximated the hexagonal cell with a disk of same area. Based

on this result, Liu and Everitt propose in [Liu06] an iterative algorithm for

the computation of the interference factor, also on the uplink. [Ata05] pro-

poses an empirical model for the inter-cell interference factor in the uplink

of a CDMA cellular system. [Kol05] analyzes the uplink interference factor

and compares to upper bounds given by [Vit93].

Considering inhomogeneous UMTS networks [StaL02] and [StL02] pro-

pose an approximation analysis of the uplink othercell interference distri-

butions using a fix-point based approach. [LiEv06] proposes an analytical

characterization of other-cell interference in the uplink of CDMA networks.

It is based on an iterative method for solving fixed-point equations employed
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to determine the mean and variance for lognormal approximation of the

other-cell interference.

[KoW04] uses simulation and modelling to obtain the other-cell interfer-

ence factor for CDMA systems and proposes comparisons with upper bounds

results. In [Alm98], the authors obtain the analytical values of the mean and

the standard deviation of the intra-cell and inter-cell interference for the

reverse link of CDMA systems.

Some simulation statistics of measured uplink f-factor are given in [Owe00]

over different Monte-Carlo snapshots.

[BaR03] deals with numerical average values of f-factor for different envi-

ronment conditions.

The authors of [BoSt01] introduce a ’frequency reuse factor’ F for the

reverse link, related to the interference factor f as F = 1
1+f

which allows to

establish a pole capacity formula.

On the downlink, [Vit94] and [Vit95] aimed at computing an average

interference factor over the cell by numerical integration in hexagonal net-

works. They did not take into account the distance between the mobile and

its serving base station in the calculation of the interference factor.

In [Gil91], Gilhousen et al. show that, particularly for terrestrial network,

the interference suppression feature of CDMA systems can result in a capacity

increase. They provide Monte Carlo simulations and obtain a distribution of

the total interference.

In [Ela03] and [Ela05], other-cell interference is given as a function of the

distance to the BS. They however only determined an upper bound of the

other cell interference.

Baccelli et al. [Bac03] consider a random network approach (base stations

are randomly distributed) to analyze the influence of geometry on the com-

bination of inter-cell and intra-cell interferences in the downlink in the case

of large CDMA networks. They use an exact representation of the geom-

etry of the downlink channels to define scalable admission and congestion

control schemes, They study the capacity of these schemes when the size of

the network tends to infinity using stochastic geometry tools. The authors
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of [BaB05] consider a random network approach to provide spatial blocking

probabilities. The authors rely on an approximated formula for f , the in-

terference factor is nevertheless not their main concern. Their approach is

based on an exact representation of the geometry of both the downlink and

the uplink channels. The authors show that the associated power allocation

problems have solutions under constraints on the maximal power of each sta-

tion/user. The analysis is implemented in such a way that each base station

only needs consider the load brought by its own users to decide on admission.

The global feasibility of the power allocation is ensured.

The authors of [BoP03] analyze data transmission on the downlink of

cellular networks. Considering a HSDPA/HDR system, the base station

transmitting power is time-shared between a dynamic number of mobiles.

They derive analytical performances, in terms of blocking probability and

data throughput. The impact of interference on cell capacity is studied by

considering two types of homogeneous networks: linear networks, where BS

are equidistant and placed on a common infinite line, and hexagonal net-

works, where cells are hexagons of the same size and cover the entire plane.

In both cases, all the base stations BS are assumed active and transmitting

with the same power. The authors make the choice of considering only the

first ring of interferers. They can then express the first ring interference by

an approximated formula.

Chan and Hanly [Chan01] precisely approximate the distribution of the

other-cell interference. They develop an analysis to approximate and obtain

bounds of it. They provide a spatial Poisson point pattern model of traffic

in CDMA network, and show how the theory of Poisson processes can be

applied to provide statistical information about interference levels in the

network. Considering a large number of interference they use a Gaussian

approximation and calculate a bound of the outage probability at a given

cell. The formulas they provide are however difficult to handle in practice.

The authors of [MaT04] propose an other-cell-interference factor distrib-

ution model for the downlink of CDMA systems. They provide a pdf (prob-

ability density function) expression first assuming only one interferer, then

they generalize the expression they established to a multiple case interferers.
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They analyze uniform and non-uniform traffic situations and find a bound

for the total other-cell interference.

In [SeK02] the authors analyze the performance of the packet data trans-

mission DS/CDMA downlink. They define a downlink other-cell-interference

factor as the ratio between the total power received by a mobile coming from

the other base stations to the total power received by its own BS.

In the model proposed by the authors of [GeEi07], the definition of other-

to-own-cell interference ratio is slightly different from the classical one. The

authors include the orthogonality loss factor, which applies to the own-cell in-

terference. This form lacks an explicit physical interpretation, since the value

of the orthogonally factor captures an effect that is related to despreading

the signal.

[Mat00] compute the other-cell interference factor of a CDMA system

for a three-dimensional air-to-ground cellular-like network consisting of a

set of uniformly distributed base stations and airborne mobile users. The

interference factor is found larger than that for terrestrial propagation models

and depends approximately logarithmically upon both the cell height and cell

radius. The analysis proposed by the authors of [Shi03] provide the mean

expression of the downlink other-cell-interference factor, and an experimental

variation of this mean value, as a function of the distance by considering it

as a sum of random variables. Their analysis does not allow to make explicit

its expression for each area of the cell with/without shadowing.

The literature does not provide a simple analytical expression of the downlink

interference factor, which takes into account the mobile location.

1.3 Our approach: a Fluid Network Model

The goal of our approach is to propose a model that is accurate in taking

into account the distance of a mobile to its serving base station, and is still

simple enough to lead to close form formulas.

We propose a spatial fluid model that allows to obtain an explicit ex-

pression of the downlink interference factor. That expression allows to
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simplify considerably the computation complexity needed to obtain accurate

results, without over-simplifying the model which could have resulted in large

inaccuracies.

The interference factor is generally defined as the ratio of other-cell interfer-

ence to inner-cell interference. In our analysis, interference factor is rather

defined as the ratio of total other-cell received power to the total inner-cell

received power. Although very close to the first one, this last definition is

interesting for three reasons. Firstly, total received power is the metric that

mobile stations (MS) are really able to measure on the field. Secondly, f

represents now a characteristic of the network and does not depend on the

considered MS or service. At last, the definition of f is still valid if we con-

sider cellular radio systems without inner-cell interference. In this last case,

the denominator of f is reduced to the useful power.

To establish an analytical expression of f , we need a network model. Classical

models mostly consider hexagonal networks [Vit95] [BoP03] or ’random ones’

where base stations are randomly distributed [Bac03] [BaB05].

In contrast to previous works in the field, the modelling key of our approach is

to consider the discrete set of BS entities of a cellular network as a continuum.

Continuum approach in physics sciences

In many situations, a great set of discrete entities may be observed as a

continuum in physics sciences.

In electromagnetism, the electrical charges are in many cases considered

as a continuum with a given density, to analyze macroscopic systems. In

mechanics, the analysis of gravity effects is determined by considering a mass

density. In thermodynamic systems, many analyzes assume atoms in term

of density, to analyze their macroscopic properties.

In fact, the approach considering a great set of discrete entities as a

continuum with a given density allows to determine macroscopic properties

of the systems, without the complexity of the calculations due to the number
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of entities. That approach gives results with a sufficient precision to allow

analyzing and understanding the reality observed in many situations.

For example, sending satellites around the Earth needs a precise knowl-

edge of its gravitation field. It is however not necessary, in many cases, to

calculate the gravitation field generated by each element constituting the

Earth (atoms, molecules or stones): an approach considering a mass contin-

uum (with the knowledge of mass density) is sufficient.

In many situations, the determination of an electrical field generated by

a great set of electrical charges does not need to consider the field generated

by each discrete charge. The knowledge of a continuum charge (with the

knowledge of a charge density) is sufficient.

In thermodynamics, the temperature of a gas in a closed system can be

determinated by using the Maxwell-Boltzman theory applied to each atom

or molecule of that gas. It can also be calulated by applying the equation

linking the volume, the pressure and the temperature. Though that last

approach is simpler than the first one, the two methods give the same values

in most classical cases. Differences appear only when microscopic effects are

analyzed.

Continuum approach in radio network analysis

The method used in physics sciences can be applied to radio network analysis.

A great number of studies consider a set of discrete ’entities’ as a continuum.

In particular, mobiles can be described as a mobile density and traffic can

be considered as a fluid, to drive macroscopic analysis of radio systems such

as dimensioning or optimisation. Indeed, in many situations, a macroscopic

analysis is sufficient.

In queueing analysis, performances can also be analyzed by considering

a fluid approach. The fluid flow representation proposed by the authors of

[KuM01] is an approximation to cell-level behavior in which cell-level details

are smoothed into a steady rate of fluid flow. The authors of [MiG01] exploit

fluid modeling of the data traffic to present a general methodology for the

analysis of a network of routers supporting active queue management with
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TCP flows.

Recently, the authors of [ToT05] described a network in terms of macro-

scopic quantities such as the node density. The authors investigate the spatial

distribution of wireless nodes that can transport a given volume of traffic in a

sensor network. They assume a massively dense network: there are so many

nodes, that is ’does not make sense to specify their placement in terms of the

positions of individual nodes’ (as said by the authors).

Assuming massively dense wireless networks, Toumpis [Tou06] presents

a few examples on the optimal design of these ones. He shows that these

networks contain such a large number of nodes that a macroscopic view of

them emerges. Though not detailed, that one preserves sufficient information

to allow a meaningful network optimization.

The same idea is used in [Jac04], to analyze the routing of the information

in the case of massively dense ad-hoc networks. In his approach, the author

assumes a very high density of nodes and unlimited networks.

Fluid model network

Since in the model we propose the base stations of a network are replaced

by an equivalent continuum of transmitters which are spatially distributed

in the network, we denote it a fluid network model. This also means that

the transmitting power is now considered as a continuum field all over the

network.

The fluid approach we propose is however quite different than the existing

ones in physics and radio analysis. These last ones assume a great set of

entities (atoms, massively dense radio nodes) to tend towards a fluid limit of

the system. This one allows to calculate macroscopic quantities. In contrast,

in this thesis we establish the accuracy of the cellular network fluid model

we develop whatever the density of base stations, even when this one is very

low and whatever the network size, even when this last one is very limited.

Since the network fluid model is accurate even for very few transmitting base

stations in the network, we will rather denote it as a fluid approximation.

Since the fluid model takes into account networks characteristics, such as
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the pathloss parameter, the shadowing and the topology of the system (see

Chapter 8), it can be used for any kind of environment. Our model takes

into account the whole inter-cell interference and gives results close to the

ones obtained by planning tools (see remark 7.7.1) which take into account

a real environment.

In this thesis, the network access considered is constituted by a set of trans-

mitters (denoted base stations BS) whose transmitting channels share a com-

mon radio frequency bandwidth, like in CDMA systems. Since we mainly

focus on these last ones, though our approach is still valid for other systems,

like OFDMA (WiMAX), TDMA (GSM) or even ad hoc networks, we present

some recalls about them.

1.4 Reminder about UMTS system

The UMTS (Universal Mobile Telecommunications System) is based on a W-

CDMA (Wideband Code Division Multiple Access) technology. It represents

one of the the third generation mobile transmission systems. It was stan-

dardised by the ETSI and defined by the ITU. It was developed to deliver

multimedia mobiles services (as voice, data) with a high quality, a high rate

(for operators/ service providers/users): The range of throughputs offered

to connections can reach 2Mbps locally, and up to 384 Kbit/s for greater

distances. These high throughputs require a large frequency bandwidth. A

sa consequence, a 5MHz carrier has been chosen for the WCDMA.

The UMTS was developed in a ’tool box’ approach, in the aim to describe

the mechanisms of the mapping of services (QoS, transport formats, trans-

port channels, coding, physical channels etc...). For each service, the coding

and the associated physical channel are the choice of the vendor. Indeed, the

UMTS is developed as a multi-service system. The main idea is to define a

certain number of global parameters, precise enough to describe a service in

term of QoS, and neverthless global to be able to describe any service in this

feature even the ones which do not exist yet.

The UMTS has the ability to offer a dynamical resource allocation. The
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choice of CDMA technology mainly lies on its flexibility (see [OjR97] and

[PeH97]). It allows to improve the use of limited radio resource and to of-

fer a quality of service according to the users needs. However, since the

performances of CDMA systems are limited by the interference level, it is

necessary to develop radio resource management algorithms and mobile ad-

mission control ones. One of the main challenges of CDMA networks is to

maximize network capacity and offer quality of service answering the users

needs.

The UMTS offers four classes of services: ”conversational”, ”streaming”,

”interactive” and ”background” which cover real-time and ”best-effort” ap-

plications. The UMTS allows moreover offering variable throughputs. In

particular, for the voice service, the UMTS will use the AMR (Adaptive

Multi-rate) codec which offers eight different transmission rates, from 4.75

kbps to 12.2 kbps, and which can vary in a dynamical way every 20ms.

1.5 Organization

This thesis is organized as follows:

In Chapter 2 we present the frame of our analysis. The interference model

is introduced and the basic derivations of cellular radio network. We first

define the downlink interference factor f as the ratio between external

received power experienced by a mobile coming from all the base stations

of the network and internal received power coming from the base station it

belongs to. The definition we propose is quite different than the common one

which only considers a ratio of interferences. Since it represents the ’weight’

of the network on a given mobile, we show that it characterizes cellular radio

systems. Though we mainly focus our analysis on CDMA systems since

they are typically systems where the downlink interference factor represents

a fundamental parameter, that one can however be applied to other system

such as OFDMA, WLAN or GSM ones.

In Chapter 3 we develop the fluid network model. Using this approach,
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we establish an analytical expression of the interference factor. Since in a real

network, the base stations are a discret set, and not a continuum, we validate

our model by comparing it to a simulated hexagonal network. And we show

through Monte Carlo simulations that the obtained formula provides a very

good approximation of f . This closed formula accounts for the cell radius,

the network size and the path-loss exponent. We establish the accuracy of

the fluid model whatever the density of base stations, even when it is very

low and whatever the network size, even when it is very limited.

In Chapters 4, 5 and 6, we propose some possible applications, as an

analytical study based on the fluid model, in the case of CDMA networks.

Chapter 4 analyzes the capacity of a cell and a network based on a CDMA

frequency division duplex (FDD) technology, in term of mobile number.

As an application of the fluid model, we calculate the capacity of a cell

in term of number of mobiles, and analyze the densification as solution to an

increasing traffic. The fluid model approach allows to analyse and compare

instantaneously different solutions with the aim to adapt the network, or a

given zone of the network, to an increasing traffic demand. The sectorisation,

and a comparison of these two means to answer a traffic demand, is developed

in Chapter 7.

In Chapter 5, we propose a study control policy for a multiservice case,

considering two types of services non real time ones (NRT) and real time

ones (RT), in a CDMA network. We develop a simplified mathematical

model that allows us to analyze the performance of call admission control

combined with GoS control in a WCDMA environment with integrated RT

and NRT traffic. Performance measures, as call blocking probabilities and

expected transfer times, are then computed by modeling the CDMA system

as a quasi-birth-and-death (QBD) process. We establish that these perfor-

mances depend on a parameter, the average interference factor, which is

function of the exponential pathloss factor, and show the fluid model can be

used to analytically determine this one.
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In Chapter 6, the fluid model is used to analyze the global outage prob-

ability: we get a simple outage probability approximation by integrating f

over a circular cell. In addition, as f is obtained as a function of the dis-

tance to the BS, we derive a spatial outage probability, which depends on the

location of a newly initiated call. As downlink is often the limited link w.r.t.

capacity, we focus on this direction, although our framework can easily be

extended to the uplink.

Since one of the hypothesis on which the calculation of the interference

factor lays is a radial and deterministic pathloss depending on the distance

between the transmitter and the receiver, we propose two refinements in

Chapters 7 and 8. Moreover an extension to the uplink is developed in

Chapter 9, too.

In Chapter 7, we propose a first refinement by considering a pathloss

also depending on the antenna gain: this last approach enables to analyze

networks with sectored cells. As an application, a comparison between the

sectorisation of a network (i.e. to add directional antennas in the existing

base station sites) and a densification (i.e. to add new sites) is proposed.

Considering a fluid network approach, we first establish the expression of the

interference factor for a three-sectored network. We validate this approach

comparing it to a numerical computed network. We compare, as solutions

to an increasing traffic, the densification to the sectorisation. And we show,

this model enables to analyse the mobile admission in CDMA networks. We

end by generalizing our model for a q-sectored network, with q ≥ 1.

In Chapter 8, we propose a second refinement by taking into account

the shadowing effect and more generally the effects of each specific environ-

ment (urban, rural, streets buildings)... since in a real network, the pathloss

also depends on the local environment (terrain, buildings, trees). As a con-

sequence, the radio link can be modelled by a term which expresses that the

power received at any point of the system depends on the distance r from the

transmitter (the line-of-sight path), and the environment (terrain, buildings,
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trees). The first term depends on the type of the global environment, urban

or rural, and may moreover depend on the type of cells: macro or micro. The

last term, the shadowing, is generally modelled as a lognormally distributed

function [Stu96].

Using the fluid network approach, we express the interference factor’s

mean value and standard deviation, and analyze the influence of different

network’s parameters: cell radius, exponential pathloss parameter, distance

of the mobile to its serving base station.

Finally in Chapter 9, we analyze the uplink in term of fluid model. We

show the uplink analysis can follow an analogue way as the downlink one,

done in Chapter 3. We develop, and validate, an uplink fluid model of

the network, define an uplink interference factor, and establish an explicit

formula of this parameter. The key modelling of the approach we develop is

to consider the discrete entities of the network, BS and MS, as continuum.

As an application, we propose an analytical admission control study for

the two links, which takes into account the whole network around a given

cell.
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Chapter 2

Interference factor

The aim of this chapter is to present the frame of our analysis, and to intro-

duce the downlink interference factor parameter which represents a charac-

teristic of cellular radio networks.

2.1 Introduction

In this chapter, the interference model is introduced and the basic derivations

of cellular radio network. We first define the downlink interference factor

f . It represents the ratio between external (other-cell) and internal (inner-

cell) received power experienced by a mobile. We show that it characterizes

cellular radio systems. Our analysis can be applied to any system where

transmitting nodes generate interferences such as CDMA and OFDMA ones.

We focus on CDMA systems.

2.2 Interference model and notations

In this section, we introduce the interference model and give the notations

used throughout the chapter.
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2.2.1 Network

We consider a cellular radio system with B base stations (BS) and U mobile

stations (MS) and we focus on the downlink. Since we assume all the BS

transmit power at the same frequency, we focus on CDMA systems. If a

mobile u is attached to a base station b (or serving BS), we write b = ψ(u).

Soft handover (SHO) situations are not considered here. The position of

mobile station u is denoted x(u). Notice that “position” may include location

and antenna pointing and gain. To simplify the presentation, position will

just refer to a geographical location in a plane, x = (x1, x2) ∈ <2. The

location of a base station is, as usual, called a site, and we assume omni-

directionnal antennas, so that a base station covers a single cell.

2.2.2 Propagation

The propagation path gain gb,u designates the inverse of the pathloss L be-

tween stations b and u, gb,u = 1/Lb,u. If a propagation path is considered

between a BS and a particular location x, the corresponding path gain will

also be denoted by gb,x. In this way, we assimilate gb,x(u) and gb,u, and more

generally we will assimilate throughout the chapter u and x(u).

2.2.3 Power

The following power quantities are considered:

• Pb,u is the useful transmitted power from station b towards mobile u

(for user’s traffic);

• Pb = PCCH + ΣuPb,u is the total power transmitted by station b,

PCCH represents the amount of power used to support broadcast and

common control channels.

• pb,u is the power received at mobile u from station b;

we can write pb,u = Pb gb,u;
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• Sb,u = Pb,u gb,u is the useful power received at mobile u from station b

(for traffic data); since we do not consider SHO, we can write

• Su = Sψ(u),u = Sb,u.

2.2.4 Interferences

The total amount of power experienced by a mobile station u belonging to

a cell b in a cellular system can be split up into several terms: useful signal

(Sb,u), interference and noise (N0). Let the system power be the total power

received by a mobile coming from all the base stations of the network. It is

common to split the system power into two terms: pint,u + pext,u, where pint,u

is the internal (or own-cell) received power and pext,u is the external power

(or other-cell interference). Notice that we made the choice of including the

useful signal Sb,u in pint,u, and, as a consequence, it has to be distinguished

from the commonly considered own-cell interference.

With the above notations, we define the interference factor in u, as the

ratio of total power received from other BS to the total power received from

the serving BS b:

fu = pext,u/pint,u (2.1)

The quantities fu, pext,u, and pint,u are location dependent and can thus

be defined in any location x as long as the serving BS is known.

We can express the interference factor as:

fu =
1

Pbgb,u

B∑
j 6=b

Pjgj,u, (2.2)

with b = ψ(u)

As a special case we notice that for a homogeneous network and traffic (uni-

formly distributed), all the base stations transmit the same power. The

interference factor can thus be expressed as

fu =
1

gb,u

B∑
j 6=b

gj,u (2.3)
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These expressions (2.2 and 2.3) show that, although very close to the

common definition [HoT04] that considers a ratio of interferences, this new

definition of f is interesting for the following reasons:

• Firstly, the total radio power received by a mobile pext,u + pint,u is a

metric easy and simple to be measured by that mobile.

• Secondly, using this definition, the parameter f represents a charac-

teristic of the network. It does not depend on any considered MS or

service, but only on the number of base stations, their positions and

transmitting power and the pathloss. This last one depends on the

environment (urban, rural...): it can be considered characterizing a

network zone. We moreover observe that in a case of an homogeneous

network, the interference factor does not depend on the base station

transmitting power.

• At last, that definition of f is still valid when the considered cellular

system has no inner-cell interference. In this case, the denominator of f

is reduced to the useful power. So that definition of interference factor

can be applied to other systems than CDMA, as for example OFDMA

(WiMAX) or TDMA ones (GSM with frequency hopping), and can be

extended to ad-hoc networks.

2.2.5 Transmitting channels orthogonality

In downlink, transmitting channels are orthogonal in a CDMA system. There

is however a loss of orthogonality due to multipath. A coefficient α may be

introduced to account for the lack of orthogonality between physical chan-

nels in the own cell (see for example [NeM05]). Note that α, 0 ≤ α ≤ 1, a

priori depends on the location, and should be noted αx. However this case is

almost never considered. In the rest of our analysis, we follow the common

assumption that α is not location dependent. An intra cell interference ex-

pressed as α(pint,u−Sb,u) can appear due to the transmitting powers towards

the other mobiles of the cell.
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2.2.6 Signal to Interference Ratio

The signal to interference plus noise ratio (SINR)is denoted :

• γu the SINR evaluated at station u;

• γ∗u the target SINR for the service requested by station u.

The signal to interference plus noise ratio will be used as the criteria of radio

quality. Assuming mobiles use only one service, γ∗u is the target SINR for

the service requested by MS u. This figure is a priori different from the

SINR evaluated at mobile station u. However, we assume perfect power

control, so γu = γ∗u for all users. In the UMTS case, we assume that perfect

power control (PC) is performed for all users ([LaW01][HiB00]), the SINR

γu experienced by a mobile has to be at least equal to the target value γ∗u.

As a consequence of the perfect power control, at each moment the trans-

mitting power Pb,u is adapted to the propagation conditions for the mobile

to receive the power it needs. It means that Pb,u is not a constant. As a

consequence the total transmitting power Pb of base station b should not be

constant, even in an homogeneous network. However we can assume that sta-

tistically, when some mobiles need a lower power, others need a higher one.

And the total transmitting power is about constant. With the introduced

notations, the SINR experimented by u can be derived (see e.g. [Lag05]):

γu =
Su

α(pint,u − Su) + pext,u +N0

(2.4)

where the term α(pint,u − Su) represents the intra cell interferences. For an

OFDMA system, there is no internal interference, so we can consider that

α(pint,u − Su) = 0.

For a UMTS System, as we assume perfect power control, we can write:

γ∗u =
Su

α(pint,u − Su) + pext,u +N0

(2.5)

From the expression (2.4), and introducing the parameter

βu =
γu

1 + αγu
(2.6)
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we can express Su as:

Su = βupint,u(α+ pext,u/pint,u +N0/pint,u) (2.7)

2.3 Considerations on the base station power

2.3.1 Power dedicated to a mobile

The transmitted power for MS u, Pb,u = Su/gb,u, using relations pint,u = Pbgb,u

f = pext/pint and expression (2.7) can be written as:

Pb,u = βu(αPb + fuPb +
N0

gb,u
). (2.8)

For an isolated cell fu = 0, the term fuPb vanishes. As a consequence, in a

multi-cell situation, the interference factor well characterizes, as a network,

the system we analyze. Indeed this parameter gives the influence of the

network, especially the number, the positions and the power transmissions

of the base stations, on a mobile belonging to a given cell b of a CDMA

network. Without this term, the network ’disappears’. Since it represents

the relative weight of the network on a cell, to analyze such a network, it

appears interesting to have an analytical expression of f .

Remark

Though we mainly focused on systems based on a CDMA access technology,

the interference factor represents the ’relative weight’ of the network on a

mobile belonging to a given cell also in the case of OFDMA based systems

or TDMA ones.

2.3.2 Total base station transmitting power

Assume that there are M mobiles in cell b, the total output power Pb of BS

b is given by:

Pb = PCCH +
∑
u

Pb,u, (2.9)
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where PCCH is the power dedicated to the common channels. And so, ac-

cording to Eq.2.8, we can express the total transmitting power of the base

station as:

Pb =
PCCH +

∑
u βu

N0

gb,u

1−∑
u βu(α+ fu)

. (2.10)

The minimum transmitting power towards mobile u is given by the re-

lation (2.8). It points out the different effects useful power has to overcome

to reach the target SINR when PC is activated: internal interference, ex-

ternal interference and noise. Let us notice that for an isolated cell, there

are no external interferences: parameter fu disappears. If moreover the third

term N0/gb,u is low compared to the first one αPb, the minimum transmitting

power towards mobile u, which can be expressed as

Pb,u = βuαPb, (2.11)

does no more depend on the pathloss.

2.4 Concluding remarks

In this chapter, we defined the downlink interference factor f as the

ratio between external and internal received power experienced by a mobile

belonging to a cell of a cellular radio network. We moreover showed that it

can characterize, as a network, a cellular radio system.
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Chapter 3

Fluid Model for Cellular

Networks

The aim of this chapter is to develop an analytical cellular network model.

Since we consider the base stations of the network as a continuum, we denote

it a fluid model. Using this approach, we establish an analytical expression

of the interference factor. In a real network, the base stations are a discret

set, and not a continuum, so we validate our model by comparing it to a

classical hexagonal model network. We show the accuracy of the fluid model

even for a very low density of BS and for a very limited size of network.

3.1 Introduction

In this chapter, the ’so called’ fluid model leading to the expression of f is

presented and an analytical formula approaching the factor f is derived using

this model. We indeed show [KeA05] [Kel06] that the ratio between external

and internal power can be well approximated by an analytical formula in all

points of the cell. This closed formula accounts for the cell radius, the network

size and the path-loss exponent. We validate this fluid model comparing it

by simulation to a regular hexagonal layout. We show through Monte Carlo

simulations that the obtained formula provides a precise approximation of f .

We end by proposing different possible applications of the fluid model as the

73



74 Fluid Model for Cellular Networks

network densification, quality of service, and mobile management analysis.

3.2 Assumptions

The key modelling step of the model we propose consists in replacing a given

fixed finite number of base stations by an equivalent continuum of trans-

mitters which are spatially distributed in the network. This means that the

transmitting power is now considered as a continuum field all over the net-

work. As already detailled in Section 1.3, in physics sciences, many kinds of

systems (electromagnetic, mechanics, thermodynamic ones) can be analyzed

as a continuum. In radio network analysis too, there are studies [ToT05]

[Jac04] which consider the discrete transmitting nodes of adhoc systems as

a continuum, in term of node density.

When a uniform traffic and a uniform BS density are assumed (homoge-

neous network), and using a model where the pathloss gb,u is only a function

of the distance r (between base station b and mobile u), fu only depends on

that distance. So the interference factor which was written as a function of

u (with an index u) can now be written as a function of r. Since the density

of BS is considered as uniform, it also means that mobiles positioned at the

same distance from the BS have the same interference factor. In fact, all the

mobiles positioned on circles whose centre is the serving BS b have thus the

same pathloss and the same interference factor. In this context, the network

is characterized by a base station density ρbs [Kel06]. We assume that mo-

biles and base stations are uniformely distributed in the network, so that ρbs

is constant. As the network is homogeneous, all base stations have the same

output power Pb.

We can notice that classical network models also consider either hexagonal

or random base station distributions. They are considered as homogeneous

but locally they are not, since the power received at a point of the cell depends

not only on the distance r between the serving BS and the mobile, but also

on an angle θ characterizing the relative positions of the base stations.
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3.3 Basic model

We focus on a given cell and consider a round shaped network around this

centre cell with radius Rnw. Half the distance between two base stations is

Rc (see figure 3.1).

2Rc

Continuum

Rc

Rnw of base stations

Figure 3.1: Network and cell of interest in the fluid model. The distance between two
BS is 2Rc and the network is made of a continuum of base stations.

For the assumed omni-directional BS network, we use a propagation

model where the path gain, gb,u, only depends on the distance r between

BS b and MS u. The power, pb,u, received by a mobile at distance ru can

be written pb,u = PbKr
−η
u , where K is a constant and η > 2 is the path-loss

exponent.

Figure 3.2: Different ranges involved in the analysis: R the hexagonal cell radius, Rc

the half distance between two BS, and Re the radius of the equivalent disk, i.e. which has
the same area.
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Remark

We define R as the hexagonal cell radius, Rc as the cell radius, and Re the

radius of the equivalent disk (see Fig. 3.2) . We notice that Rc =
√

3
2
R =√

π
√

3
6
Re.

3.4 Interference factor

Let’s consider a mobile u at a distance ru from its serving BS b = ψ(u).

Each elementary surface zdzdθ at a distance z from u contains ρbszdzdθ base

stations which contribute to pext,u. Their contribution to the external inter-

ference is ρbszdzdθPbKz
−η. We approximate (see Section 3.4.1 the remark

about the integration domain) the integration surface by a ring with centre

u, inner radius 2Rc − ru, and outer radius Rnw − ru (see figure 3.3).

Figure 3.3: Integration limits for external interference computation.

pext,u =
∫ 2π

0

∫ Rnw−ru

2Rc−ru
ρbsPbKz

−ηzdzdθ

=
2πρbsPbK

η − 2

[
(2Rc − ru)

2−η − (Rnw − ru)
2−η

]
. (3.1)
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Moreover, MS u receives internal power pint,u from b, which is at distance ru:

pint,u = PbKr
−η
u . So, the interference factor defined as fu = pext,u/pint,u can

be expressed by:

fu =
2πρbsr

η
u

η − 2

[
(2Rc − ru)

2−η − (Rnw − ru)
2−η

]
. (3.2)

Note first of all that fu does not depend on the BS output power. This is due

to the fact that we assumed an homogeneous network and so all base stations

transmit the same power. In our model, f only depends on the distance r to

its serving BS and can be defined in each location, so that we can write f as

a function of r, f(r).

f(r) =
2πρbsr

η

η − 2

[
(2Rc − r)2−η − (Rnw − r)2−η

]
. (3.3)

Thus, if the network is large, i.e. Rnw is big in front of Rc, fu can be further

approximated by:

f(r) =
2πρbsr

η

η − 2
(2Rc − r)2−η. (3.4)

The expression (3.3) lays on the assumption of a network uniformly distrib-

uted with a constant BS density ρbs. We have ρbs = (3
√

3R2/2)−1. We can

notice that if it is not the case, for example when ρbs depends on the location

and thus has to be written as ρbs(r, θ), the approach remains the same, only

(3.1) differs. Our approach enabled to establish the expression (3.2) of the

interference factor f(r). This one appears very simple and easy to calculate.

It depends on

• the density of base stations ρbs,

• the radius of a cell Rc,

• the size of the considered network Rnw and

• the pathloss parameter η.

The fluid approach we proposed may be applied to any system with interfer-

ences, like for example CDMA systems or OFDMA ones.
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3.4.1 Remark about the integration domain

It is important to notice that the expression (3.1) of the interferences due

to the other base stations of the network is a combination of calculation

and empiric analysis. Using a pathgain only depending on the distance, the

power pint,u received by a mobile u at a location (r, θ) from its serving base

station does not depend on the angle θ. Moreover, since the set of external

base stations constitute a continuum (with constant density), that mobile

receives the same external power pext,u whatever the angle θ. So we deduce

empirically that the interference factor could be expressed as a function only

depending on the distance r.

Denoting d the distance between the mobile belonging to the observed

cell and the transmitter M located at u, the power received by a mobile

located at the distance r from its serving BS should rigorously be expressed

as the following exact expression (see figure 3.4):

Figure 3.4: Network: continuum of base stations. Influence of a BS located at M(u, θ)
on a mobile located at r

pext,u =
∫ 2π

0

∫ Rnw

Rc

ρbsPbK
∥∥∥~d∥∥∥−η ududθ

=
∫ 2π

0

∫ Rnw

Rc

ρbsPbK ‖~u− ~r‖−η ududθ (3.5)
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and finally

pext,u =
∫ 2π

0

∫ Rnw

Rc

ρbsPbK
(
u2 + r2 − 2urcosθ

)−η/2
ududθ (3.6)

That elliptic integral has no simple explicit expression. Our aim is however

to obtain an explicit expression of pext .

So we can notice that:

• For an homogeneous network constituted by a discrete set of base sta-

tions regularly distributed in the plane, the closest base stations of the

serving base station b are located at a distance of 2Rc. So it can appear

reasonnable to consider that value as the low limit of the integration

domain.

• We notice moreover that the base stations of the network can be con-

sidered at a great distance from most of the receiver mobiles: So we

can write
∥∥∥~d∥∥∥−η ≈ ‖~u‖−η

• considering this last approximation, it is however needed to adapt the

integration domain: For a mobile located at a distance r from its serv-

ing base station b, the closest base stations of the network are located

at a distance 2Rc − r.

These three reasons lead us to approximate the integration surface by

a ring with centre a mobile located at r, inner radius 2Rc − ru, and outer

radius Rnw − ru. With these approximations we obtain (3.1) as the explicit

expression of pext.

Since the expression (3.2) allows calculating analytically the influence of a

network on each point of a given cell, it opens a large number of possibilities

of analysis for cellular networks such as CDMA ones: quality of service in-

dicators, planning analysis, or scheduling policies are also depending on this

parameter...(detailled in Section 1.1). This closed-form formula will allow us

to fastly compute performance parameters of a CDMA network.
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Before going ahead, it is however necessary to verify this approach and to val-

idate the different approximations we made in this model. The fluid model

makes some unusual assumptions: the network’s base stations set is con-

sidered as a continuum. The existing approaches [ToT05] [Tou06] [Jac04]

considering the transmitting nodes as a continuum assume a massively dense

network. It means that the distance between two neighbours transmitters is

very small. In a real network, the base stations do not constitute a contin-

uum, and moreover, the distance between two neighbors base stations can

reach several kilometers. As a consequence that assumption, on which we

develop our analysis, can seem not justified. That is the reason why we

propose hereafter a validation of the fluid model.

3.5 Validation of the Fluid Model

3.5.1 Simulation methodology

To validate our network approach, we choose to compare it to a hexagonal

classical one. We calculate the interference factor values given by the contin-

uum set of base stations of our fluid model network, and the ones obtained

with a discrete set of base stations distributed according to a hexagonal pat-

tern.

We will compare the figures obtained with Eq. (3.2) with those obtained

by simulations based on the definition of the interference factor (expression

(2.2)). The simulator assumes an homogeneous hexagonal network made of

several rings around a cell we analyze. Figure 3.5 shows an example of such

a network with the main parameters involved in the study.

The traditional hexagonal model is widely used, especially for dimensioning

purposes. That is the reason why a comparison of our model to a hexagonal

one is useful.

The validation of the fluid model is based on Monte Carlo simulations, with

snapshots approach.
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3.5.2 MS locations

At each snapshot of the Monte Carlo simulation, random locations are drawn

for the mobile stations of the network. The number of mobile stations per

cell is fixed all along the simulation and their spatial distribution within one

cell is uniform. Path-loss model is implemented as described in Section 3.2.

3.5.3 Serving base stations

A MS is served by the base station with the smallest path-loss, including

shadowing if considered. So, the mobile is assumed to choose the best base

station and soft-handover is not taken into account.

Figure 3.5: Hexagonal network and main parameters of the simulation.

The validation is done by computing f in each point of the reference cell and

averaging the values at a given distance from the BS. This computation can

be done independently of the number of MS in the cell and of the BS output

power.

We further analyze the influence of each parameter of Eq.3.2:

• the network size Rnw,

• the hexagonal cell radius R,

• the path-loss parameter η.
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Remark

For the validation process, we choose to consider the hexagonal cell radius

R i.e. the distance between the base station and any vertex of the hexagon,

to be sure to take into account all the positions of the system (see Fig. 3.1).

This choice induces an over coverage of the zone located close to the cell

limits. However, any other choice, for example considering half the distance

Rc between two neighbors base stations, or the equivalent cell radius Re (i.e.

the cell disk has the same surface as the hexagonal one) would under cover

the network.

We define R as the hexagonal cell radius, Rc as the cell radius, and Re

the radius of the equivalent disk.

3.5.4 Simulation results

Simulation parameters are the following:

• α = 0.7,

• η = 2.5, η = 3, η = 3.5 and η = 4,

• R = 0.5 km, R = 1 km, R = 1.5 km and R = 2 km,

• Rnw = 3Rc, Rnw = 5Rc, Rnw = 9Rc and Rnw = 21Rc . These sizes

correspond to 1 ring, 2 rings, 4 rings and 10 rings of cells around the

observed one.

• ρbs = (3
√

3R2/2)−1

Eq.3.2 is also plotted for comparison.

3.5.5 Accuracy of the fluid model

We observe the fluid model matches very well the simulations on an hexagonal

for wide ranges of pathloss exponents (figures 3.6 and 3.7), cell radii (figures

3.8 and 3.9) and network dimensions (figures 3.10 and 3.11). Until a distance
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Influence of the pathloss parameter η

Figure 3.6: Interference factor vs. distance to the BS; comparison of the fluid model
with simulations on a ten ring hexagonal network with a hexagonal cell radius R = 1 km
for η = 2.5 (left) and η = 3 (right).

Figure 3.7: Interference factor vs. distance to the BS; comparison of the fluid model
with simulations on a ten ring hexagonal network and a hexagonal cell radius R = 1 km
for η = 3.5 (left) and η = 4 (right).
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Influence of the hexagonal cell radius R

Figure 3.8: Interference factor vs. distance to the BS; comparison of the fluid model
with simulations on a ten ring hexagonal network and a pathloss exponent η = 3 for cell
radii R = 0.5 km (left) and R = 1 km (right).

Figure 3.9: Interference factor vs. distance to the BS; comparison of the fluid model
with simulations on a ten ring hexagonal network with a pathloss exponent η = 3 for cell
radii R = 1.5 km andR = 2 km (right).
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Influence of the network’s size Rnw

Figure 3.10: Interference factor vs. distance to the BS; comparison of the fluid model
with simulations on an one ring (left) and two ring (right) hexagonal network with cell
radius R = 1 km and a pathloss exponent η = 3.5.

Figure 3.11: Interference factor vs. distance to the BS; comparison of the fluid model
with simulations on a four ring (left) and ten ring (right) hexagonal network with cell
radius R = 1 km and a pathloss exponent η = 3.5.
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of 0.95R, the difference is minime. Only when distance is close to R, a

difference appears, which increases with η: around 9% for η = 3 and 12% for

η = 4. This is due to the fact that the fluid model is basically circular and

thus does not capture the extreme parts of the hexagon.

Note that the considered network size can be finite and chosen to charac-

terize each specific local network environment: figure 3.10 and 3.11 show the

influence of the network size. As a consequence, this model allows to develop

analyses adapted to each zone, taking into account each specific considered

network parameters.

We notice moreover that the fluid model can be used even for great dis-

tances between the base stations: We validated the model considering a

distance reaching 4 km between the BS (see figure 3.9).

We conclude that the fluid model approach is accurate even for a very low

base station’s density : It allows to calculate the interference factor experi-

enced by a mobile, whatever its position in a cell, and to characterize cellular

radio networks.

3.5.6 Limits of the fluid model

Extreme values of the model parameters

We showed the fluid model matches very well the simulations on an hexagonal

network, for wide ranges of pathloss exponent, cell radii and network sizes.

It appears interesting to analyze until which limits the model matches. figure

3.12 and figure 3.13 show the fluid model is accurate even for very high and

very low pathloss, from η = 2.1 until η = 6.5, and for very high and very low

size of hexagonal cell radius, from R = 50 m until R = 10 km.

Our model considers a continuum of BS. As a consequence the interfer-

ence factor only depends on the distance r between a mobile and its serving

base station. The figures 3.6 to 3.13 show the accuracy of the fluid model.

However, considering an hexagonal network, it seems logical that the inter-

ference factor also depends on the angular position of the mobile at a given

distance. We analyze this point hereafter.
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Figure 3.12: Interference factor vs. distance to the BS; comparison of the fluid model
with simulations on a ten ring hexagonal network with a pathloss exponent η = 3 for cell
radii R = 50 meters (left) and R = 10 km (right).

Figure 3.13: Interference factor vs. distance to the BS; comparison of the fluid model
with simulations on a ten ring hexagonal network and a hexagonal cell radius R = 1 km
for pathloss exponent η = 2.1 (left) and η = 6.5 (right).
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Radial dependency of the fluid model

The interference factor values obtained with a simulated discrete hexagonal

network allow drawing the curves of figure 3.14. The left-hand figure shows

the positions in the cell for which the interference factor are constant value:

It seems to be circles for distances 400, 600, 800 and 900 m from the serving

base station. On the right-hand, the interference factor is drawn as a function

of the distance by the fluid model and compared to the values given by the

simulated hexagonal network. They are very close to each other. We however

observe some differences. Until 0.9 R, these differences are less then 3%, and

they reach about 10% at the edge of the cell (see figure 3.14). It means that

the real values of f experienced by a mobile located at (r, θ) mainly depend

on the distance r and very few on the angle θ of the position.

Figure 3.14: Iso-interference factor curves vs. position of the mobile, for an hexagonal
network.

Moreover, let us remind that the hexagonal pattern is only a represen-

tation of the reality. A real network is not hexagonal. We can conclude

that our approximation considering a dependence of the interference factor

only with the distance and not with the angle (the radial dependence of f)

represents a fair approximation.
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Fluid and Hexagonal models

We validated the fluid model, comparing it to a simulated hexagonal one.

We especially established the accuracy of the fluid model for wide ranges of

distance between neighbor base stations, i.e. even for very low base stations

densities, wide ranges of pathloss exponent and wide ranges of network sizes.

Moreover, these expressions take into account the size zones Rnw to be con-

sidered, which can be chosen characterizing a typical environment (pathloss

exponent, urban, rural, sizes of cells).

The fluid model and the traditional hexagonal model are two simplifications

of the reality. Though the latter is widely used, none is a priori better than

the other.

3.6 Properties of the interference factor

We established, using (2.8), that the interference factor characterizes a CDMA

network. The expression (3.4), which reflects the topological and propaga-

tions properties of CDMA network, confirms moreover that result: It depends

on the pathloss exponent, the number of base stations, their sizes and their

positions. As a consequence, the properties of the interference factor give

informations on the properties of ’CDMA-type’ networks.

3.6.1 Insensitivity of the fluid model

We can notice that the interference factor is not directly dependant on the

size zone Rnw and on the length of the cell radius Rc but only on the relative

position of the mobile in the cell, and on the relative cell’s size to the net-

work’s. We denote v = r
Rc

, the relative distance of a mobile to its serving

base station, and Nc the number of cell rings around the considered one: we

have Rnw = (2Nc + 1)Rc. We thus can express from (3.2) and (3.4):

f(v) = 4
π
√

3
3

η − 2
(
v

2
)η
[
(1− v

2
)2−η − (Nc +

1

2
)2−η(1− v

2Nc + 1
)2−η

]
. (3.7)
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and when Nc →∞:

f(v) = 4
π
√

3
3

η − 2
(
v

2
)η(1− v

2
)2−η. (3.8)

Figure 3.15: Fluid model interference factor vs. number of cell rings, for η = 2.5, η = 3,
η = 3.5, η = 4, for v = 1 i.e. r = Rc.

Figure 3.16: Fluid model interference factor vs. pathloss exponent η for different network
sizes, for v = 1 i.e. r = Rc.

3.6.2 Influence of the system parameters

We observed in the validation section, the interference factor variations with

the system parameters Rnw, Rc and η. We notice that Rc =
√

3
2
R =

√
π
√

3
6
Re

The interference factor is:
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• an increasing function of the network size Rnw as observed in figure

3.15 since Rnw = (2Nc + 1)Rc, for different values of the parameter η.

• an increasing function of Rc, for a given network’s size. We however

notice that the cell radius Rc has no influence on the interference factor

as long as the number of cell rings remains the same (figures 3.8 and

3.9). That property is a consequence of the insensitivity property.

• an increasing function of the density of base stations ρbs.

• a decreasing function of the pathloss exponent η, as observed in figure

3.16.

3.7 Cellular network properties

The important parameters of the interference factor are:

• the pathloss exponent,

• the relative position of the mobile in the cell and

• the relative cell’s size to the network’s one.

Since the interference factor characterizes a cellular network, the cells of

an homogeneous network where the base stations are regularly distributed

and where their transmitting powers are identical, have all the same prop-

erties which do not depend on their sizes, but only on the relative position

of the mobiles in their cell (most of cellular networks can be considered as

infinite). We moreover established the influence of the pathloss exponent,

which is characteristic of any specific environment.

3.8 Fluid model limit uses

As observed in section 1.3, different discrete entities can be considered as

a continuum in radio network analysis: mobiles, traffic quantities... Since
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these quantities allow to analyze macroscopic properties of radio systems,

such as dimensioning or optimisation analysis, a macroscopic analysis is suf-

ficient. As a consequence, considering them as a continuum is sufficient.

About massively dense wireless networks, Toumpis [Tou06] expresses that a

macroscopic view of them emerges, which preserves sufficient information to

allow a meaningful network optimization. Following this point of view in the

fluid network model case, we can conclude that model is a priori useful to

analyze ’macroscopic quantities’ of radio networks (dimensioning, blocking

probabilities or radio resources management,...).

And what about the microscopic ones? For example, we can ask the

question: Is the cellular network’s fluid model useful to analyze a given cell of

a network in a different way than an other cell. More precisely, is it useful to

analyze networks with non homogeneous traffic or base station distribution?

This kind of analysis constitutes one of our future study axes.

A first element of answer is nevertheless given in [Kel06] where a non

homogeneous network is considered. In this paper we consider a high level of

non homogeneity of the base station transmitting power all over the network.

That non homogeneity is taken into account by considering a limited devel-

opment of the BS transmitting power. We show that the fluid model allows

to calculate an accurate approximation of the interference factor taking into

account that non homogeneity. Moreover in other studies where a important

level of non homogeneity of the base station density and transmitting power

are assumed, we show that the fluid model is still accurate.

A second element of answer consists in comparing the values obtained

by the fluid model to the ones obtained by a simulation tool developed by

France Telecom, done on a non homogeneous network. The two means give

close values of network capacity (see remark in 7.7.1).

However, the useful limits of the fluid model seem to be reached for

networks with a given level of non homogeneity. We still need to determine

precisely these limits.
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3.9 Concluding remarks

The goal of our approach was to propose an analytical model characterizing a

cellular radio network. This model had to be accurate in taking into account

the distance of a mobile to the base station, and still simple enough to lead

to closed form formulas. We moreover needed a not over-simplifying model,

otherwise it could have resulted large inaccuracies.

We proposed a spatial fluid model that allows to simplify considerably

the computation complexity needed to obtain accurate results. We first de-

fined a parameter, the interference factor f , which well characterizes cellular

networks. Considering the base stations as a continuum, we established an

analytical expression of f , simple and easy to calculate. The network size

Rnw to be considered can be chosen characterizing a typical environment

(pathloss exponent, urban, rural, macro or micro cells). It moreover allows

calculating the precise influence of a mobile on a given cell, whatever its

position.

We validated the fluid model approach comparing it to a hexagonal sim-

ulated network. We especially established the accuracy of the fluid model

for wide ranges of distance between neighbor base stations, i.e. even for very

low base stations densities, wide ranges of pathloss and wide ranges of size

networks. Though the simplicity of formula we established, we showed its

high accuracy whatever the network parameters we considered. We particu-

larly showed its accuracy even for very low base stations densities, and very

limited zones.
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In this part, we propose some possible applications of the fluid model in

the case of CDMA networks.

Chapter 4 analyzes the capacity of a cell and a network, in terms of num-

ber of mobiles. Since the fluid model allows to determine with a high accuracy

the power needed by a mobile and, since the total BS transmitting power is

limited, the capacity calculation becomes easy to determine. Afterwards, the

effect of a densification (by adding new base stations) is studied. At last we

show how the fluid model can be used for admission control mechanisms.

In Chapter 5, we propose a study control policy for a multiservice case.

The fluid model is used to determine analytically, an average interference fac-

tor depending on the exponential pathloss factor. Thanks to this parameter,

performance measures, as call blocking probabilities and expected transfer

times, are then computed by modeling the CDMA system as a quasi-birth-

and-death (QBD) process.

In Chapter 6, the fluid model is used to analyze the global outage prob-

ability of a mobile entering a cell in a CDMA system. Since the interference

factor expression takes into account the location of a mobile in a cell, we are

able to derive a formula of a spatial outage probability. The later expresses

the outage probability for a mobile entering the cell at a given distance from

the serving BS. It gives a more precise knowledge of the quality of service

than the global one. It can allow a provider to do a better management of

the traffic, for example to improve the quality of service offered.

Another possible application: the Mobile Scheduling.

In the article [KeA07], the following problem of spatial downlink prioriti-

zation is analyzed. Mobiles enter a cell at locations that are determined

according to some probability distribution. Various priority policies can be

analyzed, where the assigned priority is given in terms of the distance of

the mobiles from the base station. This gives rise to a whole continuum of

priority levels. The influence that the combined location density and priority
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policy have on the quality of service of the mobiles and on the network overall

performance is studied. Applying the model to a HSDPA system, different

quality of service indicators can be calculated like the sojourn time, using

a priority scheduling strategy, a processor sharing one and a first come first

served one. Three types of arrival flow, a uniform one, a non uniform one and

a flow which generates a constant load in the cell are assumed. A numerical

study based on the fluid model shows that the expected sojourn time can

be improved by a hybrid policy that defines two zones in the cell and uses

maximum SIR priority in one and minimum SIR priority in the other.



Chapter 4

Capacity of a CDMA Network

The aim of this chapter is to use the fluid model to evaluate the capacity,

in term of number of mobiles, of a cell and a network based on a CDMA

technology. We analyze the densification as solution to an increasing traffic.

We finally show the fluid model can drive us to analyze admission control

policies.

4.1 Introduction

One of the aims of the planning and the dimensioning process of a network

consists to evaluate the number of base stations the network will need to the

forecast traffic. Indeed, it is important for a telecom provider to minimize

the cost of its network, and particularly the cost due to the number of base

stations it deploys. One of the elements which allows that evaluation is

the calculation of the number of mobiles a cell, a zone, and also the whole

network, will be able to handle. Moreover, an already existing radio network

does not necessarily answer the traffic demand. Either because the traffic

evaluation was not known with a sufficient accuracy during the dimensioning

process, or because the traffic demand increased since that one was built.

Among the solutions to answer an increasing traffic in a already existing

CDMA network, a telecom provider can choose to densify the network, i.e.,
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to install new base stations. The analysis of this solution generally requires

simulations.

For dimensioning a network or to analyze the advantages of a densification

as answer to an increasing traffic, the provider develops simulation tools. The

later need a preparation: an environment has to be created and the network’s

parameters have to be set. Moreover, they do not give instantaneous results,

may last an important time, and moreover, a great number of simulations

are generally required.

The fluid model approach allows to analyze and compare instantaneously

different solutions with the aim to adapt the network, or a given zone of the

network, to an increasing traffic demand. In spite of their simplicity, the

classical CDMA network models which mostly consider hexagonal networks

do not give explicit and simple analytical expressions due to the complexity

of the analysis. Indeed, for the downlink, the interferences received by a

mobile are due to all the base stations of the network. They depend on their

transmitting powers, positions and numbers. With our approach, no complex

and time consuming computation are needed to obtain explicit expressions

of some important characteristics of the network such as the possibility for a

mobile to be admitted in the network.

Many studies were done to analyze the capacity of a cell and a network

(see for example [ChGo92] [CoM98] [WuC97] [VeS99] [TaS00] [ZaS05]). For

the uplink, the authors of [RaP05] give an analytical expression of a cell

pole capacity. The authors of [HiB00] give an analytical expression of a cell

capacity. They however need to develop a simulation approach to evaluate

the average interference factor F , which allows them to determine the pole

capacity. The authors of [AkPa06] calculate per-user interference and analyze

the effect of user-distribution on the capacity of a CDMA network. The

authors of [Ela03] proposed a calculation of the capacity of a multi cell UMTS

system. They however only determined an upper bound of the other cell

interference. Our model takes into account the whole inter cell interference

and gives results close to the ones obtained by planning tools (see remark

Section 7.7.1) which take into account a real environment. For the uplink,

the authors of [RaP05] give an analytical expression of a cell pole capacity.
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As an application of the fluid model, we calculate the capacity of a cell in

terms of number of mobiles, and analyze the densification as solution to an

increasing traffic. The sectorisation, and a comparison of these two means

to anwer a traffic demand, will be developed in Chapter (7).

We finally show that the fluid model can drive us to analyze admission

control policies.

4.2 Base station transmitting power

Let Pu,b be the power transmitted to mobile u from base station b. Assume

that there are M mobiles in cell b; the base station of that cell transmits at

a total power Pb given by (see also remark 2.3.2)

Pb =
M∑
j=1

Pj,b + PCCH , (4.1)

where PCCH designates the power transmitted on common channels (CCH)

[HoT04]. Note that this last term is not power controlled, and so it can be

modeled by adding a constant power. Also it is assumed not to depend on b.

Equation (2.8) gives the minimum transmission power of a traffic channel

from a base station to a mobile. We now assume that the common channels

transmitted power is a fraction ϕ of the base station’s output power Pb, i.e.,

PCCH = ϕPb. (4.2)

From equation (2.10), using (4.2), we can express Pb as:

Pb =

∑
u βu

N0

gb,u

1− ϕ−∑
u βu(α+ fu)

. (4.3)

In downlink CDMA dimensioning, since the total amount of base station

power required limits the capacity, it is important to estimate it. In order to

calculate the total base station power in our problem, we have to calculate

the transmitted power Pj,b for each mobile separately, and substitute them in

(4.1). In order to obtain a simplified formula, we could replace gu,b, fu,b, αu
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by single parameters A,F, α. These values can initially be chosen by taking

the simple average for gu,b, fu,b, α over all u = 1, . . . ,M . Their accuracy

can then be improved based on actual measurements for the mean total base

station output power. We will refer to this, albeit somewhat imprecisely, as

an “average approximation”. Such an approximation has been used in many

downlink dimensioning models for CDMA, see e.g. [HiB00, HoT04, SiH00],

as it provides an easy way to estimate the pole capacity.

Since the fluid model gives a precise value of these parameters for each

individual connection, we can evaluate analytically the pole capacity with a

better precision. It can result a more useful dimensioning of the link.

4.3 Cell load and capacity

4.3.1 Base station power limitation

In most cases, the maximum base station output power determines the max-

imum loading supported by the system.

Then, according to the transmitting power limitation of base stations, we

express (from 4.3) that the power Pb is limited by its maximum value Pmax

as

∑
u

βu(α+ fu) +

∑
u βu

N0

gb,u

Pmax
≤ 1− ϕ. (4.4)

Consequently, we can define the system’s nominal cell’s capacity as Θ = 1−ϕ
and the nominal capacity required by a connection to be

Lu = βu(α+ fu) +
βu

N0

gb,u

Pmax
. (4.5)

This last expression means that each mobile u generates some kind of

load Lu in the cell which corresponds to the nominal capacity required by a

connection, expressed by the right hand of (4.5).

In other terms, the cell’s load defined as

LDL =
∑
u

Lu (4.6)
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represents the ratio between the total power required by mobiles and the

maximum BS transmitting power. This load is due to an interference term

Linterf expressed as

Linterf =
∑
u

βu(α+ fu), (4.7)

and a thermal Noise term LN0 .

LN0 =

∑
u βu

N0

gb,u

Pmax
(4.8)

Remark: OFDMA system

In OFDMA, the data are multiplexed over a great number of subcarriers.

The expression (2.4) can be written

γu =
Pb,ugb,u∑B

i6=b Pjgj,u +N0

, (4.9)

and using (2.2)

γu =
1

fu + N0

Pb,ugb,u

. (4.10)

Since N0

Pb,ugb,u
<< fu when the cell radius is less than 1 km, we can negligt

this term and write

γu =
1

fu
(4.11)

The OFDMA frequency bandwidth is shared between guard subcarriers

and useful subcarriers allocated to mobiles. We define ϕOFDMA as the fraction

of the bandwidth dedicated to guard subcarriers.

For an OFDMA system, we can define a load. It represents the fraction

of the bandwidth used by mobiles at each time, and can be written

LϕOFDMA
=

M∑
u=1

γufu (4.12)
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4.3.2 Fluid Model analysis

We assume a mobile distribution density ρms, a cell’s area Scell, and a pahtloss

model given by gb,u = Kr−η. We assume one service, i.e. we can express

βu = β. Using the fluid model approach, we can rewrite (4.3) as:

Pb =

∫ Re
0

∫ 2π
0 ρmsβN0K

−1.r1+ηdrdθ

1− ϕ− β(
∫ Re
0

∫ 2π
0 ρms(α+ f(r))rdrdθ)

. (4.13)

Considering a uniform mobile distribution in the cell, we have:

Pb =
ρmsβN0K

−1
∫ Re
0

∫ 2π
0 r1+ηdrdθ

1− ϕ− βρmsScell(α+ 1
Scell

∫ Re
0

∫ 2π
0 f(r)rdrdθ)

. (4.14)

Remark

To stay coherent with the chapter 6 where we compare our results to the

ones obtained using an hexagonal network, we integrate on the equivalent

disk radius Re.

Let F be the mean downlink interference factor in the cell:

F =
1

Scell

∫ Re

0

∫ 2π

0
f(r)drdθ (4.15)

and we introduce the parameter A

A = K−1 1

Scell

∫ Re

0

∫ 2π

0
r1+ηdrdθ (4.16)

after calculations, since we have Scell = πR2
e:

A =
2

η + 2
K−1Rη

e (4.17)

So we can express Eq. (4.14) as:

Pb =
ρmsScellβAN0

1− ϕ− βρmsScell(α+ F )
. (4.18)

We denote nMS = ρmsScell. Since Pb ≤ Pmax, we can write:

nMSβ(α+ F ) + nMSβA
N0

Pmax
≤ 1− ϕ (4.19)
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The maximum number of mobiles a cell can handle (pole capacity) is thus

given by:

nMS =
1− ϕ

β(α+ F )(1 + A N0

Pmax(α+F )
)

(4.20)

We moreover can write, as long as long as the Noise is negligible (which

is a reasonnable assumption for a cell radius less than 1 km):

nMS =
1− ϕ

β(α+ F )
(4.21)

Using the expression of the interference factor f given by the fluid model

3.3 and denoting u = r
Rc

and c = Rnw

Rc
, we can write

F = 24−η(
Rc

Re

)4 1

η − 2

∫ Re
Rc

0
uη+1[(1− u

2
)2−η − c2−η(1− u

2c
)2−η]du. (4.22)

The relation (Rc

Re
)2 = π

√
3

6
drives us to finally write

F = 22−ηπ
2

3

1

η − 2

∫ Re
Rc

0
uη+1[(1− u

2
)2−η − c2−η(1− u

2c
)2−η]du (4.23)

The expression of F only depends on the pathloss parameter η and on

the relative network to cell size ratio c. For large networks, F does no more

depend on the network size, since the mean interference factor tends to an

asymptotic value Flim when c→∞. We have

Flim = 22−ηπ
2

3

1

η − 2

∫ Re
Rc

0
uη+1(1− u

2
)2−ηdu. (4.24)

Considering the expression 4.20, we observe the pole capacity of a cell

depends on:

• the environment characterized by the pathloss factor η,

• the cell’s size,

• the thermal noise,
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• the maximum transmitting power,

• the target SINR,

• the orthogonality factor,

• the power ratio dedicated to the common channels.

We can conclude from (4.20) that in a homogeneous network, a provider

can increase the capacity of a cell by decreasing its radius or by increasing

the maximum base station’s transmitting power.

This result is particularly important during the deployment process of

radio CDMA networks, to determine the zone covered by a BS. It also plays

a role when the provider chooses to add base stations as a solution to an

increasing traffic. Since a densification process increases the number of base

stations in a given zone, their cell radius decreases and consequently the

capacity of each cell is less sensitive to the thermal noise.

We notice that the fluid model allows to calculate the capacity of a cell

analytically by using the equation (4.4). And when we consider a uniform

mobile distribution, the calculation is based on (4.14). In this case, the fluid

model allows to calculate an simple average value of f and g. However,

even when that distribution is not uniform, the expression (4.13) enables

a calculation of the capacity, as long as we can determine the analytical

expression of the mobile distribution ρms(r, θ) which depends on the mobile

location.

4.4 Numerical Analysis

We present hereafter a numerical analysis, with typical values : α = 0.7,

ϕ = 0.2, γ = −16dB (voice service) and the thermal noise N0 = −104dBm.

4.4.1 Mean interference factor

Using (4.23), we calculate the mean values of F as a function of η (Table

4.1) for an infinite network’s size: F is a decreasing function of η. This result
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shows that the relative influence of the network on mobiles in a given cell is

lower when the pathloss increases.

η 2.5 2.7 3 3.3 3.5 3.7 4 4.5

F (η) 1.72 1.16 0.76 0.55 0.46 0.39 0.31 0.24

Table 4.1: Influence of the pathloss on the interference factor F

4.4.2 Mean cell capacity

The mean cell capacity (in terms of number of mobiles) depends on the cell

radius, the thermal noise and the total transmitting power of the base station.

Figure 4.1 shows the influence of the cell radius (X axis Rc in km) and

the BS transmitting power limitation (curves drawn for 5W < Pmax < ∞)

on the pole capacity given by the expression (4.20). Since the transmitting

power is limited, the relative importance of the thermal noise increases (see

also Table 4.2) when the cell radius increases. As a consequence, the cell

capacity decreases. This figure also shows that for an unlimited base station

transmitting power (Pmax →∞), the cell capacity is not limited by its radius:

it stays constant whatever the cell radius. Furthermore, the influence of the

thermal noise appears only for radii larger than 800 m, and becomes really

important for Re > 1 km. Considering the typical value of Pmax is 20W , we

also observe that until a radius of 800 meters, the maximum transmitting

power can be divided by 4 (5 W) without generating a high degradation of

the cell capacity. This one decreases from 34 (for Pmax = 20W ) to 31 mobiles

per cell (for Pmax = 5W ): the cell loss represents less than 10%.

The relative importance of the thermal noise is highlighted on Table 4.2,

done for Pmax = 20W . That table shows that for a cell radius Rc of 1 km

the relative importance of the load due to the thermal noise term represents

only 5% of the total load of the cell. And the decrease of mobile number is

only 6%(= 34−32
32

). But that influence increases rapidly when the cell radius

increases. It reaches 58% of the total load of the cell and the cell capacity
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decrease reaches about 40% (from 34 to 21 mobiles), when the cell radius Rc

is 2 km. We also notice (Table 4.2) that for a cell radius of 3 km, it reaches

220%.

Figure 4.1: Cell Capacity (mobile number) vs Cell Radius with a BS transmitting power
varying from 5W to 100W , and for η = 3.5 .

4.5 Densification of a network zone

We first consider a CDMA network’s zone with a radius of 10 km, and a

initial cell radius Rc = 3 km. We observe (figure 4.2) that the number of

mobiles handled by that zone linearly increases when the number of base

stations increases (Rc decreases). We also observe that increase depends on

the maximum transmitting power of the base stations: since the cell radius

remains relatively high (about 1 km, the thermal noise plays a role in the

capacity (see expression 4.20).

Now, considering a CDMA network’s zone with a radius of 3 km, and

an initial cell radius Rc = 1 km, the number of mobiles handled by that

zone linearly increases when the number of base stations increases (figure

4.3). However, that increase does not depend on the maximum transmitting

power of the base stations: the thermal noise is negligible.
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Figure 4.2: Capacity of a network’s zone of radius 10 km: Number of mobiles vs number
of BS in that zone .

Re(km) 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.5 3

A N0

Pmax

1
α+F

(%) 0.02 0.2 0.9 2.5 5 10 17 28 42 58 120 220

nMS 34 34 34 33 32 31 29 27 24 21 15 10

Table 4.2: Thermal Noise Relative Influence, for η = 3.5 and Pmax = 20W

4.6 Application to call admission control

In a CDMA system, the number of mobiles is limited by the interferences or

by the transmitting power of the base stations. The telecom providers need

to apply an admission control, to be able to offer the subscribers a quality of

service as close as possible to the one they ask for. For the downlink, any ad-

mission control has to take into account the base station transmitting power’s

limitation. To illustrate our analytical model, we proposed an analysis of the

capacity of the system in term of number of mobiles. Any kind of admission

control policy can be derived using our analytical model. Considering that

the thermal noise is negligible, we established from the expression (4.4), that
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Figure 4.3: Capacity of a network’s zone of radius 3 Km: Mobile number vs number of
BS in that zone .

a mobile entering the cell increases the load by a factor βu(α + fu) which

corresponds to the ratio Pb,u/Pb. It means that mobiles with high quality

of service demand (high βu), and far from the BS (high fu) induce a more

important overload than the ones close the BS and with low QoS demand.

This result is well known. However with our analysis, it becomes possible

to quantify precisely the overload induced by each mobile and to choose a

policy according to the needs of the providers. As an example, the operator

can choose, in some given configurations, to refuse the admission of mobiles

which induce a too high load. Only the mobiles inducing a load less than

a given threshold value would be admitted. Or he can impose a decrease of

the throughput of mobiles which are far from the BS in the aim to decrease

the load they induce. So its knowledge opens a large set of possible analyses.

4.7 Concluding remarks

The fluid model allowed us to analyze the capacity of a cell (and thus can

be used in the planning and dimensioning process) and the solution based

on a network’s densification to answer an increasing traffic. We instantly

obtained explicit expressions of the capacity without any computation, and

focused on the influence of the thermal noise and the BS maximum trans-
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mitting power. We particularly established that for high density networks,

it is not necessary to increase base stations transmitting power. Since our

analytical model enables to know the influence of a mobile on a given zone

of a network whatever its position, it can also be used to analyze admission

control policies.
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Chapter 5

Admission in multi-service

CDMA network

We consider in this chapter a WCDMA system with two types of calls: real

time (RT) calls that have dedicated resources, and data non-real time (NRT)

calls that are handled using a time-shared channel (such as HDR or HSDPA).

We consider reservation of some resources for the NRT traffic and assume

that this traffic is further assigned the resources left over from the RT traf-

fic. The grade of service (GoS) of RT traffic is also controlled in order to

allow for handling more RT calls during congestion periods, at the cost of de-

graded transmission rates. We consider both the downlink (with and without

macrodiversity) as well as the uplink and study the blocking probabilities of

RT traffic as well as the expected sojourn time of NRT traffic. We further

study the conditional expected sojourn time of a data connection given its

size and the state of the system. Finally, we extend our framework to handle

handover calls.

113
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5.1 Introduction

Important performance measures of call admission control policies in systems

with heterogeneous service classes are the probability of rejection of calls of

different classes as well as the sojourn time of non-real time transfers. In

order to compute these and to design the call admission control policies, a

dynamic stochastic approach should be used based on statistical assumptions

regarding the call arrival processes and durations, as well as data transfer

sizes.

In this context, a classical approach widely used in cellular networks is

based on adaptively deciding how many channels (or resources) to allocate

to calls of a given service class, see e.g. [FaZ02, LeZ02, LiC03]. Then one

can evaluate the performance as a function of some parameters (thresholds)

that characterize the admission policy, using Markov chain analysis. This

allows to optimize and to evaluate tradeoffs between QoS parameters of the

different classes of mobiles. This approach, natural to adopt in TDMA or

FDMA systems, can also be followed in the case of a CDMA system, even

though the notion of capacity is much more complex to define. For the uplink

case in CDMA, the capacity required by a call has been studied in the context

of call admission, see e.g. [TaGO01, KoL99, NiA03].

We focus here on two types of calls, real-time (RT) and non-real time

(NRT) data transfers. Whereas all calls use CDMA, we assume that NRT

calls are further time-multiplexed (which diminishes the amount of interfer-

ence, thus increasing the available average throughputs). This combination of

time multiplexing over CDMA is typical for high speed downlink data chan-

nels, such as the High Speed Downlink Packet Access (HSDPA) [PaD01] and

the High Data Rate (HDR) in CDMA-2000 systems [BeB00].

Similarly to the uplink analysis [NiA03], we propose a simple model that

allows us to define in the downlink case the capacity required by a call of

a given class when it uses a given grade of service (transmission rate). In

particular, we also consider the case of macrodiversity. We then propose a

control policy that combines admission control together with a control of

the grade of service (GoS) of real-time traffic. Key performance measures
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are then computed by modeling the CDMA system as a quasi-birth-and-

death (QBD) process. We obtain the call blocking probabilities and expected

transfer times, already available for the uplink case in [NiA03]. We further

obtain (both for the uplink and downlink) another important performance

measure: the expected transfer time of a file conditioned on its size. We study

the influence of the control parameters on these performance measures. We

finally extend the model to handle handover calls.

The structure of the chapter is as follows. We begin by introducing in

Sections 5.2, 5.3 and 5.4 the frameworks corresponding to the downlink,

with and without macrodiversity, as well as the uplink of a CDMA system.

Using power control arguments, we obtain for all three cases the transmission

rates for various classes of calls which are compatible with given signal to

noise and interference ratios. We then introduce in Section 5.5 the basic

control actions: call admission and control of GoS. The statistical modeling

of the system is presented in Section 5.6. It is then used in Section 5.7

for an extensive numerical investigation. The extension of the model and

the analysis to handover traffic is given in Section 5.8, and we conclude the

chapter in Section 5.9.

5.2 Downlink

We use a model similar to the one presented in [HiB00]. Let be B base

stations. The minimum power received at a mobile u from its base station

b is determined by a condition concerning the signal to interference ratio.

To account for the random behavior of a signal due to shadow fading and

imperfect power control, we study a probabilistic condition

Pr(γu > γ∗u) > 1− χ, (5.1)

where χ is a small constant that represents a desired bound on outage prob-

ability. and

γu =
Es
N0

Rs

W
Γ, (5.2)
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where Es/N0 is the energy per transmitted bit (of type s) to interference

density, W is the WCDMA modulation bandwidth, and Rs is transmission

rate of the type s call. The constant Γ accounts for the random behavior of

a signal due to shadow fading and imperfect power control.

Remark The transmission rate Rs depends on the signal to noise ratio.

Specifically, we consider the model proposed in [NiA03]. We thus modelize

the transmission rate to be linear in the signal to noise ratio. This model can

describe the low signal to noise ratio (denoted γ) regime of Shannon capacity

[Shan48] [Shan49]:

Rs ∝ ln2(1 + γ) (5.3)

Considering a log-normal distribution of the SINR, SINRu = 10ξu/10,

where ξu ∼ N(µξ, σξ), it can be derived that the largest Γ that satisfies the

probabilistic condition (5.1) is given by [KoL99, NiA03]:

log Γ =
σ2
ξ

20h
− Q−1(1− χ)σξ

10
, (5.4)

where h = 10/ ln 10 and Q(x) =
∫∞
x

1√
2π
e−

t2

2 dt.

Any other causes of randomness, most notably fast fading, can be taken

into account the same way by considering a different distribution, e.g. a

Rayleigh fading distribution [Skl97].

We next consider two service classes, denoted by s = {1, 2} (that will

correspond to RT and NRT traffic, respectively). Let γ∗s be the target SINR

ratio for mobiles of service class s, α the orthogonally factor, and let

βs =
γ∗s

1 + αγ∗s
. (5.5)

We now focus on a given cell, and assume that it contains Ms mobiles of

class s.

Using the average approximation (which considers that all the mobiles

have the same average interference factor F see Section 4.2 and Eq.2.10 ),
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we finally get for the total output power of base station b:

Pb =
PCCH +N0A

∑
s βsMs

1− (α+ F )
∑
s βsMs

. (5.6)

Fluid model network

The parameters F and A can be evaluated using the fluid model network

approach. In particular for a uniform mobile distribution, they can be eval-

uated using the expressions (4.16) and (4.23). Moreover, the fluid model

enables an analysis according to different environments, by considering dif-

ferent exponentiel factor η values (see table 4.1).

Considering a negligible thermal noise, we define the downlink load (4.4)

as: LDL =
∑
s(α+ F )βsMs, this gives

Pmax =
N0A

∑
s βsMs

Z2

, where Z2 = (1− ϕ)− LDL. (5.7)

In most cases, the maximum base station output power determines the

maximum load supported by the system. Then, according to the power

limitation of the base station, one poses the constraint Z2 ≥ ε for some

ε > 0. We can define the system’s nominal capacity as Θε = 1 − ϕ − ε,

and the nominal capacity required by a connection (which was denoted Lu

in expression (4.5)) to be

∆(s) := (α+ F )βs. (5.8)

We note that βs will allow to depend on Ms, s = 1, 2. Combining (5.8) with

(5.2) and with (5.5) we get the throughput Rs of a connection s, that “uses

a capacity ∆(s)”:

Rs =
∆(s)

α+ F − α∆(s)
× N0W

EsΓ
. (5.9)

5.3 Downlink with macrodiversity

In this section, we extend our analysis by considering the downlink macrodi-

versity case. Our approach is inspired by [HiB00] who considered the single
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service case1. A mobile i in macrodiversity is connected to two base stations,

b and l. Base station b is defined to be the station with larger SINR. Fol-

lowing [HiB00] we assume that the Maximum Ratio Combining is used and

hence the power control tries to maintain

γi = γi,b + γi,l. (5.10)

where γi is given by the constant in (5.2). We have Ωi ≤ 1 where

Ωi =
γi,l
γi,b

. (5.11)

This gives for the combined γi [HiB00]:

γi =
(1 + Ωi)Pb,i/gb,i

α(Pb − Pb,i)/gi,b + fiPb/gb,i +N0

. (5.12)

The transmission power becomes

Pb,i = κi(αPb + fiPb + gb,iN0),

where

κi =
γi

1 + Ωi + αγi
. (5.13)

Let there be M mobiles in a cell b (we shall omit this index) of which a

fraction τ is in macrodiversity. We assume that by symmetry, the base

station of that cell transmits also to τM mobiles that are geographically

situated in neighboring cells. Then the total base station output power can

be calculated as

Pb =
(1−τ)M∑
i=1

Pb,i +
2τM∑
j=1

Pb,j + PCCH ,

where the notations i,j in the sums should be understood to refer to single

link and macrodiversity mobiles, respectively. The power for a single link

user should be calculated the same way as in 5.2.

1We extend the context here to refer more generally to macrodiversity, and not only
the soft handover procedure.
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We now consider two classes of services s = {1, 2} corresponding to RT

and NRT mobiles. We make the following “average approximations”, sim-

ilarly to the previous section: For a given service class s = {1, 2}, Ωi is

replaced by a constant Ωs (its average over all mobiles of the same service as

i); we also replace fi by one of two constants FNMD and FMD, where FNMD

(resp. FMD) corresponds to an average value of fi over mobiles which are

not in macrodiversity (and which are in macrodiversity, resp.). Likewise, we

replace gi,b by one of the two constants ANMD and AMD. This gives the total

power of a base station b:

Pb =
Z1

Z2

as long as Z2 is strictly positive, where

Z1 := (1− τ)
∑
s=1,2

MsβsA
NMDN0 + 2τ

∑
s=1,2

MsκsA
MDN0

and

Z2 := (1−ϕ)−(1−τ)
∑
s=1,2

Msβs(α+FNMD)−2τ
∑
s=1,2

Msκs(α+FMD). (5.14)

Again we avoid that Z2 becomes too close to zero by posing the constraint

Z2 ≥ ε for some ε > 0. We can thus define the systems nominal capacity as

Θε = 1 − ϕ − ε, and the capacity required by a connection of type s = 1, 2

to be ∆(s) = (1− τ)βs(α+ FNMD) + 2τκs(α+ FMD). Combining this with

(5.2) and (5.13), we get

∆(s) = (1−τ)· Rs · ζs
1 + αRsζs

(α+FNMD)+2τ · Rs · ζs
1 + Ωs + αRsζs

(α+FMD). (5.15)

Here, ζs = EsΓ
N0W

and we have considered the rate Rs of a connection equal,

irrespective if a mobile is in macrodiversity or not. Solving for Rs, this leads

to a quadratic equation giving two values, of which we retain the positive.
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5.4 Uplink

We briefly recall the capacity notions from the case of uplink from [NiA03].

Define for s = 1, 2,

∆̃s =
Es
N b

0

Rs

W
Γ, and ∆′(s) =

∆̃(s)

1 + ∆̃(s)
. (5.16)

The power that should be received at a base station originating from a type s

service mobile in order to meet the QoS constraints is given by Z1/Z2 [NiA03]

where

Z1 = N b
0∆

′(s)

and

Z2 = 1− (1 + fULb )
∑
s=1,2

Ms∆
′(s)

(N b
0 is the thermal noise power at the base station, fULb is some constant

describing the average ratio between inter and intra cell interference, and Ms

is the number of mobiles of type s in the cell). Also in this case Z2 ≥ ε for

some ε > 0. We can thus define the system’s nominal capacity as Θε = 1− ε,
and the capacity required by a connection of type s = 1, 2 to be ∆(s) =

(1 + fULb )∆′(s). Combining this with (5.16) we get

Rs =
∆(s)

1 + fULb −∆(s)
× NoW

EsΓ
. (5.17)

5.5 Admission and rate control

In the design of an admission and rate control scheme for heterogeneous

services we will consider that RT calls, which have more stringent QoS re-

quirements, have priority over system resources. NRT traffic, on the other

hand, has no guaranteed bit rate and can be served in a processor-sharing

fashion. However, to prevent RT calls from overwhelming the link we will

also assume that a portion of the system resources is reserved for NRT traf-

fic. Further, to also achieve a multiplexing gain for RT calls, we will allow a

limited rate degradation for such traffic.
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We consider here a fair transmission rate scheme, such that mobiles which

belong to the same service class (NRT or RT) transmit or receive at the same

rate. For NRT traffic, for which fast-time multiplexing will be considered,

this can be viewed as a fair implementation of an HSDPA or HDR scheme

where transmission to each mobile takes place at the same average rate. For

this, an underlying scheduler is also assumed that allocates time slots in

proportion to the peak feasible rates of mobiles, in order to achieve the same

average rate.

These basic principles of admission and rate control are made more ex-

plicit in the following. One must also have in mind that either the uplink

or the downlink can be the bottleneck of a CDMA system at one time or

another; so from an engineering perspective one should focus only on the

more restrictive direction when accepting calls. All the notations will be

understood to relate to that direction.

5.5.1 Capacity reservation

We assume that there exists a capacity LNRT reserved for NRT traffic. The

RT traffic can use up to a capacity of LRT = Θε − LNRT .

5.5.2 GoS control of RT traffic

UMTS will use the Adaptive Multi-Rate (AMR) codec that offers eight dif-

ferent transmission rates of voice that vary between 4.75 kb/s to 12.2 kb/s,

and that can be dynamically changed every 20 ms. The lower the rate is,

the larger the amount of compression is, and we say that the grade of service

(GoS) is lower. For simplicity we shall assume that the set of available trans-

mission rates of RT traffic has the form [Rmin, Rmax]. We note that ∆(RT )

is increasing with the transmission rate. Hence the achievable capacity set

per RT mobile has the form [∆min
RT ,∆

max
RT ]. Note that the maximum number

of RT calls that can be accepted is Mmax
RT = bLRT/∆min

RT c. We assign full rate

Rmax
RT (and thus the maximum capacity ∆max

RT ) for each RT mobile as long as

MRT ≤ NRT where NRT = bLRT/∆max
RT c (Fig. 5.1). For NRT < MRT ≤Mmax

RT
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the capacity of each present RT connection is reduced to ∆MR = LRT/MRT

and the rate is reduced accordingly (e.g. by combining (5.2), (5.5) and (5.8)

for the case of downlink).

Figure 5.1: Capacity reservation for RT mobiles LRT , minimum throughput

Rmin and maximum throughput Rmax.

5.5.3 Fast time multiplexing for NRT traffic

The capacity C(MRT ) unused by the RT traffic dynamically changes as a

function of the number of RT connections present. The available capacity

for NRT mobiles is thus

C(MRT ) =

 Θε −MRT∆max
RT , if MRT ≤ NRT ,

LNRT , otherwise.

That capacity is fully assigned to one single NRT mobile. This mobile is

time multiplexed rapidly so that the throughput is shared equally between

the present NRT mobiles. The total transmission rate Rtot
NRT of NRT traffic

for the downlink and uplink is then given respectively by

DL : Rtot
NRT (MRT ) =

C(MRT )

α+ F − αC(MRT )
× NoW

EsΓ
, (5.18)
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UL : Rtot
NRT (MRT ) =

C(MRT )

1 + fULb − C(MRT )
× N b

0W

EsΓ
. (5.19)

The expression for downlink with macrodiversity is derived similarly, albeit

being more complex.

We notice that the throughput of each present NRT mobile k is given by

RNRT (k) =
Rtot

NRT (MRT )

k
.

Remark 1. The expressions that we have obtained for the total through-

put available for NRT traffic may be in practice non-accurate due to the

many approximations we use, such as using the averaged values fULb and F

in the above equations. Since these expressions are used later in a dynamic

context, the price of changing the expressions to complex ones can render

the later Markovian analysis infeasible. To be able to have better precision,

we need to sacrifice the generality of the model.

5.5.4 Remark

Using a Monte Carlo simulator tool developed by France Telecom R&D, we

ran a simulation to test some of the simplifications that we used in this

chapter concerning the downlink to check the value of Rtot.

Some mobiles using a voice service are randomly generated in a cell lo-

cated in a UMTS network. For each random generation, the simulation

calculates the local downlink interference factor parameter fi for each mo-

bile. The number of mobiles of a cell nMS is limited by the total load of the

cell which has to be inferior to 100%. We calculate the total throughput of

the cell as follows:

Rtot = 12.2nMSkb/s

We obtain an average number of mobiles for the cell, as the ratio between

the total number of mobiles generated N tot
ms considering all the generations,

to the number of generations Ngen.

nMS =
N tot
MS

Ngen

= 27.6 mobiles.
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We obtain a total throughput of

Rtot = 336kb/s.

We obtain an average interference factor per mobile as follows:

F =

Ntot
MS∑
i=1

fi

N tot
MS

= 1.13.

We then use the following analytical calculation:

Rtot = nMS
1− ϕ

nMS(α+ F )− α(1− ϕ)

ϕ is the fraction of the BS power dedicated to common channels. 1-ϕ is the

capacity of the cell. In our simulations we have ϕ = 0.14 and α = 0.79.

With the analytical method we obtain Rtot = 379kb/s. The difference

between the two values is

379− 336

379
= 11%

The total throughput is thus close the simulated one.

5.6 Stochastic model and the QBD approach

In this section we proceed to study a stochastic traffic model and examine

steady-state performance measures of the system. We consider the total

nominal capacity to remain fixed throughout the system lifetime.

That assumption is justified considering that

• capacity is limited by base station (DL) output power or interference

(UL) and

• the channel environment conditions do not change very extremely. As a

consequence given the rate and power adaptation, the same maximum

loading is achieved at any time.
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We also assume that for the time-multiplexing of NRT calls, an appropri-

ate scheduling scheme is feasible such that each mobile transmits or receives

instantaneously at a rate given by (5.18). All mobiles obtain the same average

rate.

Model. We assume that RT and NRT calls arrive according to inde-

pendent Poisson processes with rates λRT and λNRT , respectively (Fig. 5.2).

The duration of a RT call is exponentially distributed with parameter µRT .

The size of a NRT file is exponentially distributed with parameter µNRT .

Interarrival times, RT call durations and NRT file sizes are all independent.

Figure 5.2: Diagram of transition for RT and NRT traffic.

The departure rate of NRT calls depends on the current number of RT

calls:

ν(MRT ) = µNRTR
tot
NRT (MRT ).

QBD approach. Under these assumptions, the number of active sessions

in all three models (downlink, with and without macrodiversity and uplink)

can be described as a QBD (quasi-birth-and-death) process, and we denote

by Q its generator. We shall assume that the system is stable. The stationary

distribution of this system, π, is calculated by solving:

πQ = 0, (5.20)
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with the normalization condition πe = 1 where e is a vector of ones of proper

dimension. The vector π represents the steady-state probability of the two-

dimensional process. We partition π as [π(0), π(1), . . .] with the vector π(i)

for level i, where the levels correspond to the number of NRT calls in the

system. We may further partition each level into the number of RT calls,

π(i) = [π(i, 0), π(i, 1), . . . , π(i,Mmax
RT )], for i ≥ 0. The entries of π are ordered

lexicographically, i.e. π(k, i) precedes π(l, j) if k < l, or if k = l and i < j.

The generator matrix Q is given by

Q =



B A0 0 0 · · · · · ·
A2 A1 A0 0 · · · · · ·
0 A2 A1 A0 · · · · · ·
0 0

. . . . . . . . . . . .

0 0 · · · · · · · · · A0

0 0 · · · · · · A2 A1


, (5.21)

where the matrices B, A0, A1, and A2 are square matrices of size (Mmax
RT +1).

The matrix A0 corresponds to a NRT connection arrival, given by A0 =

diag(λNRT ). The matrix A2 corresponds to a departure of a NRT call and is

given by A2 = diag(ν(j); 0 ≤ j ≤ Mmax
RT ). The matrix A1 corresponds to the

arrival and departure processes of RT calls. A1 is tri-diagonal as follows:

A1[j, j + 1] = λRT

A1[j, j − 1] = jµRT

A1[j, j] = −λRT − jµRT − λNRT − ν(j)

. We also have B = A1 +A2. We follow a matrix-geometric approach for the

solution of the QBD process. Assuming a steady-state solution exists, π is

given by [Neu01] and [NiA03]:

π(i) = π(0)Ri. (5.22)

where R is the minimal non-negative solution to the equation:

A0 + RA1 + R2A2 = 0. (5.23)
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The vector π(0) is obtained from the normalization condition, which in ma-

trix notation writes as: π(0)(I −R)−1e = 1.

Note that the evolution of number of RT calls is not affected by the

process of NRT calls and the Erlang formula can be used to compute their

steady state probability, and in particular, the probability of blocking of a

RT call:

PRT
B =

(ρRT )M
max
RT /Mmax

RT !∑Mmax
RT

j=1 (ρRT )j/j!
,

where ρRT = λRT/µRT . This is the main performance measure for the RT

traffic. For NRT calls the important performance measure is expected so-

journ time which is given by Little’s law as

TNRT = E[MNRT ]/λNRT .

Conditional expected sojourn times. The performance measures so

far are similar to those already obtained in the uplink case in [NiA03]. We

wish however to present more refined performance measures concerning NRT

calls: the expected sojourn times as long as the file size and the state upon

the arrival of the call are known. We follow [Nun01] and introduce a non-

homogeneous QBD process with the following generator Q∗ [Nun01] and the

corresponding steady state probabilities π∗:

Q∗ =



B A0 0 0 · · ·
(1/2)A2 A

(2)
1 A0 0 0 · · ·

0 (2/3)A2 A
(3)
1 A0 0 · · ·

0 0 (3/4)A2 A
(4)
1 A0 · · ·

0 0
. . . . . . . . . . . .


, (5.24)

where the matrices A0, A2, B are the same as introduced before, and A
(k)
1 , k ≥

2 is the same as A1 defined before except that the diagonal element is chosen

to be minus the sum of the off-diagonal elements of Q∗, i.e.

A
(k)
1 [i, i] = −λRT − iµRT − λNRT −

k − 1

k
ν(i).

The conditional expected sojourn time of a NRT mobile given that its size

is v, that there are i RT mobiles and k− 1 NRT mobiles upon it’s arrival, is
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obtained from [Nun01, Corollary 3.3 and remarks in § 8.3]:

Tk,i(v) =
v

R∗ − ρ∗
+ 1k,i

[
I − exp

(
vR−1Q∗

)]
w, (5.25)

where

R∗ :=
∑
k,i

π∗(k, i)Rtot
NRT (i), R = diag

[
1

k
Rtot
NRT (i)

]
,

ρ∗ :=
λNRT
µNRT

,

1k,i is a vector of proper dimension whose entries are all zero except for the

(k, i)-th entry whose value is 1, and w is the solution of

Q∗w =
1

R∗ − ρ∗
R · 1k,i − 1k,i.

The entries of R along the diagonal are ordered lexicographically in (k, i).

Remark 2. Expression (5.25) simplifies considerably in case the capacity

allocated to NRT calls is fixed. Suppose that the number of RT sessions stays

fixed to i throughout the system lifetime (this can be used as an approxima-

tion when the average duration of RT sessions is very large). The service rate

is constant, Rtot
NRT (i). Then we can study the system as an M/M/1 queue

with processor sharing, for which we can easily derive from [Cof70]:

Tk(v) =
v/Rtot

NRT (i)

1− ρ′
+ [k(1− ρ′)− ρ′]

1− e−(1− ρ′)µNRT · v

µNRTRtot
NRT (i)(1− ρ′)2

(5.26)

provided that ρ′ :=
λNRT

µNRTRtot
NRT (i)

< 1 (ergodicity condition).

The equation is obtained by translating to time units: A job of v size

units requires a service time v/Rtot
NRT (i), if it were served alone in the system.

Furthermore, the distribution of service time requirement is also exponential

with mean 1/(µNRTR
tot
NRT (i)).

To illustrate the role of the conditional sojourn time, we use (5.26) to

compute the maximum number k of NRT calls present at the arrival instant

of an NRT call (we include in this number the arriving call) such that the

expected sojourn time of the connection, conditional on its size and on k, is
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Figure 5.3: Maximum number of NRT connections upon arrival such that

the conditional expected sojourn time is below 1 sec, as a function of the

mean size of the file

below 1 sec. This is depicted in figure 5.3. For example, if the mean size

of the file is 100 Kbits then its conditional expected sojourn time will be

smaller than 1 sec as long as the number of mobiles upon arrival (including

itself) does not exceed 12. This figure is obtained with Rtot
NRT (0) = 1000

kbps, λNRT = 1 (we took no RT calls, i.e. i = 0).

5.7 Numerical results

In this Section, we examine basic performance parameters when RT and NRT

traffic is integrated in the link, according to our transmission and rate control

scheme. We consider the following setting illustrated in Table 5.1, based on

standard WCDMA parameter values (cf. [HoT04]). Unless stated otherwise,

the data are for both the downlink (DL) and uplink (UL).

Moreover, in our numerical investigation we have chosen a very small

value of ε (ε = 10−5) used in θε, such that with negligible thermal noise an
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Transmission rate of RT mobiles min max

4.75 kbps 12.2 kbps

ERT/N0 7.9 dB (12.2 kbps, UL)

11.0 dB (12.2 kbps, DL)

ENRT/N0 4.5 dB (144 kbps, UL)

4.8 dB (384 kbps, DL)

Mean NRT session size 1/µNRT = 160 kbits

Mean RT call duration 1/µRT = 125 s

Call arrival rates λRT = λNRT = 0.4

Intercell interference factors UL : f = 0.73 DL : F = 0.55

Non-orthogonality factor (DL) a = 0.64

Chip rate W = 3.84 Mcps

Fraction of power for common channels ϕ = 0.2

Table 5.1: Numerical Values.
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average mobile is located a few hundred meters from the base station2. Of

course, in a more realistic application the value of ε must be selected more

carefully and separately for the uplink and downlink. We assumed here that

the target Es/N0 depends only on the class of traffic s but not on the number

of mobiles.

The constant Γ is computed so as to guarantee that the probability that

the target SINR is satisfied is 0.99. It corresponds to a standard deviation

constant σ = 0.5 (see [NiA03]).

Influence of NRT reservation on RT traffic.

In figure 5.4 we depict the average cell capacity in terms of the average

number of RT mobiles for both uplink and downlink as a function of the

reservation threshold for NRT traffic. We see that it remains almost constant

(50 mobiles per cell) for up to 50% of the load.

Figure 5.4: Mean number of RT calls in a cell as a function of the reservation

level for NRT traffic.

In figure 5.5 we present the blocking rate of RT traffic. At a reservation

2We have considered a thermal noise level of -100 dBm, and a path loss exponent 4 in an
urban environment [HoT04]. This roughly yields a power of about 20 Watt in the downlink
(transmitted output power of a base station), and 1 Watt in the uplink (transmitted power
from a mobile).



132 Admission in multi-service CDMA network

Figure 5.5: Blocking rate for RT calls as a function of the reservation level

for NRT traffic

LNRT of 50% of the maximum load, the dropping rate is still lower than 1%.

Influence of NRT reservation on NRT traffic.

Figure 5.6 shows the impact of the reservation threshold LNRT on the ex-

pected sojourn time of NRT calls both on uplink and downlink. We see that

the expected sojourn times become very large as we decrease LNRT below

0.15% of the load. This demonstrates well the need for such a reservation.

In the whole region of loads between 0.16 to 0.5 the NRT expected sojourn

time is low and at the same time, as we saw before, the rejection rate of RT

calls is very small. Thus, this is a good operating region for both RT and

NRT traffic.

Conditional expected sojourn time.

The reservation limit LNRT is taken to be 0.27 in Figure 5.7, 5.8. In Figure

5.7 we depict the expected sojourn time conditioned on the number of NRT

and RT calls found upon the arrival of the call both being k and on the file

being of the size of 100 kbits. The parameter k is varied in this figure.

Figure 5.8 depicts for various file sizes, the maximum number k such that

the conditional expected sojourn time of that file with the given size is below

1 sec. k is defined to be the total number of RT calls as well as the total
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Figure 5.6: Expected sojourn times of NRT traffic as a function of the NRT

reservation

number of NRT calls (including the call we consider) in the cell. We thus

assume that the number of NRT and of RT calls is the same, and seek for the

largest such number satisfying the limit on the expected sojourn time. Note,

in comparison to figure 5.3, the decrease in the maximum number of NRT

calls, since RT calls now exist in the system. For a file size of 100kbits, the

number of calls is about 12: no RT call and 12 NRT calls (Fig. 5.3). Figure

5.8 shows, for the same file size, the number of calls is about 16, 8 RT and 8

NRT calls.

5.8 Extension to handover calls

Arrivals of new and handover calls in the CDMA cell had been succinctly

incorporated in a single rate and thus not treated differently. We now wish to

differentiate between these calls. We assume that RT new calls (resp. NRT

new calls) arrive with a rate of λNewRT (resp. λNewNRT ) where as the handover

calls arrive at rate λHORT (resp. λHONRT ). We assume that RT calls remain at a

cell during an exponentially distributed duration with parameter µRT .

From a QoS perspective, avoiding blocking of handover calls is considered
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Figure 5.7: Conditional expected sojourn time of an NRT mobile as a func-

tion of the number of mobiles in the cell

more important than avoiding blocking of new ones. So we define a new

threshold M
New
RT < Mmax

RT . New RT calls are accepted as long as MRT ≤
M

New
RT , whereas handover RT calls are accepted as long as MRT ≤ Mmax

RT .

The behavior of NRT calls is as before. Define ρRT = λRT/µRT (the same

as before, corresponding to the total arrival rate) and ρHORT = λHORT /µRT . Let

pRT (i) denote the number of RT mobiles in steady state. It is given by

pRT (i) =


(ρRT )i

i!
pRT (0), if 0 ≤ i ≤M

New
RT

(ρRT )M
New
RT (ρHORT )i−M

New
RT

i!
pRT (0), if M

New
RT ≤ i ≤Mmax

RT

where pRT (0) is a normalizing constant given by

M
New
RT∑
i=0

(ρRT )i

i!
+

Mmax
RT∑

i=M
New
RT

(ρRT )M
New
RT (ρHORT )i−M

New
RT

i!


−1

.

The QBD approach introduced before can be directly applied again to

compute the joint distribution of RT and NRT calls, and in particular, the

expected sojourn time of NRT calls.
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Figure 5.8: Maximum number of NRT connections upon arrival such that

the conditional expected sojourn time is below 1 sec, as a function of the size

of the file

A numerical example.

We consider the uplink case of the CDMA system. The input data are the

same as before, except that now a fraction of 30% of arriving RT calls are due

to handovers. In figure 5.9 we present the impact of the choice of the NRT

threshold on the blocking rate of RT mobiles. We also illustrate the impact

of the differentiation between new and handover calls. The middle curve is

obtained with no differentiation. The total dropping rate of the model with

handover differentiation is larger, but the dropping rate of calls already in

the system (that arrive through a handover) is drastically diminished (the

curve called “Dropping”).

5.9 Summary and conclusions

We have developed a simplified mathematical model that allowed us to an-

alyze the performance of call admission control combined with GoS control

in a WCDMA environment with integrated RT and NRT traffic. RT traffic
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Figure 5.9: RT dropping probabilities

has limited adaptive rate functionalities and priority over resources whereas

NRT traffic obtains by time sharing the capacity left over by the RT traffic.

As performance measures we studied the blocking rate of RT traffic and

the sojourn times of NRT traffic. We illustrated through numerical examples

the importance of adding reserved capacity LNRT for NRT traffic and demon-

strated that this reservation can be done in a way not to significantly affect

RT traffic. More specifically, we saw that the blocking rate of RT traffic was

small and quite robust to the choice of LNRT , over a large interval of values.

For NRT traffic, we investigated not only the average sojourn time but also

the conditional expected sojourn time given the file size and the number of

RT and NRT mobiles present at the cell upon arrival.

Finally, we provided an extension of the multiservice system model to

handle handover RT calls. It was shown that differentiating the admission

control policy for such calls can greatly reduce their blocking probability, and

therefore provide better QoS.



Chapter 6

Outage Probability

In this chapter, using the analytical formula of the interference factor f given

by the fluid model, we derive the global outage probability, and the spatial

outage probability which depends on the location of a mobile station (MS)

initiating a new call. This chapter is based on the article [KeCoG07].

6.1 Introduction

The estimation of cellular networks capacity is one of the key points before

deployment and mainly depends on the characterization of interference. As

downlink is often the limited link w.r.t. capacity, we focus on this direction,

although the proposed framework can easily be extended to the uplink. As

established in Chapter 2, in Code Division Multiple Access (CDMA) systems,

an important parameter for this characterization is the other-cell interference

factor f . The precise knowledge of the interference factor allows the deriva-

tion of outage probabilities, capacity evaluation and then, the definition of

Call Admission Control mechanisms.

We show that it is possible to get a simple outage probability approxi-

mation by integrating f over a circular cell. In addition, as f is obtained as

a function of the distance to the BS, it is possible to derive a spatial outage

137
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probability, which depends on the location of a newly initiated call.

Remark: blocking vs. outage

Quality of service in cellular networks is characterized for circuit switched

services by two main parameters: the blocking probability and the outage

probability. The former is evaluated at the steady state of a dynamical system

considering call arrivals and departures. It is related to a call admission

control (CAC) that accepts or rejects new calls. The outage probability is

evaluated in a semi-static system [BaB05], where the number of MS is fixed

and their location is random. This approach is often (see e.g. [Bon05]) used

to model mobility in a simple way: MS jump from one location to another

independently. For a given number n of MS per cell, outage probability is

thus the proportion of configurations, where the needed BS output power

exceeds the maximum output power: Pb > Pmax.

6.2 Outage probabilities

In this Section, we compute the global outage probability and the spatial

outage probability with the Gaussian approximation. Using the fluid model,

closed-form formulas for the mean and standard deviation of f over a cell

are provided.

6.2.1 Global outage probability

For a given number of MS per cell, n, outage probability, P
(n)
out , is the pro-

portion of configurations, for which the needed BS output power exceeds

the maximum output power: Pb > Pmax. We assume a single service in the

network (βu = β for all u). We deduce from (4.4) [Kel02] :

P
(n)
out = Pr

[
n−1∑
u=0

(α+ fu) >
1− ϕ

β
− N0

Pmax

n−1∑
u=0

1

gb,u

]
, (6.1)

where ϕ = PCCH/Pmax and β = γ∗/(1 + αγ∗).
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In most of cases the thermal noise may be neglected, we deduce:

P
(n)
out = Pr

[
n−1∑
u=0

(α+ fu) >
1− ϕ

β

]
, (6.2)

6.2.2 Spatial outage probability

For a given number n of MS per cell, a spatial outage probability can also

be defined. In this case, it is assumed that n MS have already been accepted

by the system, i.e., the output power needed to serve them does not exceed

the maximum allowed power. The spatial outage probability at location ru

is the probability that maximum power is exceeded if a new MS is accepted

in ru.

P
(n)
sout(u) = Pr

[
(α+ fu) +

n−1∑
v=0

(α+ fv) >
1− ϕ

β
|
n−1∑
v=0

(α+ fv) ≤
1− ϕ

β

]
(6.3)

and so we have

P
(n)
sout(u) =

Pr
[

1−ϕ
β
− (α+ fu) <

∑n−1
v=0(α+ fv) ≤ 1−ϕ

β

]
Pr

[∑n−1
v=0(α+ fv) ≤ 1−ϕ

β

] (6.4)

6.2.3 Fluid analysis

To calculate the expressions (6.2) and (6.4) we use the fluid model approach.

We make the approximation that the spatial outage, P
(n)
sout(u), depends on

the distance to the BS. Denoting f(ru) the interference factor of a mobile u

at a distance ru from its serving BS we can write (6.2) and (6.4) as:

P
(n)
out = Pr

[
n−1∑
u=0

(α+ f(ru)) >
1− ϕ

β

]
, (6.5)

and

P
(n)
sout(ru) =

Pr
[

1−ϕ
β
− (α+ f(ru)) <

∑n−1
v=0(α+ f(rv)) ≤ 1−ϕ

β

]
Pr

[∑n−1
v=0(α+ f(rv)) ≤ 1−ϕ

β

] (6.6)
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The expressions of the outage probability (6.5) and (6.6) are based on

the fact that the locations of mobiles in the cell are random. Thus the

interference factor value is random too. Since mobiles are assumed to be

uniformly distributed over the equivalent disk of the cell, we can express

their location as a probability density function (pdf) of r: pr(t) = 2t
R2

e
.

6.2.4 Gaussian approximation

In order to compute these probabilities, we rely on the Central Limit theorem

and use a Gaussian approximation. As a consequence, we need to compute

the spatial mean and standard deviation of f(ru). The central limit theo-

rem expresses that considering the following sequence of random variables

X1, X2, X3, ... defined on the same probability space, share the same proba-

bility distribution D and are independent. Assume that both the expected

value µ and the standard deviation σ of D exist and are finite. Consider the

sum Zn = (X1+...+Xn−nµ)/σn1/2, where the expected value of Zn is nµ and

its standard error is σn1/2. Then the distribution of Zn converges towards

the standard normal distribution N(0, 1) as n approaches infinity. To apply

the gaussian approximation to the calculation of the outage probability, we

first have to calculate the expected value µf and the standard deviation σf

of the interference factor. So, we integrate f(r) on an equivalent disk of

radius Re (see figure 3.2). Since the area of a cell is 1/ρBS = πR2
e, we have

Re = Rc

√
2
√

3/π.

As mobiles are uniformly distributed over the equivalent disk, the proba-

bility density function (pdf) of r is: pr(t) = 2t
R2

e
. Let µf and σf be respectively

the mean and standard deviation of f(r), when r is uniformly distributed over

the disk of radius Re.

µf =
2πρBS
η − 2

∫ Re

0
tη(2Rc − t)2−η 2t

R2
e

dt

=
24−ηπρBSR

2
c

η − 2

(
Re

Rc

)η ∫ 1

0
xη+1

(
1− Rex

2Rc

)2−η
dx

=
24−ηπρBSR

2
c

η2 − 4

(
Re

Rc

)η
×
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2F1(η − 2, η + 2, η + 3, Re/2Rc), (6.7)

where 2F1(a, b, c, z) is the hypergeometric function, whose integral form is

given by:

2F1(a, b, c, z) =
Γ(c)

Γ(b)Γ(c− b)

∫ 1

0

tb−1(1− t)c−b−1

(1− tz)a
dt,

and Γ is the gamma function defined as Γ(x) =
∫∞
0 tz−1e−tdt.

Since the mobile distribution is uniform, µf corresponds to an other way to

express Flim (see 4.24).

We can notice that for a pathloss parameter η = 3, we obtain the following

closed formula:

µf = −2πρBSR
2
c

(
ln(1− ν/2)

ν2
+

16

ν
+ 4 +

4ν

3
+
ν2

2

)
,

where ν = Re/Rc. In the same way, the variance of f(r) is given by:

σ2
f = E

[
f 2
]
− µ2

f (6.8)

E
[
f 2
]

=
24−2η(2πρBSR

2
c)

2

(η + 1)(η − 2)2

(
Re

Rc

)2η

×

2F1(2η − 4, 2η + 2, 2η + 3,
Re

2Rc

).

As a conclusion of this section, the outage probability can be approximated

by:

P
(n)
out = Q

 1−ϕ
β
− nµf − nα
√
nσf

 , (6.9)

where Q is the error function defined as Q(x) = 1√
2π

∫∞
x e−t

2
dt. And the

spatial outage probability can be approximated by:

P
(n)
sout(ru) =

Q
( 1−ϕ

β
−nµf−(n+1)α−f(ru)

√
nσf

)
−Q

( 1−ϕ
β
−nµf−nα√
nσf

)
1−Q

( 1−ϕ
β
−nµf−nα√
nσf

) , (6.10)

where f(ru) is given by (3.3).
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6.2.5 Validity of the gaussian approximation

The question arises of the validity of the Gaussian approximation. The num-

ber of users per WCDMA cell is indeed usually not greater than few tens.

Figure 6.1 compares the pdf of a gaussian variable with mean µf and stan-

dard deviation σf/
√
n with the pdf of 1

n

∑
u f(ru) for different values for n.

The latter pdf has been obtained by Monte Carlo simulations done on a single

cell, assuming fluid model formula for f . We observe that gaussian approx-

imation matches better and better when the number of mobiles increases.

That one matches well even for very few mobiles in the cell (n = 10). So we

can use it to calculate the outage probability.

Figure 6.1: Probability density function of 1
n

∑
u f(ru) (solid line) and its

Gaussian approximation (dotted line).

6.2.6 Results

Figures 6.2 and 6.3 show the kind of results we are able to obtain instanta-

neously thanks to the simple formulas derived in this chapter for voice service

(γ∗u = −16 dB). Figure 6.2 shows the global outage probabilities as a function

of the number of MS per cell for various values of the path-loss exponent η.
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Figure 6.2: Global outage probability as a function of the number of MS per

cell and for various values of the path-loss exponent (from η = 2.5 to 3.5 by

steps of 0.1).

It allows us to easily find the capacity of the network at any given maximum

percentage of outage. For example, the outage probability when there are 22

users per cell is about 8% with η = 3.5. Since the amount of interferences

increases when the exponential factor η decreases, we observe that for a given

number of mobiles, the outage probability increases when η decreases.

Figure 6.3 shows the spatial outage probability as a function of the dis-

tance to the BS for η = 3 and for various number of MS per cell. Given

that there are already n, these curves give the probability that a new user,

initiating a new call at a given distance, implies an outage. As an example,

a new user in a cell with already 16 on-going calls, will cause outage with

probability 0.17 at 900 m from the BS and with probability 0.05 at 650 m

from the BS.

With this result, an operator would be able to admit or reject new con-

nections according to the location of the entering MS. Thus, this allows a

finer admission control than with the global outage probability.
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Figure 6.3: Spatial outage probability as a function of the distance to the BS

for various number of users per cell and for η = 3.

6.3 Monte carlo simulations comparisons

6.3.1 Simulation methodology

The traditional hexagonal model is widely used, especially for dimensioning

purposes. That is the reason why a comparison of our model to a hexagonal

one is useful.

We compare the outage probability obtained with our fluid model to the

ones obtained by simulations done with a hexagonal classical one.

We determine the outage probability with Monte Carlo simulations done

with a discrete set of base stations distributed according to an hexagonal

pattern. The simulator assumes an homogeneous hexagonal network made

of several rings around a cell we analyze. Figure 3.5 shows an example of

such a network with the main parameters involved in the study.

At each snapshot of the Monte Carlo simulation, random locations are

drawn for the mobile stations of the network. The number of mobile stations

per cell is fixed all along the simulation and their spatial distribution within

one cell is uniform. Path-loss model is implemented as described in Section

3.2.

For a given number of MS per cell, n, outage probability is thus the

proportion of configurations, where the needed BS output power exceeds the
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Figure 6.4: Global outage probability as a function of the number of MS per

cell and for path-loss exponents η = 2.7 and 3.5, fluid analysis compared to

simulations.

maximum output power: Pb > Pmax.

6.3.2 Results

Figures (6.4) and (6.5) give comparison of the curves obtained using the

expression (6.9) with those obtained by simulations.

For a given outage probability, some differences can be observed between

the number of mobiles per cell obtained by simulations and the result cal-

culated analytically. And these differences depend on the parameter η. For

example, for η = 2.7, we do not observe a significant difference between the

two methods. With η = 3.5, the number of mobiles per cell obtained by sim-

ulation is about 32, for an outage probability of 0.5. The analytical method

gives about 34 mobiles, for the same value of outage probability. These dif-

ferences are due to the high sensititivy of the error function Q to the mean

and standard deviation of f : analysis and Monte Carlo simulations can lead

to quite different outage probabilities even if analytical average and variance

of the underlying Gaussian distribution are very close to simulated figures.
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Figure 6.5: Spatial outage probability as a function of the distance to the BS

for various number of users per cell and for η = 2.7.

The mean and the standard deviation obtained with the fluid expression of

f are slightly different than the ones obtained by simulations. Parameter

α value, compared to µf one, has a particular importance (Eq. 6.9). If α

is great compared to µf , the influence of µf on the outage probability is

relatively low.

We can say that the results obtained depend on the model used. If we

use a hexagonal model, we obtain a result and if we use the fluid model we

observe an other result. As no approach is better to modelize the reality

of a network, we can say that the observed differences are inherent to the

modelization process.

We can also say that we want to have a fluid model as close as possible to a

hexagonal one. In that case, we can fit the fluid model to the hexagonal one.

And we obtain very close results. We however observe that the differences

between them depend on the value of the pathloss parameter. We thus do a

fitting taking into account the value η.
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6.3.3 Interference factor formula for hexagonal net-

works

Two frameworks for the study of cellular networks are considered: the tra-

ditional hexagonal model and the fluid model. Both models leads to compa-

rable results for the interference factor as a function of the distance to the

BS. If we want to go further in the comparison of both models, in particular

with the computation of outage probabilities, we need however to be more

accurate.

The aim of this section is to provide an alternative formula for f that

better matches the simulated figures in an hexagonal network. Note that this

result is not needed if network designers use the new framework proposed in

this thesis. An accurate fitting of analytical and simulated curves shows that

f should simply be multiplied by an affine function of η to match with Monte

Carlo simulations in an hexagonal network. The expression (3.3) can then

be re-written as follows:

fhexa(r) = (1 + Ahexa(η))
2πρBSr

η

η − 2
(2Rc − r)2−η, (6.11)

where Ahexa(η) = 0.15η + 0.68 is a corrective term obtained by least-square

fitting. Note that for an accurate fitting of the analytical formulas presented

in this section to the Monte Carlo simulations performed in an hexagonal

network, µf should be multiplied by (1 + Ahexa(η)), σf by (1 + Ahexa(η))
2

and the expressions (3.3) replaced by (6.11).

6.3.4 Results

Figures 6.2 and 6.3 show the kind of results we are able to obtain instan-

taneously thanks to the simple formulas derived for voice service (γ∗u =

−16 dB). Analytical formulas are compared to Monte Carlo simulations in

an hexagonal cellular network. As a matter of fact, Eq.6.11 is used. Figure

6.6 shows the global outage probabilities as a function of the number of MS

per cell for various values of the path-loss exponent η. It allows us to easily

find the capacity of the network at any given maximum percentage of outage.



148 Outage Probability

For example, the outage probability when there are 12 users per cell is about

10% with η = 3.5. Figure 6.7 shows, as an example, the capacity with 2%

outage as a function of η.

Figure 6.8 shows the spatial outage probability as a function of the dis-

tance to the BS for η = 3 and for various number of MS per cell. Given

that there are already n, these curves give the probability that a new user,

initiating a new call at a given distance, implies an outage. As an example,

a new user in a cell with already 16 on-going calls, will cause outage with

probability 0.17 at 900 m from the BS and with probability 0.05 at 650 m

from the BS.

With this result, an operator would be able to admit or reject new con-

nections according to the location of the entering MS. Thus, this allows a

finer admission control than with the global outage probability.

6.4 Concluding remarks

In this chapter, we showed the simplicity of the fluid model allows a spatial

integration of f leading to closed-form formula for the global outage proba-

bility and for the spatial outage probability. Monte Carlo simulations done

with a hexagonal network show some differences with the fluid model results,

due to the high sensititivy of the error function Q to the mean and standard

deviation of f. As no approach is better to modelize the reality of a network,

we can say that the observed differences are inherent to the modelization

process. However, to have a fluid model as close as possible to a hexagonal

one, we fitted the fluid model to the hexagonal one as a function of it. The

proposed framework is a powerful tool to study admission control in CDMA

networks and design fine algorithms taking into account the distance to the

BS.
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Figure 6.6: Global outage probability as a function of the number of MS per

cell and for path-loss exponents η = 2.7, 3.5 and 4, simulation (solid lines)

and analysis (dotted lines).

Figure 6.7: Capacity with 2% outage as a function of the path-loss exponent

η, simulations (solid lines) and analysis (dotted lines) are compared.
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Figure 6.8: Spatial outage probability as a function of the distance to the BS

for various number of users per cell and for η = 3.
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We developed a fluid model considering a radio network as a continnum

of base stations. One of the hypothesis on which the calculation of the inter-

ference factor lays is a radial and deterministic pathloss which only depends

on the distance between the transmitter and the receiver.

In Chapter 7, we propose a first refinement by considering a pathgain also de-

pending on the antenna gain. This last approach enables to analyze networks

with sectored cells. As an application, a comparison between sectorisation

and densification is proposed.

In Chapter 8, we propose a second refinement by considering the shadowing,

in our analysis.

And in Chapter 9, we analyze the uplink in term of fluid model.
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Chapter 7

Fluid Model for Sectored

Networks

This chapter proposes a refinement of the fluid model by considering sectored

networks. As an application, we analyze the densification and the sectoriza-

tion of CDMA networks, in mono and multi-service cases. This chapter is

based on the article [Kel07].

7.1 Introduction

Among the solutions to answer an increasing traffic in a CDMA network, a

provider has the possibilities to install base stations in new sites (see Section

4.5) or to sectorize it i.e to replace the existing BS with directional antenna

BS in the same place as the existing ones. To analyse the advantages and

drawbacks of each kind of solution, a provider generates simulations with

simulators tools. These last ones need to create an environment and to set

the network’s parameters. They do not give instantaneous results, may last

an important time, and moreover, a great number of simulations are generally

required.

We generalize the fluid approach developed for omni-directional base sta-
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tions networks to sectorised ones. We first establish the expression of the

interference factor for a sectorized network, with three sectors per site. We

validate this approach comparing it to a numerical computed network. It

becomes possible to analyse and compare instantaneously different solutions

with the aim to adapt the network, or a given zone of the network, to an

increasing traffic demand. As an application of this model, we analyze the

densification and the sectorisation and propose a comparison of these means

as solutions to an increasing traffic. We show, this model enables to analyse

the mobile admission in CDMA networks. We end by generalizing our model

for a q-sectored network, with q ≥ 1.

Our fluid model gives results close to the ones obtained by planning tools

(see remark Section 7.7.1) which take into account a real environment.

7.2 Notations

7.2.1 Definitions

We define a site as a geographical place where the base stations are located.

A cell is the area covered by a BS. An omni-directional site has one BS and

one cell. A q-sectored site has q BS with directional antenna and q cells. In a

sectored site, a cell can be denoted a sector. We focus on q=3. Each number

of the figure 7.2 represents a site, and each arrow represents a directional

antenna.

7.2.2 Propagation

For an omni-directional BS network (see Section 2.2.2), we considered a

pathgain gb,u only depending on the distance r between BS b and MS u.

The power, pb,u, received by a mobile at distance ru could thus be written

pb,u = PbKr
−η
u , where K is a constant and η > 2 is the pathgain expo-

nent. In order to adapt the model in the case of sectored sites, i.e. each

geographical site manages several base stations with directional antennas, an

other term has to be considered to take into account the directional antenna
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gain: a mobile positioned at coordinate (ru, θ) of a sector receives a power

pb,u = PbKr
−η
u G(θ). We choose the axis origin such as θ is the angle between

the azimuth of the sector and the direction BS-MS (see figure 7.2 central

zone: sector S1), 0 ≤ G(θ) ≤ 1 is the normalized antenna gain, representing

the effect of directional antennas in sectored BS. It is equal to 1 if θ = 0, to

a value between 0 and 1 otherwise.

7.3 Sectored Network Fluid Model

7.3.1 Assumptions

The fluid model we developed for a network constituted by omni-directional

base stations can be enhanced in a case of a sectored network. When a

uniform traffic and a uniform BS density are assumed, and using now a model

where pathgain gb,u is a function of the position (r, θ) (between serving base

station b and mobile u), parameter fu depends on that position. So the

interference factor which was written as a function of r (3.3) has now to

be written as a function of (r, θ). Moreover in this context, since a site

manages three base stations, the network is characterised by a specific base

station density ρbs,3 [Kel06]. We assume that mobiles and base stations

are uniformely distributed in the network, so that ρbs,3 is constant. As the

network is homogeneous, all base stations have the same output power Pb.

We focus on a given cell and consider a round shaped network around

this centre cell with radius Rnw. The half distance between two sites is 2Rc

(see Figure 7.1).

7.3.2 Interference Factor

Figure 7.2 represents a three-sectored network. Each arrow represents an

antenna direction. The great circles represent the zone covered by a site, and

the little ones (central site) represent the zones covered by an antenna. We

consider a homogeneous sectored network with a BS (transmitter) density:
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2Rc

Continuum

Rc

Rnw of base stations

Figure 7.1: Network and cell of interest in the fluid model; the distance between two BS
is 2Rc and the network is made of a continuum of base stations.

ρbs,3 =
Somni
Ssect

ρbs. (7.1)

where ρbs is the omni-directional network BS density , Somni and Ssect are

the omni-directional and sector cells surfaces. At any point of the network,

the power received by a mobile is calculated as follows.

Let us consider a mobile u at position (r, θ) from its serving BS b = ψ(u).

The interference factor is defined as the ratio of the total power received by

a mobile coming from all the other base stations of the network on the total

power received by its own base station (see (3.4)). In the case of a sectored

network, the other base stations belonging to the same site contribute to the

interferences, too. So to calculate the interference factor in a given sector

(sector 1, figure 7.2) we have to consider the total radio power coming from

the other sites of the network (denoted 1 to 18 in this case) and the power

coming from the other base stations belonging to the same site (sectors S2

and S3).

Considering the other sites, each elementary surface zdzdθ at a distance

z from u contains ρbs,3zdzdθ base stations which contribute to pext,u. Their

contribution to the external interference is ρbs,3zdzdθPbKz
−ηG(θ). Like in

the omni-directional case, we approximate the integration surface by a ring

with centre u, inner radius 2Rc − ru, and outer radius Rnw − ru (see figure

3.3). We denote Gs(θ) the antenna gain for the sector s. For the three-

sectored sites, G(θ) is invariant by a 2π
3

rotation. We can write Gs(θ) =
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G(θ + (s−1)2π
3

),∀s ∈ {1, 2, 3}.
We consider a mobile u belonging to the sector S1. We finally can write

the contribution of the other base stations as:

pext,u =
∫ 2π

0

∫ Rnw−ru

2Rc−ru
ρbs3PbKz

−ηG(θ)zdzdθ +
3∑
j=2

PbKr
−η
u Gj(θ). (7.2)

Figure 7.2: Sectored Network.

Moreover, a mobile station (MS) u belonging to the sector S1 at position

(r, θ) receives internal power from b: pint,u = PbKr
−ηG1(θ). In this case, the

factor fu depends on the position of the mobile. We denote it f(r, θ). So

considering the whole network, the interference factor defined as fu = pext,u

pint,u

can be expressed by:

fsect(r, θ) =
1

PbKr−ηG1(θ)

∫ 2π

0

∫ Rnw−ru

2Rc−ru
ρbs3PbKz

−ηG(ξ)zdzdξ

+
1

PbKr−ηG1(θ)

3∑
j=2

PbKr
−η
u Gj(θ). (7.3)
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We notice that

∫ 2π

0

∫ Rnw−ru

2Rc−ru
ρbsPbKz

−ηzdzdθ

PbKr−η = f(r) (see expressions 3.1 and

3.3). Since that expression assumes omni-directional sites, it can be written

fomni(r). so we can write

fsect(r, θ) =
1

2πG1(θ)
fomni(r)

ρbs,3
ρbs

∫ 2π

0
G(ξ)dξ

+
1

G1(θ)

3∑
j=2

Gj(θ). (7.4)

We denote

a(θ) =
1

2π

Somni
Ssect

∫ 2π
0 G(ξ)dξ

G1(θ)
(7.5)

and

b(θ) =

∑3
j=2Gj(θ)

G1(θ)
(7.6)

Using expression (7.1), expression (7.4) can be written as:

fsect(r, θ) = a(θ)fomni(r) + b(θ). (7.7)

7.3.3 Comments

Linear dependency

We established a very interesting result: The interference factor in a given

sector of a three-sectored network can be expressed as a linear function of

the omni-directional one. The parameters a(θ) and b(θ) only depend on the

angle, the number of sectors and the normalized antenna gain G(θ). That

linear dependency comes from the analytical expression of the pathloss: the

dependency with the distance is decoupled to the one with the angle.
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Position dependency

Since we assumed an homogeneous network, and thus all base stations trans-

mit the same power, the interference factor fu does not depend on the BS

output power. The position dependency of f is due to the pathloss analytical

expression. In sectored network, since the pathloss depends on the position of

the mobile, f also depends on that one, so that we can write f as a function

of (r, θ), f(r, θ).

We also notice that when G(θ) = 1 whatever the angle θ, i.e. for an omni-

directional network, a(θ) = 1 and b(θ) = 0 , the expression (7.7) becomes

fsect(r, θ) = fomni(r).

Fluid model general expression

Replacing a discrete set of sites consituted by three base stations by a contin-

uous one, we established the expressions fomni(r) (3.3 ) and fsect(r, θ) (7.7):

they represent our fluid sector model. The model we propose depends on the

exponential pathloss factor, the density of base stations and the cell’s radius.

It allows calculating the influence of a mobile on a given cell, whatever its po-

sition. It moreover takes into account the size zone R to be considered. Like

in the omni-directional case, it appears important to validate that approach.

7.4 Validation of the Sectored Fluid Model

7.4.1 Simulation methodology

To validate our network’s approach, using a simulator developed for sec-

tored network, we follow an analogue method as the one used for an omni-

directional network (chapter 3 Section 3.5). We choose to compare our model

to a sectored hexagonal classical one. We calculate the interference factor

values given by the continuum set of base stations of our fluid model network,

and the ones obtained with a discrete set of base stations distributed accord-

ing to a hexagonal pattern. Since the mobiles are uniformly distributed, all

the BS have the same transmitting power.
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We will compare the figures obtained with Eq. (7.7) to the ones obtained

by simulations. The simulator assumes an homogeneous hexagonal three-

sectored network made of ten rings of sites around the cell we analyze (figure

7.2).

Figure 7.3: Normalized antenna gain.

The validation is done by computing f in each point of the cell S1 (Figure

7.2). This computation can be done independently of the number of MS in

the cell and of the BS output power. Factor f indeed depends only on the

path-losses to the BS of the network.

Typical patterns G( θ
θ0

) for antennas considered by France Telecom R&D

of beam width 60o and 65o are used. Figure (7.3) shows the empirical patterns

(black curve) and the polynomial regression fitted approximation function

(white curve inside the black one) in a linear scale. The following analytical

approximation function is used. Denoting x = θ
θ0

and y = G( θ
θ0

) with θ0 = 65,

we have

y = −0.1284x6+1.2138x5−4.4096x4+7.5012x3−5.4348x2−0.3349x+0.9907

(7.8)
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To validate the model, we need to verify the dependency of the interfer-

ence factor with the distance r and the angle θ, i.e. to compare the values

obtained with the two methods: analytical fluid one and simulation based

one.

7.4.2 Simulation results

Simulation parameters are the following:

• η = 3,

• R = 1 km,

• Rnw = 5R.

Expression (7.7) is also plotted for comparison.

We observe the fluid model matches very well the simulations on an hexag-

onal sectored network (figures 7.4 and 7.5)

Figure (7.4) compares the interferences factor values obtained with the

two methods. The X coordinate represents the interference factor values

given by the simulation method and the Y coordinate represents the ones

obtained with the fluid model. The simulations and fluid values obtained

(orange squares) are fitted according to a linear regression (black dotted

line). Its analytical expression, Y=1.05X, shows that the two methods give

very close values, with a good precision (correlation coefficient 0.99).

Figure (7.5) shows moreover that the simulated values of the interference

factor (X) are close to the fluid analytical ones (points), for each angle be-

tween −60o to 60o (beam width) and whatever the distances r (from 0 to

1000 m). For most of the values the differences between the two methods

are less than a few pourcentages. The greatest differences are obained for

great distances and angles. They reach about 11%(= 16.9 − 15.2)/16.7 for

r = 1000m and θ = 60.

We conclude that the fluid model approach is accurate for three sectors anten-

nas considered by France Telecom R&D. It allows to calculate the interference
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Figure 7.4: Interference factor fluid vs computed.

Figure 7.5: Interference factor vs r and θ: comparaison of the fluid method to the
computed one.
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factor experienced by a mobile, whatever its position in a cell. To generalize

our analysis, a validatation of our approach to other kinds of antennas should

be done.

7.4.3 Conclusion of the validation

Replacing a discrete set of base stations by a continuous one, we estab-

lished the interference factor expressions (7.7) and (3.2). They depend on

the pathloss exponent, the pattern antenna, the density of base stations and

the cell’s radius. We validated the fluid model, comparing it to a simu-

lated hexagonal one: we showed the interference factor values given by the

fluid model are very close to the ones obtained by simulations. As already

observed, these expressions take into account the size zones Rnw to be con-

sidered, which can be chosen characterizing a typical environment (pathloss

parameter, urban, rural, macro or micro cells). And they allow calculating

the precise influence of a mobile on a given cell, whatever its position.

We can conclude that our model allows us to develop analyses, adapted

to each network’s zone, taking into account each specific considered zone’s

parameters.

7.5 Sectored Network: general case

The analytical model we developed allows the telecom provider to know very

easily the advantages and drawbacks to densify or to three-sectorize a CDMA

network. However, the provider can also need to know how many sectors to

install in a site. To this aim, the model has to be generalized. We consider

a homogeneous q-sectored network, q > 0, with a BS density

ρbs,q =
Somni
Sq

ρbs. (7.9)

where ρbs represents the omni-directional network’s BS density and Somni

and Sq are the omni-directional and q-sector cells surfaces. We aim to adapt

the model in the case of q-sectored sites, i.e. each geographical site manages
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q base stations with directional antennas. Using the pathloss model pb,u =

PbKr
−η
u G(θ), the interference factor in a given sector denoted S1 calculated

in Section 3.4 can thus be generalized as follows.

We consider a mobile u belonging to the sector S1. We can write the

contribution of the other base stations as:

pext,u =
∫ 2π

0

∫ Rnw−ru

2Rc−ru
ρbs3PbKz

−ηG(θ)zdzdθ +
q∑
j=2

PbKr
−η
u Gj(θ). (7.10)

where Gq(θ) stands for the sectors s=1, 2 q. For the q-sectored sites, G(θ)

has an angular 2π/q symmetry: Gq(θ) = Gq(θ + (s− 1)2π/q).

Moreover, a mobile station (MS) u belonging to the sector S1 at the

position (r, θ) receives internal power from b: pint,u = PbKr
−η
u G1(θ). Since

the factor fu depends on the position of the mobile, we denote it f(r, θ).

So considering the whole network, the interference factor fu = pext,u

pint,u
can be

expressed by:

fsect(r, θ) =
1

PbKz−ηG1(θ)

∫ 2π

0

∫ Rnw−ru

2Rc−ru
ρbs3PbKz

−ηG(θ)zdzdθ

+
1

PbKz−ηG1(θ)

q∑
j=2

PbKr
−η
u Gj(θ). (7.11)

Since fomni(r) =

∫ 2π

0

∫ Rnw−ru

2Rc−ru
ρbsPbKz

−ηzdzdθ

PbKz−η = f(r) (see chapter 1, 3.3). and

denoting moreover

aq(θ) =
1

2π

Somni
Sq

∫ 2π
0 G(θ)dθ

G1(θ)
(7.12)

and

bq(θ) =

∑q
j=2Gj(θ)

G1(θ)
(7.13)

the expression (7.3) can be written as:

fq(r, θ) = aq(θ)fomni(r) + bq(θ). (7.14)
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For a q-sectored network, the interference factor is expressed as a lin-

ear function of the omni-directional one. It is due to the ”non correlation”

between the distance r and the angle θ in the analytical pathloss model ex-

pression. The parameters aq(θ) and bq(θ) only depend on the angle and the

number of sectors.

7.6 Sectorisation and densification

In a CDMA system, the number of mobiles is limited by the interferences or

by the transmitting power of the base stations. The telecom providers need

to apply an admission control, to be able to offer the subscribers a quality

of service as close as possible to the one they ask for. For the downlink,

any admission control has to take into account the base station transmitting

power’s limitation.

To illustrate our analytical model, we propose hereafter an analysis of the

capacity of the system in term of number of mobiles. We compare the benefit

of a densification of a network, i.e. increasing the number of omni directional

base stations, to the benefit of a sectorisation, i.e. replacing omni-directional

BS to sectored ones. Afterwards, we show how any kind of admission control

policy can be derived using our analytical model.

7.6.1 Mono-service case

For the downlink, we express that the power of the base station Pb is limited

to a maximum value: the call admission control is based on the probability

PDL
cell to satisfy the following relation:

PDL
cell = Pr[Pb > Pmax] (7.15)

where cell = omni or sect.

The total power of the serving base station b can be calculated from the

equation (4.3):
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Pb =

∑
u βu

N0

gb,u

1− ϕ−∑
u βu(α+ fu)

. (7.16)

Considering a density mobile distribution ρms in the cell, we can rewrite

(7.16) as:

Pb =
N0βu

∫ R
0

∫ π
q

−π
q
ρmsK

−1r1−ηG(θ)−1drdθ

1− ϕ−
∫ R
0

∫ π
q

−π
q
ρmsβu(α+ fcell(r, θ))rdrdθ

. (7.17)

We assume a uniform mobile distribution in the cell. We moreover denote

Fcell the downlink interference factor average value in the cell:

Fcell =
1

Scell

∫ R

0

∫ π
q

−π
q

fcell(r, θ)rdrdθ (7.18)

and we introduce the parameter Acell

Acell =
1

Scell

∫ R

0

∫ π
q

−π
q

K−1r1−ηG(θ)−1drdθ (7.19)

We recall that G(θ) = 1 and q = 1 for omni-directional antennas, q = 3

for three-sector ones.

Denoting nMS = ρmsScell the number of mobiles in the cell, using the

expressions 7.15 and 7.17, we can write:

PDL
cell = Pr[nMS >

1− ϕ

β(α+ Fcell + Acell
N0

Pmax
)
] (7.20)

The blocking probabilities have similar analytical expressions for sectored

and omni-directional networks. We denote

nthomni =
1− ϕ

β(α+ Fomni)
(7.21)

and

nthsect =
1− ϕ

β(α+ Fsect)
. (7.22)

We can write, as long as long as the noise is negligible, which is a reasonnable

assumption for a radius cell sizes less than 1 km.
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PDL
omni = Pr[nms,omni > nthomni] (7.23)

and

PDL
sect = Pr[nms,sect > nthsect] (7.24)

The parameters nthomni and nthsect represent the average capacity of an om-

nidirectional and sectored cell.

Case of three sectored sites (q=3)

Using the expression of f given by the fluid model, we can write:

Fsect =
1

Ssect

∫ R

0

∫ π
3

−π
3

(a(θ)fomni(r) + b(θ)) rdrdθ (7.25)

Denoting

C1 =
1

2π

Somni
Ssect

∫ π
3

−π
3

a(θ)dθ (7.26)

and

C2 =
1

2π

Somni
Ssect

∫ π
3

−π
3

b(θ)dθ (7.27)

we can express

Fsect = C1Fomni + C2 (7.28)

Using an antenna gain expressed by (7.8), and the definitions (7.26) and

(7.27), we obtain the expression:

Fsect ≈ 1.12Fomni + 0.14 (7.29)

A numerical analysis, with η = 3, shows the values of Fomni and Fsect

for an infinite network’s size (Table 7.1). The average interference factors

are limited; they tend to an asymptotic value, when the network’s dimen-

sion increases. For high size networks, Fcell does no more depend on the

network’s size. As a consequence, for a homogeneous network the number

of mobiles per cell does not depend on the size of the cell. It depends on

the environment characterized by the pathloss factor, the target SINR, the

orthogonality factor and the power ratio dedicated to the common channels.

For a sectored cell, it moreover depends on the antenna pattern.
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7.6.2 Multi-service case

The expression 7.16 can be written for each service s and each mobile u, as

follows:

Assuming that each mobile uses only one service, the total power of the

serving base station b can be calculated from the equation (7.16):

Pb =
PCCH +

∑
s

∑
u βs

N0

gb,u

1−∑
s

∑
u βs(α+ fu)

. (7.30)

Considering a density mobile distribution ρms,s in the cell using the service

s, we can rewrite (7.17) as:

Pb =

∫ R
0

∑
s

∫ π
q

−π
q
βsρms,sKr

1−ηG(θ)drdθ

1− ϕ−∑
s

∫ R
0

∫ π
q

−π
q
ρms,sβs(α+ fcell)(r, θ)rdrdθ)

. (7.31)

Considering uniform mobiles distributions and using (7.18) and (7.19),

we finally obtain:

Pb =

∑
s βsnms,sAcellN0

1− ϕ−∑
s nms,sβs(α+ Fcell)

. (7.32)

The expression (7.20) becomes, in a multi-service case:

PDL
cell = Pr[

∑
s

βsnms,s >
1− ϕ

α+ Fcell + Acell
N0

Pmax

] (7.33)

7.7 Numerical application

The following numerical application compares the sectorisation and the den-

sification for mono-service and multi-service cases, for α = 0.7 and ϕ = 0.2.

7.7.1 Mono-service case

Table 7.1 shows, for a voice service (γ = −16dBm), that the average capacity

of a sectored cell nthsect is smaller than for an omni-directional one nthomni.

However, since the capacity of a three-sector site is given by ntotsect = 3nthsect,

replacing an omni-directional site by a three sectors one increases its capacity
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by a factor D =
ntot

sect

nth
omni

. The analytical approach we developed showed that

the use of three-sector sites instead of omni directional ones increases their

capacity by a factor D ≈ 2.6. The term C2 gives the influence of the other

sectors of the same site. Without it, D would be about 2.9. This value is

close to 3, which is the maximum theoretical value.

Fomni Fsect nthomni nthsect ntotsect ntotomni D

0.65 0.87 24 21 63 72 2.6

Table 7.1: Relative quantities, for η = 3.

Replacing an omni-directional site by 3 ones in the same zone would

increase the capacity of that one by a factor 3 (in a first approximation where

the noise is considered as negligible). So, to answer an increasing traffic,

it theoretically appears better to do a densification than a sectorisation.

Considering economical constraints, it could however be difficult to find new

sites.

Remark: comparison with planning tools

Radio planning tools developed by France Telecom give an average capacity

per cell of about 28 mobiles, for an omni-directional CDMA network in a

suburban environment. For 3-sector sites, the average capacity is about 67

mobiles (i.e the D factor obtained is about 2.4). These tools use accurate

propagations models based on theoretical analysis and on calibrations with

field measurements. We observe that the analytical results obtained with our

model presented in Table 7.1, columns 3 and 5, are close to these values.

7.7.2 Multi-service case

We consider a site managing two services, voice with a target SINR γ1 =

−16dB and data (384 kb/s) with a target SINR γ2 = −4.6dB . We observe

(figure 7.6) a high decrease of the limit capacity of a site when the data
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traffic increases from 0 (no data traffic in the site) to 100% (no voice traffic

in the site). For each kind of site, omni-directional and sectored one, the

total number of mobiles decrease reaches about 50% though the data traffic

is relatively low (10%). These curves moreover show that the sectorisation of

a site, i.e. replacing one omni-directional BS by 3 sectored ones, increases its

limit capacity by a factor D ≈ 2.6. We moreover observe the factor D does

not depend on the service and on the proportion of traffic of each service.

Figure 7.6: Mobile number limit capacity of a site vs 384 kb/s data traffic.

To allow more mobiles to be admitted by a site, the provider can adopt a

strategy consisting to decrease the data service throughput offered to mobiles

entering the site. For an offered throughput of 144 kb/s, instead of 384 kb/s,

the data target SINR becomes −10dB . Figure 7.7 shows the new limits of

the capacity in this last case. We can analyze, compare and quantify the ad-

vantages of a sectorisation and/or a throughput decrease. We observe a first

improve of the capacity of an omni-directional site obtained by decreasing

the mobiles’ throughput. For example, considering a data traffic of 20%, the

total number of mobiles increases from 8 (”omni 384” curve) to 14 (”omni

144” curve). A better improve is reached with the sectorisation of the site.

For 20% data traffic, the number of mobiles reaches 20 (”sector 384” curve).

And the best improve is observed when these two means are used together.

In this last case, for a data traffic of 20%, the total number of mobiles admit-

ted in the site reaches 36 (”sector 144” curve). Moreover the decrease of the

limit capacity due to the data traffic is lower for 144 kb/s data service than
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for 384 kb/s data service: considering a data traffic of 10%, it particularly

only reaches 30% (dotted curves: 144 kb/s data) instead of 50% (continuous

curves: 384 kb/s data). Figure 7.8 focuses on the increase of data number

of mobiles: for example when a three sectored site only manages data traffic

(100%), the limit number of data mobiles increases from 5 (data ”384”) to

13 (data ”144”).

We analysed with our model the strategy consisting to decrease the de-

manded throughput in the aim to increase the admission of mobiles in a site,

for omni-directional and sectored sites. We obtained results close to the ones

obtained with simulation tools. We showed our model instantly provides,

without simulation, an admission control strategy analysis. It can moreover

quantify the consequence of a given strategy. Other admission strategies

could be analyzed with our model.

Figure 7.7: Mobile number limit capacity of a site vs data traffic.

7.8 Concluding remarks

We extended and validated the fluid model approach developed for omni-

directional networks to sectored ones. Replacing a discrete network of sec-

torised base stations by a continuum, we established the expressions of the

interference factor, fsect(r, θ). We moreover showed it linearly depends on
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Figure 7.8: Sectored site: data mobile number limit capacity vs data traffic.

the interference factor of the omni-directional base stations, now denoted

fomni(r). We analyzed the solutions based on a densification or a sectorisation

to answer an increasing traffic. We instantly obtained explicit expressions

of the capacity, and showed that it theoretically appears better to densify a

network than to sectorize it. However, considering economical or sociological

constraints, it can be difficult to find new sites in a real network. As a conse-

quence, to sectorize a network could be easier than to densify it. A telecom

provider has to take into account all these aspects to decide what solution

to adopt. A decrease of the demanded throughput in the aim to increase

the admission of mobiles in a site, for omni-directional and sectored sites,

showed the importance of the choice of an admission control strategy. The

admission control analyses generally require the use of simulation tools, and

do not give instantaneous results. Our analytical model allows to analyze

admission strategies without simulation.



Chapter 8

Shadowing and Environmental

Analysis

Since in a real network, the pathloss also depends on the local environment

(terrain, urban, rural, streets, trees), we propose in this chapter, a second

refinement of the fluid model by taking into account the shadowing effect and

more generally the effects of each specific environment.

8.1 Introduction

The radio link model we previously used only expresses that the power re-

ceived at any point of the system depends on its distance from the transmitter

(the line-of-sight path). In a real network, it however also depends on the

local environment (terrain, buildings, trees). Thus, the radio link can be

modelled by a term which expresses that the power received at any point of

the system depends on the distance r from the transmitter (the line-of-sight

path), and the environment. The first term depends on the type of the global

environment, urban or rural, and may moreover depend on the type of cells:

macro or micro. The second term, the shadowing, is generally modelled as a

lognormal distributed [Stu96] function. In this chapter, the fluid model takes

175
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into account the shadowing and more generally the effects of each specific

environment (urban, rural, streets buildings).

Taking into account the shadowing, we first establish the interference fac-

tor’s analytical expressions, mean value and standard deviation, as a lognor-

mal random variable (RV) according to the Fenton-Wilkinson approximation

(denoted FW) for a sum of lognormal RV [Fen60]. To characterize the system

topology, we establish the analytical expression of a function depending on

the shadowing, the base stations numbers and positions, and the exponential

pathloss parameter.

Using the fluid approach, we express the interference factor’s mean value

and standard deviation, and analyze the influence of different network’s pa-

rameters: cell radius, exponential pathloss parameter, distance of the mobile

to its serving base station.

Since the shadowing depends on the environment around the mobile, in

real networks it appears natural to consider some correlations between the

signals received by a mobile. We thus establish the mean value and standard

deviation expressions for correlated signals. We show that the shadowing

has a limited influence, for independent and correlated received powers, and

we express the interference factor bounds, minimum and maximum.

We finally show that the shadowing has a limited influence, for indepen-

dent and correlated received signals, and we express the interference factor

bounds, minimum and maximum.

8.2 Interferences with shadowing

8.2.1 Propagation

Considering the power Pj transmitted by the BS j, and r−ηj,uA the pathloss in-

cluding the shadowing effect, the power pj,u received by a mobile u belonging

to j can be written:

pj,u = PjKr
−η
j,uA (8.1)
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The parameter A = 10
ξ
10 represents the shadowing effect. It characterizes

the random variations of the received power around a mean value. The

parameter ξ is a Normal distributed random variable RV, with mean 1. 0

and standard deviation σj comprised between 0 and 10 dB. The term PjKr
−η
j,u

represents the mean value of the signal received by mobile u at the distance

rj,u from the transmitter (BSj). The probability density function (PDF) of

this slowly varying received signal power is given by (since we focus on a

given mobile u, we can drop that index):

Ψj(s) =
1

aσjs
√
π
exp−

(
ln(s)− amj√

2aσj

)2

(8.2)

where

• a = ln 10
10

,

• mj = 1
a
ln(KPjr

−η
j ) is the (logarithmic) received mean power expressed

in decibels (dB), which is related to the path loss and

• σj is the (logarithmic) standard deviation of the received signal due to

the shadowing in decibels.

8.2.2 Interference power

Since the interference factor is defined as fu = pext,u/pint,u (2.1) we first need

to calculate the other cell interference power. The total interference power

due to all the BS of the network (except the serving one) pext,u =
∑B
i6=b Pjgj,u

is the sum of B lognormal RV. No exact expression for the PDF (probability

density function) of the sum of lognormal distributed RV’s is known. It is

however accepted that such a sum can be approximated by another lognormal

distribution [Stu96]. Among the methods developed to find the mean and

variance of that last one, the Schwartz-Yeh approximation [ScY82] is based

on a recursive approach. Some descriptions and comparisons of these meth-

ods are available in [Stu96]. We choose the Fenton-Wilkinson one [Fen60]

1the mean value is expressed in a logarithmic scale.
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(denoted FW) for its relative simplicity: the logarithmic mean and the loga-

rithmic variance of a sum of lognormal RV can be found by matching the first

and second-order moments. This method is especially accurate for standard

deviations lower than 4 dB, when the signals components are uncorrelated.

For correlated signals, this method is accurate for standard deviations up to

12 dB [AbB94]. We aim to calculate the interference factor as a lognormal

RV (mean and standard deviation). Assuming the base stations’ power are

not correlated, we first calculate the mean and the variance of a sum of log-

normal RV, according to the FW method. We afterwards apply the result to

the sum of B lognormal identically distributed RV.

8.2.3 Sum of lognormal RV

Let X be a lognormal RV. Hence 10 log10X is a gaussian variable. We

can write lnX ∝ N(am, a2s2). The mean M and the variance S2 of a

lognormal RV are expressed as M = exp(am+ a2s2/2) and S2 = exp(2am+

a2s2)exp(a2s2−1). So we can write am = lnM −a2s2/2 and a2s2 = ln( S
2

M2 +

1). Using a FW approximation [Fen60] [Ala02], the sum of lognormal RV

Xj(Mj, S
2
j ) is written as a lognormal RV X(M,S2) where M =

∑
Mj and

S2 =
∑
S2
j . We can write

am = ln

∑
j

exp

(
amj +

a2σ2
j

2

)− a2s2

2
(8.3)

and

a2s2 = ln

∑j exp
(
2amj + a2σ2

j

) (
exp(a2σ2

j )− 1
)

∑
j exp

(
2amj + a2σ2

j

) + 1

 (8.4)

8.2.4 Interference factor

Our aim is to calculate the interference factor for any mobile at the dis-

tance rb from its serving BSb. We focus on a mobile belonging to b, so

we notice rb = r. Let us consider a network constituted by cells uniformly

distributed and a uniform traffic: Each BSj transmits a power Pj. The
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power received by a mobile is characterized by a lognormal distribution Xj

as lnXj ∝ N(amj, a
2σ2

j ) and we can write amj = ln(KPjr
−η
j ), where rj

stands for the distance between the mobile and BSj of the network. We con-

sider that all the standard deviations σj are identical. We denote ∀jσj = σ.

The total power received by a mobile is a lognormal RV X characterized by

its mean and variance. Expressing the mean interference power received by

a mobile, due to all the other base stations of the network (see Appendix

A) and since the ratio of two lognormal RV ’s is also expressed as a log-

normal RV, the interference factor is also lognormally distributed with the

following mean mf and logarithmic variance σf . Assuming that all the base

stations have the same transmitting power Pb = Pj = P (uniform traffic),

we introduce

G(η) =

∑
j r

−2η
j(∑

j r
−η
j

)2 (8.5)

f(η) =

∑
j r

−η
j

r−η
(8.6)

H(σ) = exp
(
a2σ2/2

) (
G(η)(exp(a2σ2)− 1) + 1

)−1
2 (8.7)

We can express (see appendix B):

mf = f(η)H(σ) (8.8)

The standard deviation is given by

a2σ2
f = 2(a2σ2 − lnH(σ)) (8.9)

We can deduce the interference factor’s limits:

f(η) ≤ mf ≤
f(η)

G(η)
1
2

(8.10)

and

σ2
f = 2σ2. (8.11)
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Remark

We notice that f(η) corresponds to the donwlink interference factor f without

shadowing. From (8.5), we can write G(η) < 1 whatever η

8.3 Topological analysis

8.3.1 Topological characterization

The expression (8.8) means that the effect of the environment of any mobile

of a cell, on the interference factor, is characterized by a function H(σ). This

last one depends on the shadowing of the received signals coming from the

base stations, and a G factor which depends on the position of the mobile

and the characteristics of the network as

• the exponential pathloss parameter η, which can vary with the topog-

raphy and more generally with the geographical environment as urban

or rural, micro or macro cells.

• the base station positions and number.

It can be interpreted as an environmental form factor G of the network.

Its analytical calculation may be complex. Indeed, its expression depends on

the positions of the considered mobile and the base stations. We notice that

the form factor can be rewritten, using (8.6), as:

G(η) =
f(2η)

f(η)2 (8.12)

The shadowing effect consists in increasing the mean value and the standard

deviation of the interference factor (8.10 and 8.11). This increase is however

limited (figure 8.2 and Table 8.2). In a realistic network, σj is generally

comprised between 6 and 12 dB.
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8.3.2 Fluid model approach

In our fluid model approach of the network, the interference factor expression

of f(r) (3.3) also depends on the exponential pathloss factor η. Focusing on

this dependency with η (forgotting r for a moment), we can denote it f(η).

Thus, to go further on our analysis, it appears interesting to express f(η)

and G(η) using the fluid approach. Assuming the serving base station is the

closest one, we can use the expression (3.3). Since that expression of f also

depends on the distance between two neighbors BS 2Rc and the dimension of

the network Rnw, it allows us to explore these network parameters influences.

Using the fluid model, we can express the form factor G limits, using (8.12).

From f(r) (3.3) we can write, dropping the dependency with the distance r

f(η) =
2πρbsr

η

η − 2

[
(2Rc − r)2−η − (Rnw − r)2−η

]
. (8.13)

When the considered zone’s radius is great compared to the cell’s one,

i.e. Rnw >> Rc, since we have 0 < r < Rc we can write:

− (−η + 2)2

16(−η + 1)
≤ G(η) ≤ − (−η + 2)2

4(−η + 1)
(8.14)

Table 8.1 indicates the limits of the form factor G as a function of η.

They allow to determine the limits of the interference factors parameters mf

and σf .

η 3 3.5 4 4.5 5

Gmin 0.03 0.06 0.08 0.11 0.14

Gmax 0.12 0.22 0.33 0.45 0.56

Table 8.1: Form factor G limits

8.3.3 Interference factor distance dependency

Figure (8.1) shows the influence of the distance between the mobile and its

serving BS, for different standard deviations and η = 3. The mean value
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of the interference factor increases when the standard deviation increases.

Compared to a case without shadowing, and for a mobile located at the

edge of the cell (1000m), that increase is about 30% when σ = 4dB and

reaches about 100% when σ = 12dB. We observe that the shadowing seems

to ”increase” the distances from the BS: with a shadowing σ = 12dB, a

mobile at 800m from its serving BS has the same mean interference factor as

a mobile at 1000 m without shadowing. This effect explains the importance

of considering shadowing margins during the planning process.

Figure 8.1: Influence of the standard deviation on the mean interference factor mf for
each distance.

8.3.4 Influence of the standard deviation

For low variances, i.e. a2σ2 ≈ 1, we can express from (8.7) and (8.8)

mf ≈ f(η)exp(a2σ
2

2
) (8.15)

and

a2σ2
f → a2σ2. (8.16)

And for high variances, i.e. exp(a2σ2) >> 1 orσ2 >> 1
a2 , we can write

mf ≈
f(η)

G
1

2

(8.17)
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and

a2σ2
f ≈ 2a2σ2 + lnG. (8.18)

For low standard deviations (less then 4 or 5 dB), these expressions show

a low dependency of the mean value of f with σ, and the total standard

deviation σf is very close to σ (Table 8.2).

These expressions show another interesting result: for high variances

(higher than 5 dB), the interference factor’s mean tends towards a value

which does not depend on the variance. Considering the extreme G values

(Table 8.1), with η = 3, the figure (8.2) confirms that the mean value of the

interference factor increases until a standard deviation of about 10 dB. For

higher values, the interference factor stays constant. We observe the mean

interference factor does no more depend on them.

Moreover, the form factor compensates the standard deviation influence.

It increases with the distance r, and also with the exponential pathloss pa-

rameter η. It means that a high value of that parameter, characterizing a

given type of cells or environment, may compensate the shadowing effects

(see also Figure 8.3). In a realistic network σ is generally comprised between

6 and 12 dB, Table 8.2 shows that the standard deviation of the interference

factor is close to the BS ones σ (with η = 3).

σ 0 1 2 3 4 5 6 7 8 9 10 11 12

σf 0 1.1 2.2 3.3 4.5 5.8 7.2 8.6 10.1 11.6 13.1 14.6 16.1

Table 8.2: Standard deviation of the interference factor vs σ, for η = 3

8.3.5 Interference factor environmental dependency

The exponential pathloss parameter η can characterize the environment type,

urban or rural, and the cell dimensions (pico, micro, macro). Figure (8.3)

confirms that the influence of the shadowing on the mean interference factor

decreases when η increases. For η ≥ 5 we observe that the shadowing has

almost no influence.



184 Shadowing and Environmental Analysis

Figure 8.2: Mean interference factor mf vs deviation σj (distance = 1000 m and η = 3).

Figure 8.3: Mean interference factor vs η.
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8.3.6 Interference factor cell radius dependency

Figure (8.4) shows the mean interference factor for a mobile at a given relative

position r/Rc in the cell from its serving base station. When Rc increases

(i.e. the distance between two BS increases) the influence of the shadowing

decreases, and becomes very low for a cell’s radius higher than 1700 m.

Figure 8.4: Mean interference factor for identical relative positions (edge of the cell) and
η= 3, r/Rc = 1.

Remark

The analytical results we obtained are based on a Fenton-Wilkinson ap-

proach. This one is especially accurate when the variance of lognormal RV

is less than 4dB. However, it has been shown in [AbB94] the accuracy of the

FW method applied to standard deviations up to 12 dB can be better, as

long as there is a correlation between the identical distributed RV. In the

next section, we analyze the case of correlated signals.

8.4 Correlation case

8.4.1 Interference factor

Until now we considered non correlated received powers coming from all the

base stations of the network. The shadowing depends on the environment
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and in a real network several BS have analogue environments. Moreover, the

powers coming from base stations located at the same relative direction meet

the same obstacles. It thus appears natural to consider some correlations

between the signals received by a mobile. In [AbB94] the coefficient tkj

characterizes the correlation between the lognormal RV :

tkj =
E [(Xk −mk)(Xj −mj)]

σkσj
, (8.19)

where Xi is a RV with mean mi and variance σ2
i .

The mean value Mcorr of the sum of lognormal RV is thus calculated in

[AbB94] as follows. Denoting

u1 =
N∑
k=1

exp(mk +
σ2
k

2
) (8.20)

and

u2 =
N∑
k=1

exp(2mk + 2σ2
k) + 2

N−1∑
k=1

N∑
j=1

exp(mk +mj)exp
1

2
(σ2

k + σ2
j + 2tkjσkσj)

(8.21)

Mcorr is thus written as:

Mcorr = 2 lnu1 −
1

2
lnu2 (8.22)

That expression can be written as:

Mcorr = lnu1 −
1

2

lnu2

u2
1

(8.23)

We consider all the BS of the network except the serving one: N =

B − 1. Let’s consider that all the RV have the same variance: ∀jσj = σ.

We moreover introduce a mean value of the correlation coefficient t = ¯tkj .

Taking into account a correlation between the RV, the expression (8.7) of the

mean interference factor becomes (see appendix C):

Hcorr(σ) = exp
(
a2(1− t)σ2/2

) (
G(η)(exp(a2(1− t)σ2)− 1) + 1

)−1
2 .

(8.24)
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The mean interference factor is given by (see appendix C):

mf,corr = f(η)Hcorr(σ) (8.25)

and the variance is given by

a2σ2
f,corr = a2σ2(1 + t) + ln

(
G(η)(exp(a2(1− t)σ2)− 1) + 1

)
(8.26)

These expressions show that when the powers received by a mobile are

completely correlated, t = 1, the mean value of the interference factor does

not depend on the shadowing. Introducing a generalized variance σ2
g = σ2(1−

t) we write (8.24) as:

Hcorr(σg) = exp
(
a2σ2

g/2
) (
G(η)(exp(a2σ2

g)− 1) + 1
)−1

2 (8.27)

Expression (8.25) is analogue to the one (8.8) without correlation, replac-

ing σ by σg. The correlation effect is to decrease the standard deviation σj.

This can explain that the accuracy of the Fenton-Wilkinson (FW) approx-

imation, which is better for low standard deviations, can be extended for

standard deviations until 12 dB, as long as they are correlated. As a conse-

quence, the results established in the precedent section stay accurate for high

standard deviations as long as the signals are correlated. Figure (8.5) shows

that the mean value of the interference factor is comprised between two lim-

its: a high one and a low one corresponding to the two limit cases, i.e. no

correlation (t = 0) and total correlation (t= 1) between the powers received

from the base stations. That last figure (8.5) shows moreover that for corre-

lations lower than 0.5, the standard deviation has a very low influence on the

mean value fo f . Figure (8.6) shows explicitly the correlation coefficient t has

almost no influence until 0.6, on the mean value of the interference factor,

for a mobile at the edge of the cell (1000m) and σ = 12dB. For higher values

of t the mean interference factor decrease reaches 50%: from 3 to 1.5.

8.4.2 Interference factor extrema

Expressions (8.25) and (8.24) enable to determine analytical extreme values

(min and max) for the mean interference factor. Considering two correlations
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Figure 8.5: Mean interference factor vs σ with correlation.

factors tmin and tmax which characterize the minimum and the maximum

correlation between the powers, we can write, introducing σ2
g,min = σ2

g(1 −
tmax) and σ2

g,max = σ2
g(1− tmin)

Denoting moreover

Hmin
corr(σg) = exp

(
a2σ2

g,min

2

)(
G(η)(exp(a2σ2

g,min)− 1) + 1
)−1

2 (8.28)

and

Hmax
corr (σg) = exp

(
a2σ2

g,max

2

)(
G(η)(exp(a2σ2

g,max)− 1) + 1
)−1

2 , (8.29)

we can write

f(η)Hmin
corr(σg) ≤ mf,corr ≤ f(η)Hmax

corr (σg). (8.30)

When tmin = 0 (no correlation) and tmax = 1 , we have σ2
g,min = 0 and

σ2
g,max = σ2

And since 0 < σ <∞ we can write

f(η) ≤ mf,corr ≤
f(η)

G(η)
1
2

(8.31)

Remark
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Figure 8.6: Mean Interference factor vs correlation coefficient σ = 12dB.

We showed (see 4.6) the fluid model approach allows to analyze the admis-

sion control of mobiles in a CDMA network using the interference factor

expression. It becomes possible to analyze the admission control taking into

account the mobile location and each specific environment. Moreover, in our

model, the expression of f(r) is characterized by the network size Rnw. It

thus can be adapted and applied to each part of a network with its own

characteristics. Indeed, the parameter η represents the mean exponential

pathloss parameter in a given zone and can be specific for each zone of the

network. As a consequence, the use of our analytical model enables to estab-

lish analytical admissions control expressions related to each specific network

zone.

8.5 Concluding remarks

The fluid model of cellular radio networks is now useful to each specific en-

vironment characterized by the radio propagation, the shadowing and the

network’s configuration. We first established the interference factor’s analyt-

ical expression, mean mf and standard deviation σf , as a lognormal random

variable RV, for independent and correlated signals. We expressed them con-

sidering the fluid model approach, and showed they depend on a function of

the shadowing H(σBS) and a form factor G. This last one depends on the
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mobile’s location, the exponential pathloss parameter, the number and the

positions of the base stations. We showed a consequence of the shadowing

is to increase mf and f , and these last ones are limited for each specific

network. We analyzed different environmental parameters influences, and

show some of them may limit the shadowing effects: the form factor, the ex-

ponential pathloss parameter, the cell radius. We moreover established the

analytical expressions of the mean interference factor bounds, minimum and

maximum. We noticed that a mobile admission analysis based on the fluid

model depends on the mobile’s location and can be adapted to each specific

network’s zone or environment.



Chapter 9

Fluid Model for Uplink

We proceed in a same way as the one followed in the chapters 2 and 3. We

show that an uplink analysis can follow an analogue way as the one done

for the downlink. We define an uplink interference factor and, considering a

fluid model of the network, establish and validate an explicit formula of this

parameter. As an application, we propose an analytical admission control

study for the two links, which takes into account the whole network around a

given cell, and show that it is sufficient to do the analysis only for one link.

9.1 Introduction

The signals and interferences received by the mobiles (MS) and the base

stations (BS) of a cellular radio network depend on their transmission powers,

positions and numbers. For the downlink, the radio power received by a

mobile comes from all the base stations of the network, and for the uplink,

the radio power received by a BS comes from all the mobiles of the network.

We extend the fluid network model by considering the discrete entities of the

network, BS and MS, as continuum. Though focused on CDMA systems,

the analysis is still valid for radio networks as OFDMA or TDMA ones.

The chapter is organized as follows. Expressing the target SINR con-

straints of a CDMA network, we first introduce a specific uplink interfer-

ence factor. Assuming the mobiles stations MS as a continuum set, we

191
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develop the fluid model, and establish the analytical expression of the uplink

interference factor. We validate this approach comparing it to a computed

hexagonal network. As an application of this model, we analyze the call ad-

mission control, and assuming some hypothesis, we show that it is sufficient

to do only one link analysis.

9.2 Interference model and notations

In this section, we introduce the interference model and give the notations

used throughout the chapter.

9.2.1 Network

We consider a CDMA system with B base stations (BS), each one defining a

cell j, and U mobile stations (MS) and we focus on the uplink. If a mobile u is

attached to a base station b (or serving BS), we write b = ψ(u). The location

of a base station is, as usual, called a site, and we assume omni-directionnal

antennas, so that a base station covers a single cell.

9.2.2 Power

The following power quantities are considered:

• Pu,b is the useful transmitted power from mobile station u towards base

station b;

• gu,b is the pathloss between the receptor b and the transmitter u.

• pu,b is the power received at base station b from mobile u ; we can write

pu,b = Pu,bgu,b;

• pint,b is the total power received by the base station b due to all the

mobiles belonging to the considered cell b;

• pint,b − pu,b represents the intracellular interferences due to the other

mobiles of the cell b;
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• pext,b is the total power received by the base station b due to all the

mobiles belonging to the other cells of the network;

• Pi,j is the power transmitted by mobile i belonging to cell j defined by

the base station j

• Mj is the number of mobiles in the cell j.

• N b
0 stands for the level of noise floor at the base station.

9.2.3 Noise and interferences

The total amount of power experienced by a base station b in a cellular

system can be split up into several terms: useful signal (pu,b), interference

and noise (N b
0). It is common to split the system power into two terms: pint,b

and pext,b, where pint,b is the internal (or own-cell) received power and pext,b

is the external power (or other-cell interference). Notice that we made the

choice of including the useful signal pu,b in pint,b, and, as a consequence, it

has to be distinguished from the commonly considered own-cell interference.

With the above notations, we define the uplink interference factor in

b, as the ratio of total power received by b, coming from the mobiles belonging

to the other BS of the network, to the total power coming from the mobiles

belonging to the b.

fULb = pext,b/pint,b (9.1)

The parameter fULb can be written as follows:

fULb =

∑B
j=1,j 6=b

∑Mj

i=1 Pi,jgi,b∑Mb
k=1 Pk,bgk,b

(9.2)

This parameter represents the relative ’weight’, on the base station b, of

the mobiles belonging to the other base stations of the network, to the ones

belonging to base station b.
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9.2.4 Basic derivations

Let us consider a mobile connected to the base station b of the network.

The Signal to Interference plus Noise ratio (SINR) received by a receiver,

MS in downlink and BS in uplink, has to be at least equal to a minimum

threshold target value, for the two links. Proceeding in an analogue way as

the downlink one, we denote γ∗u,UL the Uplink target SINR for the service

requested by MS u. We express the SINR experimented by b as:

γ∗u,UL =
pu,b

pint,b − pu,b + pext,b +N b
0

. (9.3)

We denote:

δu =
γ∗u,UL

1 + γ∗u,UL
. (9.4)

From the relation (9.3), and using the relation pu,b = Pu,bgu,b we can

express pu,b as:

pu,b = δu(pint,b + fULb pint,b +N b
0). (9.5)

We recall that for the downlink, we established from (2.8) the useful power

received by a mobile u as:

Pb,ugb,u = βu(αPbgb,u + fuPbgb,u +N0). (9.6)

The analogy of the expressions (9.5) established for the uplink and (9.6)

established for the downlink are due to the analogy of the conditions (9.3) and

(2.5) concerning the targets SINR in the two directions. As a consequence,

it appears natural to develop a unique analysis for modelling the two

links. We thus extend the fluid model to the uplink. We moreover notice

that for an isolated cell the uplink interference factor fULb is equal to zero,

and when the noise N b
0 is low compared to the signal received by the base

station, the expression (9.5) becomes pu,b = δupint,b.

The uplink and downlink interference factors show the influence of the

network, especially the locations and the power transmissions of the base

stations and the mobiles, on a receiver, mobile or base station, on a given

cell of the network.
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9.3 Uplink Fluid Model Network

9.3.1 Assumptions

Following an analogue approach as the downlink one, the key modelling step

of the model we propose consists in replacing a given fixed finite number

of transmitters (base stations or mobiles) by an equivalent continuum of

transmitters which are distributed according to some distribution function.

We consider a traffic characterised by a mobile density ρms and a network by

a base station density ρbs.

We consider a network constituted of omni-directional cells uniformly distrib-

uted and a uniform traffic: ρbs and ρms are constant. We aim at calculating

the uplink interference factor fULb at a given BS b of this network. We use

the same pathloss model used in Section 3.3: gu,b is only a function of the

distance r between the base station b and a mobile u. We consider that the

power received by a base station follows the expression pu,b = Pu,bar
−η where

a is a constant.

9.3.2 Uplink fluid interference factor

Considering a given number of mobiles located in the network according to

some distribution, the power pint,b and pext,b received by the base station b are

constant. We deduce from (9.5) that the power pu,b received by base station

b coming from mobile u is a constant whatever u. In uplink, according to the

pathloss model only depending on the distance r between a mobile and a base

station, we deduce from (9.5) that each mobile u of a cell has a transmission

power satisfying: P (r, θ) = Prη, independent of the angle θ, where P is a

constant. We also can write it P (r, θ) = P (r). In the fluid model we develop,

we can write the power received by BS b due to all the mobiles of the network,

except the ones located in the cell b, as:

pext,b =
∫ Rnw

Rc

∫ 2π

0
ρmsP (r)r−ηrdrdθ, (9.7)
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where Rnw represents the network size, P (r) the transmitting power of any

mobile located at the distance r from its serving BS.

The total power pint,b received by the base station b, emitted by all the

mobiles of the cell, can be calculated as:

pint,b =
∫ Rc

0

∫ 2π

0
ρmsPr

ηr−ηrdrdθ (9.8)

We can write

pint,b = ρmsπR
2
cP. (9.9)

Since the number of mobiles nULMS of the cell can be written

nULMS = ρmsπR
2
c , (9.10)

so we have

pint,b = nULMSP. (9.11)

To calculate the expression (9.7) of the power due to all the mobiles of

the other cells of the network, we consider that the network is constituted

by rings of interfering cells around the one we consider. The first ring of

cells is located between the distances Rc and 3Rc. The second ring of cells is

located between the distances 3Rc and 5Rc, and so on. Expressing the power

received by BS b coming from the mobiles of the cells located at distances r

between (n − 1)Rc and (n + 1)Rc, we write the contribution of the nth ring

of base stations around the cell b as

pn,ext =
∫ 2nRc

(2n−1)Rc

∫ 2π

0
ρmsP (2nRc − r)ηr−ηrdrdθ

+
∫ (2n+1)Rc

2nRc

∫ 2π

0
ρmsP (−2nRc + r)ηr−ηrdrdθ. (9.12)

For the first integral, we denote x = 1− r
2nRc

and for the second one we

denote x = −1 + r
2nRc

so we obtain
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pn,ext = (2nRc)
2ρmsP

∫ 1
2n

0

∫ 2π

0
xη(1− x)−η+1dxdθ

+ (2nRc)
2ρmsP

∫ 1
2n

0

∫ 2π

0
xη(1 + x)−η+1dxdθ. (9.13)

The network size is expressed as Rnw = (2Nc+1)Rc, where Nc represents

the number of rings of cells. The total power of the network (except the

cell b) is thus given by pext,b =
∑Nc
n=1 pn,ext, so using (9.10) and (9.1) we can

deduce:

fUL = 2
Nc∑
n=1

(2n)2
∫ 1

2n

0
xη
(
(1 + x)−η+1 + (1− x)−η+1

)
dx. (9.14)

Using a fluid model approach we established an analytical expression of the

uplink interference factor. When the mobile distribution is homogeneous,

that expression does not depend on the density of mobiles. Moreover the

expression of fULb does not explicitly take into account the size of the cell: It

only depends on the size of the network characterized by the parameter Nc

(which represents the number of rings of cells around the observed one).

9.4 Validation

We build a numerical hexagonal network (figure 9.1: Each point represents a

BS). We calculate numerically for a given BS, the uplink interference factor.

The base stations are omni-directional.

The validation of the model will consist in comparing the analytical values

of the uplink interference factor fULb at a given station b, to the ones obtained

numerically with the hexagonal network. We choose the pathloss parameter

η = 3, and a cell radius of 1 km. We allocate to each mobile, a transmitting

power depending on its distance from its own serving BS.

We calculate numerically the interference factor at a base station b, using

the expression (9.2), considering three network sizes. We compare it to the

one obtained analytically with the fluid model using the equation (9.14).
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Figure 9.1: Numerical hexagonal network.

Table 9.1 shows that the values obtained with the two methods are close,

whatever the dimensions of the network.

Rc

Rnw
Numerical F luid

0.1 0.64 0.61

0.2 0.60 0.55

0.3 0.49 0.48

Table 9.1: Uplink interference factor comparison

9.5 Application: admission control

We consider only one service so that the parameters βu and δu do not depend

on the mobile: we can drop the index u. The demand of entry of a mobile

in the network is rejected when the uplink target SINR constraint is not

satisfied. Considering the uplink power constraint (9.5), and using (9.10)

and (9.11), the admission is based on the probability PUL to satisfy:
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PUL = Pr
(
P − δnMS(1 + fULb ) < δN0

)
. (9.15)

and can be written

PUL = Pr

(
nMS >

1

δ(1 + fULb )
− N b

0

P (1 + fULb )

)
. (9.16)

For the downlink, we express that the power Pb of the base station is

limited to a maximum value Pmax. The admission is based on the probability

to satisfy the following expression (see 7.16):

PDL = Pr (Pb > Pmax) . (9.17)

where

Pb =

∑
u βu

N0

gb,u

1− ϕ−∑
u β(α+ fu)

. (9.18)

Considering the expression 4.21 we write FDL = F , so we denote:

nUL,thMS =
1

δ(1 + fULb )
(9.19)

and

nDL,thMS =
1

β(α+ FDL)
. (9.20)

The admission control for the two links have similar analytical expres-

sions, as long as the noise (N0 and N b
0) can be considered as low:

PUL = Pr
(
nMS > nUL,thMS

)
, (9.21)

and

PDL = Pr
(
nMS > nDL,thMS

)
. (9.22)

A numerical analysis with η = 3 presented hereafter in the Table 9.2

shows that, although their analytical forms are not exactly identical, fULb
and FDL have close values whatever the network size, except for Nc = 1. The

differences between fULb and FDL decrease when the network size increases.
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Nc fUL FDL

1 0.47 0.32

2 0.55 0.50

3 0.58 0.56

4 0.60 0.59

5 0.61 0.62

7 0.62 0.64

10 0.63 0.65

20 0.65 0.67

Table 9.2: Uplink and Downlink interference factor comparison for η = 3.

There is indeed a priori no reason to do different analysis for the links,

uplink and the downlink, since the constraints have similar analytical ex-

pressions for these two directions. In term of interferences, the mobiles play

in uplink, a similar role as the base stations in downlink. The fluid model

we developed takes into account that analogy. We can also notice that fULb
can be interpreted as an average uplink interference factor of the cell. It is

compared to the average downlink interference factor of the cell. If moreover

ϕ = 0, α = 1 and the target SINR is the same in uplink and downlink, we

can write β = δ.

For η = 3 and if the noise is negligible, we can deduce from Table 9.2

that the admission control conditions are very close for the two links. These

results mean that our fluid model represents a good approach to calculate the

interference factors of a CDMA network. The explicit analytical expressions

given by this model allow easy analysis. At last, it seems sufficient in this

case, to analyze only a unique link, the downlink, since the expression of

nDL,thMS takes into account the parameters ϕ and α.
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9.6 Concluding remarks

The analogy of the target SINR constraints, in a CDMA network, for the

uplink and the downlink, enabled us to develop a single analysis for model-

ing the two links. We showed that the uplink and the downlink interference

factors, which represent the ”weight” of the network on a given cell, are a

characterization of CDMA networks. We developed and validated an analyt-

ical fluid model, replacing the discrete BS by a base station density and the

mobiles by a mobile density. We established the interference factor’s analyt-

ical expressions for each link. For a homogeneous network, these expressions

do not depend on the density of mobiles. As an application, we showed, with

some assumptions, that the admission conditions have very close values for

the two links. For η = 3 and a negligible noise, it appeared sufficient to

analyze only the downlink.



202



Chapter 10

Conclusion

10.1 Fluid model

The goal of our approach was to propose an analytical model characterizing a

cellular radio network. This model had to be accurate in taking into account

the distance of a mobile to its serving base station, and still simple enough

to lead to closed form formulas. We moreover needed a not over-simplifying

model, otherwise it could have resulted large inaccuracies.

Considering the base stations as a continuum, we proposed a spatial fluid

model of cellular networks that allows to simplify considerably their analy-

sis and the computation complexity needed to obtain accurate results. We

first defined a parameter, the interference factor f , which well characterizes

cellular networks.

Though the interference factor is generally defined as the ratio of other-

cell interference to inner-cell interference, we define the interference factor

as the ratio of total other-cell received power to the total inner-cell received

power. This definition is interesting firstly since total received power is the

metric that mobile stations (MS) are really able to measure on the field.

Moreover, f represents now a characteristic of the network and does not

depend on the considered MS or service. Finally, the definition of f is valid

for cellular radio systems without inner-cell interference.

We established an analytical expression of f , simple and easy to calcu-
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late. The interference factor depends on the network size Rnw, the distance

between neighbor base stations, and exponential pathloss parameters.

We validated the fluid model approach comparing it to a hexagonal simu-

lated network. In spite of the simplicity of formula we established, we showed

its high accuracy whatever the network parameters we considered: We espe-

cially established the accuracy of the fluid model for wide ranges of distance

between neighbor base stations, i.e. even for very low base stations densi-

ties, wide ranges of exponential pathloss parameters and wide ranges of size

networks. Though mainly focused on CDMA networks, our approach is still

valid for other systems, like OFDMA (WiMAX), TDMA (GSM) or even ad

hoc networks.

As a first refinement, we extended our analysis to a sectored network.

Denoting fomni(r) the interference factor f for an omni-directional BS net-

work, and fsect(r, θ) its expression for a sectored BS network, we established

their analytical expressions considering a sector fluid model network. We

particularly showed that the interference factor of sectored network with q

sectors per site can be expressed as a linear function of fomni(r).

As a second refinement, we analyzed the impact of the shadowing. We

established the analytical expression of f as a lognormal random variable

RV, for independent and correlated reeived signals. We expressed the mean

mf and the standard deviation σf of f considering the fluid network’s ap-

proach, and showed they depend on a function of the shadowing H(σ) and a

form factor G(η). This last one depends on the topology of the system: mo-

bile’s location, exponential pathloss parameter, the number and the positions

of the base stations. We moreover showed a consequence of the shadowing

is to increase mf and σf , and these last ones are limited for each specific

network. We analyzed different environmental parameters influences, and

showed some of them may limit the shadowing effects: the form factor, the

exponential pathloss parameter, the cell radius. We moreover established the

analytical expressions of the mean interference factor bounds, minimum and

maximum. The cellular network fluid model we developed is adapted to each

specific local or global environment characterized by the radio propagation,

the shadowing and the network’s configuration: The network size Rnw to be
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considered can be chosen characterizing a typical environment (pathloss ex-

ponent, urban, rural, macro or micro cells). It allows calculating the influence

of a mobile on a given cell, whatever its position.

As a third refinement, the analogy of the SINR constraints for the

uplink and the downlink drived us to develop a single analysis for modeling

the two links. We developed and validated an uplink fluid model, replacing

the discrete BS by a base station density and the mobiles by a mobile density.

We established the interference factor’s analytical expressions for each link.

For an homogeneous network, these expressions do not depend on the density

of mobiles.

10.2 Potential applications

The fluid model opens great number analyses possibilities. We showed the

fluid model can be used for different analysis of cellular networks such as

quality of service, dimensioning, mobile management, admission control...

We particularly focused on three among them: the capacity of a cell and a

network, the multi-service admission and the blocking probability.

Capacity.

The fluid model allowed us to analyze the capacity of a cell and a network. It

thus can be used in the planning and dimensioning process. We instantly ob-

tained explicit expressions of the capacity. We moreover studied the solution

based on a network’s densification to answer an increasing traffic.

Transmitting power limitation.

Focusing on the influence of the thermal noise and the BS transmitting power,

we particularly established that for high density networks, the increase of

base station transmitting powers does not necessarily increase the capacity

of a network. As a consequence, in great number of cases, a provider may

limit the maximum transmitting power of the base stations.

Admission control policy.

Since our fluid model enables to know the influence of a mobile on a given

zone of a network whatever its position, we showed (Section 4.6) it can also
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be used to analyze admission control policies.

We instantly obtained explicit expressions of the admission conditions in

a CDMA network. We analyzed the solutions based on a densification or a

sectorisation to answer an increasing traffic. We obtained analytical expres-

sions of the capacity: it theoretically appears better to densify a network

than to sectorize it. We moreover showed the importance of the choice of an

admission control strategy.

We analyzed the shadowing influence and, more generally, showed the

fluid model can be used to analyze to each specific network’s zone or envi-

ronment.

We concluded that the fluid model is a powerful tool to study admission

control in CDMA networks and design fine algorithms taking into account

the distance to the BS.

Admission multi-service.

We analyzed the performance of call admission control combined with GoS

control in a WCDMA environment with integrated RT and NRT traffic. As

performance metrics, we studied the blocking rate of RT traffic and the so-

journ times of NRT traffic. We illustrated through numerical examples the

importance of adding reserved capacity LNRT for NRT traffic and demon-

strated that this reservation can be done in a way not to significantly affect

RT traffic. More specifically, we saw that the blocking rate of RT traffic

was small and quite robust to the choice of LNRT , over a large interval of

values. For NRT traffic, we investigated the average sojourn time and the

conditional expected sojourn time given the file size and the number of RT

and NRT mobiles present at the cell upon arrival.

Outage probability.

We showed the simplicity of the fluid model allows a spatial integration of

f leading to closed-form formula for the global outage probability and for

the spatial outage probability. This last one expresses the probability for a

mobile to enter the cell, at a given distance from its serving BS.
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10.3 Future work

Since the fluid model model allows to know the influence of any mobile en-

tering a radio system, we aim to explore different kind of problems, such

as:

• the influence of mobiles mobility on the performances of a radio system,

• different kind of scheduling analysis (see for example [KeA07]),

• analyses of OFDMA based systems: dimensioning, performances, op-

timisation...
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Appendix A

Interference Power

Each BS transmits a power Pj = P so the power received by a mobile is

characterized by a lognormal distribution Xj as ln(Xj) ∝ N(amj, a
2σ2

j ) and

we can write mj = 1
a
ln(Pjr

−η
j ) (we aim to finally calculate a ratio of powers

in appendix B so to simplify we assume K = 1). So the total power received

by a mobile is a lognormal RV X characterized by its mean and variance

ln(X) ∝ N(am, a2s2) and we can write:

am = ln

 B∑
j=1,j 6=b

exp(lnPj − η ln rj +
a2σ2

j

2
)

− a2s2

2
(A.1)

so we have since Pj = P whatever the base station j (considering identical

σj denoted σ):

am = (lnP +
a2σ2

2
) + ln(

B∑
j=1,j 6=b

exp(−η ln rj))−
a2s2

2
(A.2)

So we can express the mean interference power pext received by a mobile

coming from all the other base stations of the network as:

ln(pext) = (lnP +
a2σ2

2
) + ln(

B∑
j=1,j 6=b

r−ηj )− a2s2

2
(A.3)

and the variance a2s2 of the sum of interferences is written as
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a2s2 = ln


∑B
j=1,j 6=b exp(2amj + a2σ2

j )(exp(a
2σ2

j )− 1)(∑B
j=1,j 6=b exp(amj +

a2σ2
j

2
)
)2 + 1

 (A.4)

Introducing

G(η) =

∑B
j=1,j 6=b r

−2η
j(∑B

j=1,j 6=b r
−η
j

)2 (A.5)

the mean value of the total interference received by a mobile is given by

(considering identical σj denoted σ):

pext = P
B∑

j=1,j 6=b
r−ηj exp

(
a2σ2

2

)(
(exp(a2σ2)− 1)G(η) + 1

)−1/2
(A.6)

and

a2s2 = ln
(
(exp(a2σ2)− 1)G(η) + 1

)
(A.7)



Appendix B

Interference factor

Since the ratio of two lognormal RV’s is also a lognormal RV, the interference

factor is also lognormally distributed with the following mean and logarithmic

variance:

mf =
pext
pint

(B.1)

and thus, if we consider that all the base stations have the same trans-

mitting power: Pb = P , we can write, dropping the index b:

mf =

∑
j r

−η
j

r−η
exp

(
a2σ2

2

)(
(exp(a2σ2)− 1)G(η) + 1

)−1/2
(B.2)

and finally denoting:

H(σ) = exp

(
a2σ2

2

)(
(exp(a2σ2)− 1)G(η) + 1

)−1/2
(B.3)

we have

mf = f(η)H(σ) (B.4)

In an analogue analysis, the standard deviation is given by a2σ2
f = a2S2+

a2σ2 so we have

a2σ2
f = 2(a2σ2 − ln(H(σ))) (B.5)
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Appendix C

Interference factor for

correlated powers

In [AbB94], the coefficient tkj is introduced to take into account the correla-

tion between the lognormal RV:

tkj =
E [(Xk −mk)(Xj −mj)]

σkσj
. (C.1)

where Xi is a RV with mean mi and variance σ2
i .

The mean value Mcorr of the sum of lognormal RV is thus calculated in

[AbB94] as follows.

Denoting

u1 =
N∑
k=1

exp(mk +
σ2
k

2
) (C.2)

and

u2 =
N∑
k=1

exp(2mk + 2σ2
k)

+ 2
N−1∑
k=1

N∑
j=k+1

exp(mk +mj)exp
1

2
(σ2

k + σ2
j + 2tkjσkσj) (C.3)

the mean value Mcorr of the sum of N lognormal RV is thus calculated in

[AbB94] as:
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Mcorr = 2 lnu1 −
1

2
lnu2 (C.4)

That expression can be written as:

Mcorr = lnu1 −
1

2

lnu2

u2
1

(C.5)

Let’s consider that all the RV have the same variance σ. We moreover

introduce a mean value of the correlation coefficient t = tkj. We can write

2
N−1∑
k=1

N∑
j=k+1

exp(mk +mj)exp
1

2
(σ2

k + σ2
j + 2tkjσkσj)

= 2
N−1∑
k=1

N∑
j=k+1

exp(mk +mj)exp(σ
2 + tσ2)

=

1

2

N∑
j=1

exp(mj + σ2/2) +
1

2

N∑
k=1

exp(mk + σ2/2)

2

exp(tσ2)

−1

2

 N∑
j=1

exp(2mj + σ2) +
N∑
k=1

exp(2mk + σ2)

 exp(tσ2) (C.6)

We notice that∑N
j=1 exp(mj + σ2/2) =

∑N
k=1 exp(mk + σ2/2) and∑N

k=1 exp(2mk + σ2) = 1
2

(∑N
j=1 exp(2mj + σ2) +

∑N
k=1 exp(2mk + σ2)

)
so we have

2
N−1∑
k=1

N∑
j=k+1

exp(mk +mj)exp(σ
2 + tσ2)

=

 N∑
j=1

exp(mj + σ2/2)

2

exp(tσ2)

−
(

N∑
k=1

exp(2mk + σ2)

)
exp(tσ2) (C.7)

so we have (from C.3)
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u2 =

(
N∑
k=1

exp(2mk + σ2)

)
exp(σ2) +

(
N∑
k=1

exp(mk + σ2/2)

)2

exp(tσ2)

−
(

N∑
k=1

exp(2mk + σ2)

)
exp(tσ2)

=

(
N∑
k=1

exp(mk + σ2/2)

)2

exp(tσ2)

+

(
N∑
k=1

exp(2mk + σ2)

)(
expσ2 − exp(tσ2)

)
(C.8)

so we express

ln
u2

u2
1

= ln

((
exp(σ2)− exp(tσ2)

) ∑N
k=1 exp(2mk + σ2)

(
∑N
k=1 exp(mk + σ2/2))2

+ exp(tσ2)

)
(C.9)

This expression is analogue to the one we established for the variance

(A.7) of the sum of interferences. So, taking into account a correlation be-

tween the RV, the parameter a, and using the expression of Mcorr (C.5), the

expression of the mean value of the interference factor becomes

mf,corr =

∑
j r

−η
j

r−η
exp

(
a2σ2

2

)(
(exp(a2σ2)− exp(ta2σ2))G(η) + exp(ta2σ2

)−1/2

(C.10)

and finally denoting

Hcorr(σ) = exp

(
a2σ2

2
(1− t)

)(
(exp(a2σ2(1− t))− 1)G(η) + 1

)−1/2

(C.11)

we can write

mf,corr = f(η)Hcorr(σ). (C.12)

And we have for the variance:

a2σ2
f,corr = a2σ2(1 + t) + ln

(
(exp(a2σ2(1− t))− 1)G(η) + 1

)
. (C.13)
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and finally

a2σ2
f,corr = 2(a2σ2 − ln(Hcorr(σ)). (C.14)
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[Lag05] X. Lagrange, Principes et évolutions de l’UMTS, Hermes, 2005.

[Liu06] T. Liu and D. Everitt, Analytical Approximation of Other-Cell In-

terference in Uplink of CDMA Cellular Systems, Proc. of IEEE VTC

Spring, May 2006.

[MaT04] A. Masmoudi and S. Tabbane, Other-cell-interference Factor Dis-

tribution Model in Downlink WCDMA Systems, MSWiM04, Oct. 2004,

Venezia, Italy.

[Mat00] D. W. Matolak, 3-D Outside Cell Interference Factor for an Air-

Ground CDMA Cellular System, IEEE Transactions on Vehicular Tech-

nology, Vol. 49, No. 3, May 2000

[MiG01] V. Misra, W-B Gong and D. Towsley Fluid-based Analysis of a

Network of AQM Routers Supporting TCP Flows with an Application

to RED, ACM Transactions on Modeling and Computer Simulation, Vol.

11, No. 1, January 2001, Pages 4375, Proc. SIGCOMM00, Stockholm,

Sweden



224 BIBLIOGRAPHY

[NiA03] N. Hegde and E. Altman Capacity of multiservice WCDMA Net-

works with variable GoS, Proc. of IEEE WCNC, New Orleans, Louisiana,

USA, March 2003. The full version: Wireless Networks, Vol. 12, pp. 241-

253, 2006.

[NeM05] Neelesh Mehta, Andreas Molisch, Larry Greenstein, Orthogonality

Factor in WCDMA Downlinks in Urban Macrocellular Environments,

Proceedings Globecom 2005

[Neu01] M. F. Neuts, Matrix-geometric solutions in stochastic models: an

algorithmic approach, The John Hopkins University Press, 1981.

[Nun01] R. Nunez Queija, Sojourn times in non-homogeneous QBD processes

with processor sharing, Stochastic Models, vol. 17, pp. 61–92, 2001.

[OjR97] T. Ojanpera, P. A. Ranta, S. Hamal, and A. Lappetel, Analysis of

CDMA and TDMA for third Generation Mobile Radio Systems, Proc. of

the 1997 IEEE Vehicular Technology Conference, vol. 2 of 3, (Phoenix,

Arizona, USA), pp. 840844, IEEE, May 47 1997.

[Owe00] R. Owen, et al., Consideration for UMTS capacity and range esti-

mation Capacity and Range Enhancement Techniques for the 3G Mobile

Communication and Beyond, IEEE Colloq. on, Feb. 2000, 5/1 - 5/6

[Oweb00] R. Owen, et al., Uplink WCDMA capacity and range as a function

of inter-to-intra cell interference: theory and practice, Proc. of IEEE 51st

Veh. Tech. Conf., Tokyo, May 2000,

[PaD01] S. Parkvall, E. Dahlman, P. Frenger, P. Beming and M. Persson,

The high speed packet data evolution of WCDMA, Proc. of the 12th

IEEE PIMRC, San Diego, USA, 2001.

[PeH97] K. Pehkonen, H. Holma, I. Keskitalo, E. Nikula, and T. Westman,

A Performance Analysis of TDMA and CDMA Based Air Interface Solu-

tions for UMTS High Bit Rates Services, Proc. of the 1997 International

Symposium on Communications PIMRC 97, vol. 1 of 3, (Helsinki, Fin-

land), pp. 2226, IEEE, September 14 1997.



BIBLIOGRAPHY 225

[RaP05] T. Rama Rao and A.S Pinto Coverage and Capacity calculation for

a CDMA cell in different radio environments, Proc. Eurocon, Nov. 2005

[Shan48] C. E. Shannon, A Mathematical Theory of Communication, Bell

System Technical Journal, vol. 27, pp. 379423 and 623656, July and Oc-

tober 1948.

[Shan49] C. Shannon, Communications in the presence of noise, Proc.of the

IRE, vol. 37, pp. 10–21, 1949.

[Shi03] S. Shin, et al., Performance of packet data transmission using the

othercell-interference factor in DS/CDMA downlink Com, IEEE Proc.

vol. 150, Issue: 2 , April 2003, 129 133,

[SeK02] S. Seokjoo, L. Kyounghwan, and K. Kiseon, Performance of the

Packet Data Transmission Using the Other-Cell-Interference Factor in

DS/CDMA Downlink, Wireless Communications and Networking Con-

ference, 2002. WCNC2002. 2002 IEEE Volume 1, 17-21 March 2002

Page(s):400 - 404 vol.1

[Skl97] B. Sklar, Rayleigh fading channels in mobile digital communication

systems — Part I: Characterization, IEEE Commun. Magazine, pp. 90–

100, July 1997.
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