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A mobile ad hoc network (MANET) is comprised of mobile hosts that can com-
municate with each other using wireless links. In this paper we present a novel
routing algorithm called GPSAL (GPS/Ant-Like Routing Algorithm) which is based
on GPS (Global Positioning System) and mobile software agents modeled on ants
for routing in ad hoc networks. We compare our algorithm to the Location-Aided
Routing (LAR) [1] algorithm for MANET which is also based on GPS. Simulation
results show that our algorithm has less overhead than LAR.
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1. Introduction

A mobile ad hoc network (MANET) is comprised of mobile hosts that can
communicate with each other using wireless links. It is also possible to have
access to some hosts in a fixed infrastructure depending on the kind of mobile ad
hoc network available. Some scenarios where an ad hoc network could be used
are business associates sharing information during a meeting, military personnel
relaying tactical and other types of information in a battlefield, and emergency
disaster relief personnel coordinating efforts after a natural disaster such as a
hurricane, earthquake or flooding.

In this environment a route between two hosts may consist of hops through
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one or more nodes in the MANET. An important problem in a mobile ad hoc
network is finding and maintaining routes since host mobility can cause topology
changes. Several routing algorithms for MANETSs have been proposed in the
literature [1-13] and they differ in the way new routes are found and existing
ones are modified.

Ant algorithms [14,15] have been developed recently and are based on a pop-
ulation approach, which has been successfully applied to several NP-hard com-
binatorial optimization problems [15-20]. As the name suggests, ant algorithms
have been inspired by the behavior of real ant colonies, in particular, by their
foraging behavior [21]. One of the main ideas of ant algorithms is the indirect
communication of a colony of agents, based on pheromone trails. Pheromones
are used by real ants for communication. The ants know the other ants paths
by the pheromone trails, and the amount of pheromone on an trail reflects its
importance. In GPSAL (GPS/Ant-Like Routing Algorithm) an ant agent has the
respounsibility of collecting and disseminating the information about the nodes’
positions. In our case the software agents modeled on ants may follow different
paths. In fact, the more different paths they follow the more the nodes’ positions
are disseminated. These software agents are implemented as a packet transmitted
from node to node until the destination node is reached when it is sent back to
the mobile unit that created it.

Most of the existing MANET routing algorithms do not consider the physical
location of a destination node. In this paper we propose a novel routing algorithm
called GPSAL which is based on GPS (Global Positioning System) [22,23] and
mobile software agents modeled on ants for routing in ad hoc networks. Then we
compare our algorithm to the Location-Aided Routing (LAR) [1] algorithm for
MANET which is also based on GPS. Simulation results show that our algorithm
has less overhead than the LAR algorithm.

This paper is organized as follows. Section 2 discusses the related work. In
Section 3 we present the GPSAL algorithm and in Section 4 the algorithm is

evaluated. Finally, in Section 5 we present some conclusions.

2. Related Work

The design of routing algorithms is a fundamental problem in a MANET
and several routing protocols have been proposed in the literature [2-8,1,9-13].
An important property that a routing algorithm should have for this type of
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environment is the ability to adapt to different traffic patterns. This can be ac-
complished in various ways as explained below. A possible strategy is to consider
the physical location of a destination node when choosing a route but this infor-
mation is not taken into account in most of the existing routing algorithms for
MANETS.

Johnson, Maltz and Broch [8] argue that the current routing protocols are
inadequate for ad hoc mobile networks since the fraction of traffic related to rout-
ing information may be a significant portion of the wireless bandwidth available.
This is the case in routing protocols that exchange periodically routing tables.
Johnson, Maltz and Broch propose the algorithm DSR (Dynamic Source Rout-
ing) where each packet to be routed carries in its header a complete ordered list of
nodes through which the packet must pass. This is a key aspect in the algorithm
since intermediate nodes do not need to keep up-to-date routing information.
The protocol is based on on-demand route discovery.

Several optimizations have been proposed to reduce the route discovery over-
head. Perkins and Royer [12] propose the algorithm AODV (Ad hoc On Demand
Distance Vector routing) that uses the on-demand mechanism of route discovery
and route maintenance from DSR, and the hop-by-hop routing, sequence numbers
and periodic beacons from DSDV [11].

Park and Corson [10] propose the algorithm TORA (Temporally-Ordered
Routing Algorithm) that tries to minimize reaction to topological changes by
limiting routing messages to the group of nodes near the change. In this scenario it
is possible to have longer routes as a result of avoiding the overhead of discovering
newer routes.

Hass and Pearlman [6] combine in the algorithm ZRP (Zone Routing Pro-
tocol) proactive and reactive approaches in the route discovery and route main-
tenance respectively. Route discovery is performed on-demand but limited to
the initiator’s neighborhood, and topology update propagation is limited to the
neighborhood of the change.

The algorithms described above do not take into account the physical lo-
cation of a destination node when choosing a route. Ko and Vaidya [1] propose
the algorithm LAR (Location-Aided Routing) that uses the node’s location when
sending a packet to it. The basic idea is to perform a restricted flooding in the
region where the destination node may be at the moment the initiator node per-
forms a route discovery. The authors propose two variants of this algorithm. The
first one, called LARI, uses a request zone that has a rectangular shape. The
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zone size is defined to be the smallest rectangle that includes the current location
of a host plus its expected zone. This value depends on the node’s speed and
the time elapsed since the last update. The second scheme is called LAR2 and
includes in the routing packet the known location of a destination node and the
expected distance the host may be from that location. This information is used
by intermediate nodes to determine the request zone of a packet.

Basagni et al. [24] propose the algorithm DREAM (Distance Routing Effect
Algorithm for Mobility) that is based on the principles of distance effect and
mobility rate. Distance effect means that from the point of view of a given node
the greater the distance to another node in the MANET, the slower they appear
to be moving with respect to each other. The idea is to update the location
information of the mobile nodes in the routing tables according to the distance
separating them. Mobility rate is related to the frequency of location updates. In
this way, each node sends updates to the other nodes in a frequency that depends
on its degree of mobility.

Lin and Stojmenovic [25] also propose a routing algorithm based on GPS
called GEDIR (Geographic Distance Routing) which deals only with static net-
works. Each node in the GEDIR algorithm chooses a neighbor that is closest to
the destination in order to forward the message. Lin and Stojmenovic prove that
directional based methods are not loop-free, while the GEDIR algorithm is. The
algorithm does not worry about how a node learns and maintains the other nodes
positions in its table, that is the greatest care of GPSAL. The delivery message
of GEDIR, and its variants, are compared with various routing algorithms, in-
cluding a modified LAR with interesting results. The main goal of GEDIR is the
loop free routing.

In this paper we propose the algorithm GPSAL (GPS/Ant-Like routing al-
gorithm) that is also based on the physical location of a destination node and
mobile software agents modeled on ants. Ants are used to collect and disseminate
information about nodes’ location in the MANET.

Ant-like agents or the so-called mobile software agents were used by Appleby
and Steward [26] for network control in telecommunications. Schoonderwoerd et
al. [27] improved on the work of Appleby and Steward [26] by using simple agents
that modify the routing tables of every node in a given network. Bonabeau et
al. [28] proposed a simple mechanism based on ant-like agents for routing and load
balancing in telecommunications based on the previous works of [26] and [27].
The results presented in [26—28] are very promising and the same principle is used
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in this paper.

3. GPSAL Algorithm

In this section we first describe how the location information is obtained in
GPSAL, the routing table data structure, the role of fixed hosts, if available, in
the MANET, the algorithm, and how it can be improved with the use of software
agents modeled on ants.

3.1. Location Information

We assume that all mobile hosts participating in a MANET have a GPS unit
which provides to the host its approximate three-dimensional position (latitude,
longitude and altitude), velocity, and accurate time in Universal Time Coordinate
(UTC) format. The proposed algorithm assumes that mobile hosts are moving
in a plane, and therefore the altitude information is not used.

The information provided by a GPS unit may have some inaccuracy of a
few meters depending on the system employed. In the algorithm proposed we
assume that the location information is correct. The algorithm makes use of
location information of a mobile host to reduce the number of routing messages.

3.2. Routing Table

All hosts in the MANET have a routing table where each entry represents a
known host d and has the following information: current location of d, previous
location of d, timestamp of current location, timestamp of previous location, and
whether d is a mobile or fixed host. The timestamp field can be implemented as
an integer value that is incremented monotonically.

The information in each entry may be updated whenever a host receives a

more recent information about a given host d as we will see below.

3.8. Fixed Hosts

Depending on the MANET available it is possible to have access to some
hosts in a fixed infrastructure. In our algorithm we assume that we may have
access to fixed hosts. In Section 4 we compare the performance of the GPSAL
algorithm when we vary the amount of fixed hosts available. In this case we are
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interested in evaluating hybrid networks comprised of both ad hoc and structured
networks.

Often the cost to route packets in a fixed infrastructure is much less than in
a MANET. In a traditional network it is common to have faster and more reliable
links, and more powerful computers than in a mobile network. In case there is a
route segment that passes through a fixed infrastructure we assume that its cost
is insignificant and the wired network is able to find the nearest fixed host to the
destination mobile computer.

3.4. Algorithm

Whenever a mobile node wants to join the MANET it listens to the medium
to find out a neighbor node n. Once a neighbor node n is identified the mobile
host sends a request packet to n asking for its routing table which is sent back
to the host. From this moment on the new mobile host can start routing and
sending packets in the MANET.

The routing protocol is based on the physical location of a destination host
d stored in the routing table. If there is an entry in the routing table for host
d, the best possible route is chosen using a shortest path algorithm. The route,
comprised of a list of nodes and the corresponding timestamps, is attached to
the packet which is sent to the first host in the list. If host d is not found in
the routing table, the mobile node sends a message to the nearest fixed node, if
available, that tries to find the destination node. Otherwise the data packet is
not delivered.

Note that the information in the routing table, which was used to route
the packet, probably reflects a snapshot in the past and the current network
configuration may be different. Therefore each host, upon receiving a packet,
compares the routing information present in the header with the information in
its routing table. The entries that have older information than in the packet
received are updated. This is performed by comparing the timestamp field in the
packet received and in the routing table. Furthermore, each intermediate node
can change the route to a destination node when there is a better route.

Figure 1 depicts two possible scenarios in a MANET when host A wants to
send a packet to host G.

An important aspect of any routing algorithm for MANETS is how the rout-
ing table is updated. It is clear that better routes can be determined whenever
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a host has a more recent information about the network configuration. Rout-
ing information can be obtained both locally and globally. Local information
is obtained from a neighbor node that periodically broadcasts only the changes
occurred since the last time (this interval is a configuration parameter). Global
information can be disseminated more rapidly using mobile software agents mod-
eled on ants as explained in the following.

3.5. Disseminating Routing Information Using Ants

In a MANET when a mobile computer is powered on it may not know the
physical location (current or past) of other hosts. However, this information can
be gathered when a computer receives a message to be forwarded to another node
or as a result of its own route discovery. All messages carry routing information
that can be used by intermediate hosts in the routing process.

The route discovery can be accelerated using mobile software agents modeled
on ants responsible for collecting and disseminating more up-to-date location
information of mobile hosts. When a host receives an ant it compares the routing
table present in the ant packet with its routing table and updates the entries that
have older information as explained above. When this ant leaves a node it carries
the most updated routing table from the point of view of the nodes already visited
and the current one. This process is fundamental for the good performance of
our algorithm. Of course there is an overhead associated with this process which
can be controlled with the number of ants in the MANET.

Another important point is how to determine a destination to where an ant
should be sent in order to collect more up-to-date information. One possibility
is to choose the node with the oldest information in the routing table, i.e., the
least recently entry in table to be updated, or the farthest distant node in the
MANET from the current node, or just any node in the table. Whatever node is
chosen, once it is reached the ant is sent back to the node that created it.

4. Performance Evaluation

In this section we evaluate different aspects of the GPSAL algorithm and
also compare it to the Location-Aided Routing algorithm [1] which is also based
on GPS. The simulations will be divided in two different sceneries. The first one
shows the GPSAL algorithm, mainly the performance of mobile agents and the
impact of the fixed network in the GPSAL, if present. The second one is an
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attempt to use the same environment presented in the original LAR paper [1].
The goal in this case is to make a fair comparison between the two algorithms.

In our simulations we follow the suggestions of performance issues and evalu-
ation considerations presented in [29]. Our simulation environment treats packets
similar to the IEEE 802.11 protocol [30,31], working in iterations. The algorithms
were implemented in the C language and run in a Sun Sparc Ultra-1 with 128
MB of RAM and Sun Sparc Ultra-Enterprise with 512 MB of RAM, both running
SunOS 5.5.1.

4.1. First Scenery

In this scenery all MANETS simulated have always 70 nodes including mo-
bile and fixed hosts. The nodes are initially distributed in a n X n square region
and each one knows its current location. We assume that each host moves contin-
uously along the time with a maximum speed of 0.1n/iteration. The simulation
occurs in a discrete way, i.e., an iteration means that the algorithm executes in all
nodes, and each message of the previous iteration was treated and the nodes can
change their position. The direction of each host movement is chosen randomly.
In case a host hits the grid border it bounces back and continues to move after
reflection.

All nodes have the same transmission range that is 0.2n. At any moment a
node is disconnected from the MANET when in its transmission range there is
no other mobile host.

In all simulations, the sender and destination nodes are chosen randomly.
Data packets that cannot be delivered to a given destination due to a broken
route are simply discarded. In our algorithm flooding is never used.

Simulation results shown in the next section are an average over 30 runs, each
one with a different mobility pattern. When we compare the GPSAL algorithm
to the LAR we use the same scenarios for both algorithms.

We do not take into account delays that may be introduced when multiple
nodes in a neighborhood attempt to transmit simultaneously. We also do not
consider transmission errors.

Updates in the routing tables are exchanged between hosts every three iter-
ations. This value favors the LAR algorithm when we compare it to the GPSAL.
A table exchange is the only way in the LAR to improve its knowledge of the

network.



Céamara 6 Loureiro / GPS/ANT-Like Routing in Ad Hoc Networks 93

4.2. Results for First Scenery

The impact of introducing ants in routing dissemination is depicted in Fig-
ure 2 and can be further analyzed according to the data shown in Table 1. When
a node converges it means that it has information about all nodes in the MANET.
Figure 2 shows that for the first convergence the number of iterations decreases
as the number of ants in the MANET increases. The amount of ants does not
benefit the network once a network converges. The first line of Table 1, where
the probability of each node to generate an ant is zero, for the GPSAL with ants,
we use the routing information in the data packets and, therefore, those packets
work as ants. For the version of GPSAL without ants we do not consider that
piece of information.

Figure 3 shows the impact in the traffic when fixed hosts are used in the
MANET. The traffic increases as the number of data packets between hosts also
increases. As expected the number of traffic in the MANET decreases as the
number of fixed hosts increases.

Figure 4 shows the effect of varying the amount of fixed nodes in the MANET
for the GPSAL algorithm. In this scenario we consider the following parameters:
150 nodes, transmission range of 300 units and average speed of 4 units/iteration.
In each iteration there is 0.5 probability of each node to send a data packet to
another node in the network. In this case the routing overhead decreases as the
amount of fixed nodes increases. It is interesting to note that the same overhead
pattern is kept.

Figure 5 shows the overhead present in the GPSAL because of table ex-
changes and the introduction of ants. All tables are sent through broadcast.
The value of “tables sent” means the amount of all routing information sent
by all hosts whereas “tables received” means the amount of routing information
received. As expected the overhead is greater when ants are introduced.

Finally in Table 2 we compare the amount of packets present in the MANET
when one, two and three data packets are routed at the same time for both
GPSAL and LAR (schemes 1 and 2). Since the LAR algorithm is based on
restricted flooding the amount of packets increases exponentially as the number
of concurrent data packets are being routed. This is a serious limitation of the
LAR that is not present in GPSAL. This problem was also pointed out by Lin
and Stojmenovic in [25]. The algorithm LAR2 uses a more restricted request
zone and, therefore, the amount of data packet is decreased. We emphasize the
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types of packets in the comparisons. The GPSAL considers as traffic all packets
(ants, data packets and table exchanges) of all nodes, even the nodes that did
not participate in the data packet delivery. LAR considers only data packets
generated by the data flooding. No branches are made in LAR and the timeout
of packets is set to 10 hops.

4.8. Second Scenery

In the second simulation scenery we consider the number of nodes of the
MANETS to be 15, 20, 25, 30, 35, 40, 45, and 50 for different simulation runs.
The nodes are initially assigned a location in a 1000 x 1000 square region using
a uniform distribution.

We assume that each node moves continuously along the time, with-
out staying at any location, with an average speed uniformly distributed
v £ 1.5 units/iteration. We consider average speeds v in the range 1.5 to 32.5
units/iteration. The direction of movement of any node is chosen randomly. In
case a node hits the grid border it bounces back and continues to move after
reflection.

All nodes have the same transmission range. In the experiments, transmis-
sion ranges of 200, 250, 300, 350, 400, 450, and 500 units were considered. Two
nodes cannot communicate with each other when they are beyond their transmis-
sion range and a node is disconnect from the MANET when in its transmission
range there is no other mobile host.

In all simulations, there are 10 senders and one destination node chosen
randomly. Data packets that cannot be delivered to a given destination due
to a broken route are simply discarded. In our algorithm flooding is not used.
Each sender generates on average 10 data packets/sec, with the time between
two packets being exponentially distributed.

Updates in the routing tables are exchanged between hosts every three it-
erations. As mentioned before, this value favors the LAR algorithm when we
compare it to the GPSAL.

We do not take into account delays that may be introduced when multiple
nodes in a neighborhood attempt to transmit simultaneously. We also do not

consider transmission errors.
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4.4. Results for Second Scenery

Simulation results shown below are an average over 30 runs, each one with a
different mobility pattern. For all runs, one of each input parameter, i.e., average
speed, number of nodes, and transmission range, was varied and the others were
kept constant. In the GPSAL algorithm, the probability of a node to generate
an ant (as described in Section 3.5) in each iteration is 0.5.

For each input parameter, the result is presented as a function of number
of routing packets per data packets. The term “data packets” (DP) refers to the
number of data packets effectively received by the destination node and not the
data packets transmitted by all senders. Recall that a data packet may be lost
due to a broken route. The term “routing packets” (RP) refers to all routing
related packets received by all nodes in the MANET. For the GPSAL algorithm
this value also includes the overhead with ants.

When we compare the GPSAL algorithm to the LAR we use the same
scenarios for both algorithms. However, we consider a simplification to the LAR
algorithm. The first step in the LAR schemes is to perform a route discovery. If
there is no reply within a timeout interval, the sender uses the flooding algorithm
to find the route. In our simulations we do not consider this cost in the LAR
algorithm since it is provided to the sender the location of the destination node.

Figures 6 and 7 show the effect of varying the transmission range. Typically,
for the LAR schemes the routing overhead increases as transmission range and
speed increase when there are several sources sending data packets to a desti-
nation node. With a larger transmission range, the number of routing packets
increases since more nodes are reached outside of the request zone for the LAR
algorithm. The GPSAL algorithm does not use flooding which provides a smaller
overhead that also decreases as the speed increases. The variability in the curves
is due to the combination of different scenarios where each one has 10 different
senders and one destination. This fact can be seen from the curves of the GPSAL
algorithm that restricts the transmission to its neighbors.

Figures 8 and 9 show the effect of varying the number of nodes in the
MANET. The amount of routing overhead for both LAR schemes increases more
quickly than in the GPSAL algorithm when the number of nodes in the MANET
is increased. Considering a fixed transmission range of 300 units, the impact of
increasing the speed and varying the number of nodes is much smaller than in
the case of Figures 6 and 7.
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Figure 10 shows the effect of varying the speed of nodes in the MANET.
The amount of routing overhead for both LAR schemes has a similar pattern.
LAR scheme 2 tends to perform better than LAR scheme 1.

5. Conclusions

In this paper we describe a novel routing protocol for MANETSs that is
based on mobile software agents modeled on ants. Ants are used to collect and
disseminate information about the location of nodes in the network. This is a key
aspect of the GPSAL algorithm that helps accelerate route discovery. Another
feature of this algorithm is the use of fixed hosts whenever possible to route
packets. The combination of these principles provide a better MANET routing
algorithm.

Simulation results indicate that using location information helps in decreas-
ing the routing overhead as compared to algorithms that do not use location
information or resort to flooding. The GPSAL algorithm has a lower overhead
when compared to the LAR protocol. We run several different experiments which
show different trade-offs.
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Figure 1. Host A wants to send a packet to host G and the initial route is shown on the left
scenario. In the meantime host C changes its location as shown on the right scenario and a new

route is chosen.
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Figure 4. Impact of fixed nodes in the GPSAL algorithm.



Ants x Tables

100000 f

10000

1000 [

100

10

Céamara 6 Loureiro / GPS/ANT-Like Routing in Ad Hoc Networks

Overheads

T T T T
Number of ants ——
Receiving tables in GPSAL with ants ----
Sending tables in GPSAL with ants -----
Receiving tables in GPSAL without ants -
Sending tables in GPSAL without ants ---

0.2 0.4 0.6 0.8 1

Probability of each node generate an ant by iteration

Figure 5. Overhead introduced with ants
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Figure 6. Transmission range versus number of RPs per DP considering a MANET with 30
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Figure 7. Transmission range versus number of RPs per DP considering a MANET with 30
nodes: Average speed of 50 units/iteration.
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Figure 8. Number of nodes versus number of RPs per DP considering a MANET with trans-

mission range of 300 units: Average speed of 9 units/iteration.
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Figure 9. Number of nodes versus number of RPs per DP considering a MANET with trans-

mission range of 300 units: Average speed of 50 units/iteration.
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Figure 10. Average speed versus number of RPs per DP considering a MANET with transmission

range of 300 units and 30 nodes.
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Probability of # of iterations for the # of iterations for the
each node to # of entire network convergence first network convergence
generate an ant |  ants GPSAL GPSAL GPSAL GPSAL
by iteration without ants with ants without ants with ants

0.0 o | 43.8 | 29.4 | 21.6 | 13.4 |

0.01 | 200 | 438 | | 216 | |

0.03 | 693 | 43.8 | | 21.6 | |

0.05 | 1113 | 43.8 | | 21.6 | |

0.08 | 180 | 438 | | 216 | |

0.1 | 1974 | 43.8 | 27.0 | 21.6 | 12.6 |

0.2 | 3656 | 438 | 258 | 216 | 116 |

0.3 | 5312 | 43.8 | 25.2 | 21.6 | 11.8 |

0.4 | 6850 | 43.8 | 24.0 | 21.6 | 10.4 |

0.5 | 8438 | 438 | 240 | 216 | 11.2 |

0.6 | 9676 | 438 | 228 | 216 | 10.2 |

0.7 | 11518 | 43.8 | 23.4 | 21.6 | 10.0 |

0.8 | 12550 | 43.8 | 22.2 | 21.6 | 10.6 |

0.9 | 13910 | 43.8 | 21.6 | 21.6 | 10.0 |

1.0 | 14860 | 43.8 | 21.0 | 21.6 | 9.8 |

Table 1

Convergence of the MANET using GPSAL



110 Camara & Loureiro / GPS/ANT-Like Routing in Ad Hoc Networks

Data packets in the MANET
1 | 2 | 3

| GPSAL | 1430 | 2004 | 2133 |

| LAR1 | 2681259 | 5163 028 | 7404 506 |

| LAR2 | 113603 | 2315741 | 8 154 490 |

Table 2

Amount of packets generated



