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Résumé

Le lancer de rayons est un modèle de propagation déterministe qui estime la puis-

sance du signal reçu en des emplacements géographiques spécifiques, en prenant en

compte de manière exhaustive des facteurs environnementaux en 3D qui influencent

la propagation du signal. Cette grande précision du lancer de rayons se fait toutefois

au prix d’une charge de calcul élevée due aux complexités de ses processus. Cette

charge de calcul se caractérise par une consommation élevée de la mémoire vive et

un temps d’exécution élevé, rendant difficile le calcul efficace de la puissance du

signal reçu.

Conscients de la complexité inhérente au lancer de rayons, diverses techniques

d’accélération ont émergé au fil du temps pour améliorer son efficacité computa-

tionnelle. Ces techniques optimisent les processus au sein du lancer de rayons, per-

mettant ainsi des réductions significatives du temps d’exécution pour l’estimation de

la puissance du signal à des emplacements individuels. Cependant, lorsqu’elles sont

appliquées à la génération de cartes de fréquences radio sur des régions étendues

telles que des villes ou des pays, ces techniques d’accélération perdent leur efficacité.

Cette limitation découle de la conception initiale du lancer de rayons, conçue pour

l’évaluation de la réception du signal en point à point plutôt que pour la cartogra-

phie radio fréquence à grande échelle.

En réponse à cette problématique, cette thèse propose des optimisations adaptées

spécifiquement à la génération de cartes de fréquences radio précises à grande échelle

sans entrâıner de surcharge computationnelle excessive. En affinant tous les aspects

du pipeline du lancer de rayons avec un accent particulier sur la cartographie ra-
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dio fréquence, nos optimisations visent à résoudre les inefficacités prédominantes

dans les solutions actuelles de cartographie radio fréquence à grande échelle. Tout

au long de ce travail, nous démontrons les lacunes des approches existantes et

validons l’efficacité de nos optimisations en réduisant considérablement les temps

d’exécutions tout en maintenant la précision de l’estimation dans des limites ac-

ceptables.

Nous proposons d’abord une approche innovante du processus traditionnellement

complexe de génération de rayons, en minimisant efficacement le nombre de rayons

lancés à partir d’une antenne tout en préservant la précision. Adaptée aux condi-

tions spécifiques du site, cette méthode prend en compte l’environnement de prop-

agation lors du lancement des rayons, contrairement à l’approche traditionnelle qui

lance les rayons dans tous les sens possibles. En mettant en œuvre cette technique

de génération de rayons spécifique au site et en réimaginant le processus de test de

réception, nous réalisons une réduction remarquable de près de 1200 fois du temps

d’exécution du lancer de rayons pour la génération de cartes radio fréquence dans

des terrains avec de légères variations d’altitude. En étendant cette solution à des

terrains divers, nous introduisons des optimisations complètes à travers tous les

processus de lancer de rayons, méticuleusement adaptées aux objectifs de la car-

tographie radio fréquence. Ces améliorations aboutissent à une augmentation de 50

fois de la vitesse de génération de cartes radio fréquence à grande échelle sur des

terrains variés, démontrant la polyvalence et l’efficacité de notre approche.

Mots-clés: Modèles de propagation, modèle déterministe, lancer de

rayons, cartographie radio fréquence, réseaux cellulaires, estimation de

puissance.
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Abstract

Ray Tracing is a deterministic propagation modeling approach that estimates the

signal power received in specific geographical locations based on a thorough con-

sideration of the 3D environmental factors that influence signal propagation. This

high accuracy of Ray Tracing is however at the cost of a high computational load

due to the complexities of the processes within its workflow. This computational

demand is characterized by a high memory consumption and a high execution time,

making it challenging to efficiently compute the received signal power.

Acknowledging the complexity inherent in Ray Tracing, various acceleration tech-

niques have emerged over time to enhance its computational efficiency. These tech-

niques optimize processes within Ray Tracing, facilitating significant reductions in

execution time for signal power estimation at individual locations. However, when

applied to the generation of Radio Frequency (RF) maps across expansive regions

like cities or countries, these acceleration techniques lose their efficiency. This lim-

itation arises from Ray Tracing’s original design, tailored for point-to-point signal

reception assessment rather than large-scale RF mapping.

In response, this thesis proposes optimizations designed specifically for generating

accurate and precise RF maps at large scale without incurring excessive computa-

tional overhead. By refining all aspects of the Ray Tracing pipeline with a focus

on RF mapping, our optimizations aim to address the inefficiencies prevalent in

current large-scale RF mapping solutions. Throughout this work, we demonstrate

the shortcomings of existing approaches and validate the effectiveness of our op-

timizations in significantly reducing execution times while maintaining estimation
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accuracy within acceptable bounds.

We first propose an innovative approach to the traditionally complex ray gen-

eration process, by effectively minimizing the number of rays launched from an

antenna while preserving the accuracy. Tailored to specific site conditions, this

method considers the propagation environment when launching rays, in contrast to

the traditional approach that launches rays in a brute-force fashion. Further, by

implementing this site-specific ray generation technique and re-imagining the recep-

tion test process, we achieve a remarkable reduction of nearly 1200 times in Ray

Tracing execution time for RF map generation in terrains with slight altitude varia-

tions. Extending this solution to diverse terrains, we then introduce comprehensive

optimizations across all Ray Tracing processes, meticulously tailored for RF map-

ping objectives. These enhancements culminate in a 50-fold increase in the speed

of large-scale RF map generation across varied terrains, showcasing the versatility

and efficiency of our approach.

Keywords: Propagation models, deterministic model, Ray Tracing, RF

mapping, cellular networks, power estimation
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Chapter 1

Introduction

Over the years, mobile traffic has undergone significant evolution, and by 2023, it

accounted for almost 60% of internet traffic according to Statista [11]. This increasing

traffic is due to the evolving capabilities introduced by successive generations of mobile

communication. Specifically, the latest generations, namely 4G and 5G, offer to

users high speed mobile broadband internet access, enabling activities such as web

browsing, video streaming, and online gaming. To fully leverage these services, it

becomes crucial for mobile users to have high data rates in their preferred locations:

home, school, work, grocery store,...

However, variations in received signal power among mobile users exist, due to factors

like mobile service plans, distance from base stations, obstacles between users and base

stations, the type of the zone (rural, suburban, or urban) and employed technologies.

Due to these numerous factors that affect mobile users’ internet usage, knowing in

advance the expected received signal power in their areas of interest becomes crucial.

Such information enables them to make informed decisions regarding their mobile

services such as selecting service plans that align with the signal conditions in their

specific locations.

Moreover, understanding the variations in received signal power allows mobile users

to optimize their activities, such as streaming high-quality videos, engaging in online
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gaming, and conducting business transactions, without interruptions or degraded

performance. This awareness becomes particularly crucial in environments where

obstacles or interference may impact signal strength, emphasizing the need for users

to stay informed and adapt their mobile usage accordingly. In essence, having a

prior understanding of the expected received signal power not only enhances the

overall mobile user experience but also facilitates more efficient utilization of available

services in diverse and dynamic settings.

It is in this context that generating Radio Frequency maps, aiming to provide com-

prehensive signal strength levels and bitrate capacity estimations throughout a whole

country [1, 12], is gaining significant interest. The primary objective of these maps

is to assist end-users in gaining a clearer understanding of the quality of the service

delivered by their Mobile Network Operators based on their geographical locations.

Additionally, these maps serve as valuable tools for MNOs themselves, enabling them

to troubleshoot and enhance their network performance as needed. This improvement

may involve strategic adjustments in antenna placement and configuration, ultimately

contributing to an optimized QoS [12]. Furthermore, these RF maps play a crucial

role for telecommunication regulatory authorities, allowing them to verify whether the

specifications set by MNOs are being met [1]. Additionally, by offering insights into

signal strength and bitrate capacity at country level, these maps facilitate informed

decision-making from telecommunication regulators.

Nevertheless, generating such maps is quite challenging due to the inherent com-

plexity of the environment which is composed of factors like topography, buildings,

and obstacles. To fulfill the aforementioned objectives effectively, RF maps should

cover a large area and reach a high level of precision to accurately estimate the signal

strength across all individual locations within a country. Due to this complexity,

telecommunication regulators and the majority of MNOs furnish end-users instead

with the so-called coverage maps that illustrate the areas serviced by MNOs anten-

nas. Figure 1.1 is an example of such map provided by the French Telecommunication

Regulator.

2
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Figure 1.1: An example of 4G coverage map of France. This Figure is taken from [1].

Major MNOs such as AT&T [13], Telecom Italia [14], and Orange [15], provide their

customers with such maps, illustrating both covered and uncovered regions by their

respective antennas. These maps serve as valuable tools for users in selecting an MNO

that sufficiently covers their areas of interest, ensuring uninterrupted access to internet

services. Conversely, in some countries, regulators employ their models to generate

coverage maps, offering users two key advantages: the ability to compare MNOs’

estimations with those of the regulator and the opportunity to make informed choices

based on network coverage preferences. Additionally, private companies, aiming to

recommend optimal mobile service plans to mobile end-users, leverage proprietary

in-house coverage maps that provide more detailed information than those offered

by MNOs and regulators [16–18]. As users increasingly seek such information when

subscribing to new service plans, companies like ZoneADSL & Fibre [19] report a

monthly visits ranging from 500K to 750K users.

While these maps serve as invaluable tools for identifying areas lacking coverage,

3
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it’s essential to note that they do not furnish information about the bitrate received

at specific locations. This information becomes crucial, especially in areas covered by

multiple MNOs, aiding users in making informed decisions regarding received signal

power.

To mitigate this issue, various techniques are employed by stakeholders in the mobile

broadband sector. In France, the regulatory body conducts annual measurements

using mobile devices at different locations [20]. The outcomes of these measurements

are then depicted on an RF map, illustrating the signal strength levels across these

locations. Alternatively, tools like Ookla [12] and nperf [21] utilize speed test datasets

to generate similar maps. However, both measurement and speed test approaches

suffer from a lack of scalability, as they can only estimate signal power in the specific

locations where the tests or measurements were conducted. Given the limited scope

of these locations, these approaches fail to provide a comprehensive overview of signal

levels throughout an entire country.

To address this challenge, researchers in this field utilize propagation model-based

RF mapping, as discussed in the literature [22–28]. Propagation models consist of

sets of equations and/or algorithms designed to estimate the path loss between end-

users’ locations and base stations. These models differ from each other in the level of

accuracy they offer and the time it takes them to perform the estimation.

The empirical propagation modeling approach, for example, allows the rapid gen-

eration of RF maps using offline calibrated models on real data, resulting in a short

execution time. These models are fast because they do not incorporate detailed in-

formation about the environment, such as buildings and topography. They estimate

the received signal power relying on parameters like frequency, distance, zone type,

average street width, mean buildings height,... [29]. While these models are quick

for generating RF maps, they suffer from low accuracy due to their weak capacity to

account for the details of the propagation environment.

Similarly, stochastic models are even faster than empirical models when generating

4
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RF maps. They represent the environment as a set of random variables, using a

probability density function to estimate the received signal power. These models are

particularly useful for generating RF maps in extensive areas, as they require min-

imal information about the propagation environment, leading to shorter execution

times [29]. Nevertheless, due to their inherent randomness and their lack of consider-

ation for environmental details, stochastic models are the least accurate propagation

models.

While the empirical and stochastic models are useful for their faster execution

times, they are not accurate enough to assist users in choosing the most suitable

MNO. This limitation arises from their neglect of user-specific environmental factors

when estimating received signal strength.

It is in this context that Ray Tracing emerges as a highly regarded propagation

model renowned for its precision in determining the paths taken by radio waves and

evaluating the received signal power at diverse locations within the specified area.

RT achieves its accuracy by integrating a comprehensive 3D map and environmental

characteristics when estimating received signal power. Moreover, RT considers var-

ious multipath propagation phenomena, including reflection, refraction, and diffrac-

tion [30] in a deterministic fashion across the obstacles present in the environment.

The consideration of these fine-grained details contributes significantly to enhancing

the quality of generated RF maps. Consequently, RT is proven to produce high-

quality RF maps that accurately depict the received signal power levels across an

entire country. This capability empowers mobile end-users to make informed deci-

sions about their mobile service plans, enabling them to choose the MNO that best

suits their needs in terms of downlink bitrate. Simultaneously, MNOs can leverage

these detailed maps to identify areas with bad signal quality and take targeted actions

to enhance the performance of their network coverage in those specific areas.

Nevertheless, despite the high accuracy offered by RT, it comes at the expense of

significant memory consumption and computational load. This complexity leads to

long execution time making RT impractical for generating RF maps in complex envi-

5
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ronments [29–31]. This complexity is due to the intensive computations incurred by

its processes. For instance, the technique employed to generate rays in RT has been

identified as computationally heavy [32]. Additionally, the ray/object intersection

test process determining whether a ray intersects with an object, may lead to long

execution times in complex scenarios if used naively [33–35]. Further, the reception

test process, which involves checking whether a ray is received by a set of recep-

tion points, suffers from resource-intensive matrix computations and greedy memory

consumption [36].

It is also crucial to note that RT was not initially designed for RF mapping pur-

poses [36]. Instead, its primary purpose is to compute the path loss between a given

transmitter and a given receiver. Various techniques in the literature attempt to

adapt RT for RF mapping purposes [22–28]. However, these adaptations often result

in increased complexity, making it challenging, if not impossible, to generate accurate

and precise RF maps in complex environments.

1.1 Objectives and Contributions

Therefore, the objective of this thesis is to optimize RT processes for large-scale RF

mapping purposes. We aim to preserve RT’s accuracy while reducing its execution

time and ensuring its applicability to diverse scenarios. The ultimate goal is to

generate precise and accurate RF maps depicting countrywide signal power levels,

within an acceptable execution time.

To optimize RT processes, we started by proposing a novel ray generation method.

Indeed, in RT waves are modeled by rays, i.e, they are the ones sent and received

by antennas. The conventional ray generation process involves launching rays in

all directions without a prior knowledge of the receivers’ positions in order to fully

cover antennas 3D radiation pattern. However, this process follows a complex and

time-consuming algorithm. In contrast, our new ray generation technique quickly

and iteratively finds the optimal number of required rays to fully cover an area of

6
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interest. Our technique is site specific, i.e., for each scenario it gives the optimal

number of rays that need to be launched in order to fully cover the area without

any blank zone. By minimizing the number of rays that need to be launched, our

method reduces the overhead incurred by rays that will never reach the reception

point. Moreover, our technique overcomes the complexity and the computational

slowness of the conventional technique. It was able to launch up to 1 million rays

within 5 seconds, hence reducing the overhead due to the ray generation process. We

performed simulations with our new technique in different scenarios and a validation

with respect to a state-of-the art model implementing the conventional ray generation

technique was carried out. Through these simulations, we could see that our solution

for ray generation is flexible, robust, and computationally fast at almost no cost.

After validating our model, we made an extensive simulation study on the accu-

racy/complexity trade-off of RT depending on whether we are in an urban, suburban,

or rural area. This extensive work is meant to help one choose the suitable number

of rays to launch given a specific scenario while having sufficient information about

the complexity required to reach the sought level of accuracy. We performed different

simulations involving many scenarios to assess the complexity and the accuracy of RT

in those cases. The latter helped us to draw recommendations about the number of

rays to launch in each scenario and the expected accuracy depending on the available

resources.

Furthermore, we extended our work to subsequent RT processes by optimizing

them for RF mapping purposes. The conventional approach for generating RF maps

using RT involves discretizing the area of interest with a limited number of recep-

tion points, as outlined in previous studies [26–28]. These reception points are dis-

tributed throughout the area according to some statistical distribution to ensure

comprehensive coverage. The traditional RT algorithm is then performed for each

pair of transmitting antenna and reception points. However, the drawback of this

approach becomes apparent in subsequent processes, particularly the reception test,

which is employed naively and lacks optimization for RF mapping purposes. Indeed,

7
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it involves checking, for each pair of ray and reception point, whether the ray is re-

ceived by the given reception point. This can result in excessive computational load

and potential memory limitations, particularly in complex scenarios including large

number of rays and reception points, posing challenges to the effective generation of

RF maps.

To address this limitation, we introduce a novel reception test method tailored

for regions characterized by minimal variations in terrain altitude. Instead of going

through complex matrix computations, we simply capture the footprints of rays on a

given horizontal plane and subsequently utilize this information to generate the RF

map on a 2D plane. This innovative approach eliminates the need of discretizing the

area of interest, hence removing the traditional reception test. While existing models

struggle with 16-hours execution time and frequently encounter memory limitations,

our solution delivers the RF map in only 50 seconds. By combining our aforemen-

tioned site-specific ray generation and our new reception test processes, we could

divide by almost 1200 the execution time of RT, with a memory usage accounting for

less than 2% compared to baseline solutions.

Finally, we propose a fast RT solution fully designed to generate RF maps at large-

scale taking into account the 3D details of the environment. In the literature, none

of the existing RT techniques are designed for RF mapping purposes and/or are not

sufficiently optimized to meet the requirements of large-scale RF map generation

with account for the topography of the surface. Our approach introduces innovative

schemes based on 3D triangulation to model an environment of interest and we lever-

age efficient hardware acceleration techniques to generate RF maps at large-scale.

The acceleration technique leveraged in this solution as well as the cartography solu-

tion that we propose are both tuned to meet the requirements of generating RF maps

at large-scale while considering the 3D topography of the terrains and the information

on the buildings. For this, we speed up the ray/object intersection test by adapting

a fully optimized RT engine developed by Intel called Embree [37]. Since Embree is

based on hardware acceleration techniques, we were able to efficiently accelerate the

8
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ray/object intersection test process. Moreover, we leverage the geometrical properties

of the triangular mesh used during the ray/object intersection test to generalize our

reception test to 3D RF mapping. It consists in directly performing a spatial inter-

section between the 3D triangles and the circular cross-sections of the rays. Thanks

to all these underlying RT processes being introduced, we were able to move directly

from the triangular mesh of the terrain to the RF map production after proposing

signal power estimators for triangles and coloring them accordingly. This contribu-

tion forms an optimized pipeline fully designed for RF mapping purposes and capable

to reach the goal of RF map generation at large-scale in any type of terrain including

areas with high terrain altitude’s variations.

Simulations of our RF mapping solution in 3D large-scale scenarios show that our

approach outperforms existing ones both in terms of execution time and memory

consumption. Indeed, even without leveraging the efficiency of our site-specific ray

generation technique, our approach was 50 times more efficient than traditional RT

approaches to RF mapping. Due to memory limitations, existing solutions were even

unable to produce RF maps in urban areas involving multiple antennas and requiring

precise maps. In contrast, our solution generates a precise and accurate RF map in all

types of terrains with a difference as small as 1Mbps on average compared to existing

solutions. We also show that our approach preserves the accuracy of the RF map when

changing the resolution step (or the size of triangles), i.e., with a 50 meters resolution

step, we achieve almost the same accuracy as when the resolution step gets near zero.

Furthermore, we demonstrate that in extremely complex scenarios, the reception test

as used in traditional approaches may account for more than 98% of the overall RT

complexity. We then highlight how our 3D reception test, tailored for complex terrain

types, is able to tackle this issue with only a slight increase of the execution time while

changing the resolution step. We equally show how the ray/object intersection test

in our solution which is based on Embree behaves independently from the number of

triangles, i.e., one can choose a fine-grained size for triangles to improve the RF map

precision without degrading the performance of the intersection test.

9
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1.2 Thesis outline

The rest of this thesis is organized as follows.

• In Chapter 2, we present the fundamentals of radio propagation models. Here, we

explain how propagation modeling approaches stand out as the optimal choice for

estimating the received signal power across an entire country. Additionally, we

provide a comprehensive overview of the three propagation models, highlighting

the distinctions among them in terms of both accuracy and complexity.

Our emphasis extends to showcasing how the use of RT aligns seamlessly with our

objectives, aiming to furnish mobile broadband stakeholders with a practical tool

for making informed decisions. We also focus in this Chapter on RT processes,

from the generation of rays to the computation of the received signal power. We

particularly focus on how these processes account for RT complexity in large-

scale complex scenarios. Finally, we present an overview of the acceleration

techniques that attempt to optimize RT and make it usable in diverse scenarios.

• In Chapter 3, we present the conventional approach of generating rays in RT,

with a dig in depth in its technical details. Additionally, we explore alterna-

tive state-of-the art methods designed to address the complexities inherent to

the conventional approach. Within this Chapter, we demonstrate how our site-

specific approach not only outperforms these methods but also proves highly

advantageous in large-scale scenarios featuring thousands of antennas. Further-

more, we provide a thorough examination of the technical details involved in

deriving this approach. This includes a presentation of simulations conducted

across various terrains, showcasing the efficiency, flexibility, and robustness of

our approach.

• In Chapter 4, we introduce the concept of RF map generation. Within this

Chapter, we explore the current state-of-the art techniques employed for gener-

ating such maps, with a particular emphasis on highlighting the inefficiencies of

10
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RT processes in these scenarios. We provide an overview of the techniques that

attempt to optimize RT for this purpose. In contrast, we show the performance

of our new reception test algorithm solely designed to accelerate the generation

of RF maps in areas with minimal terrain variations. We detail the optimiza-

tion brought by this approach and illustrate its efficiency when combined with

our aforementioned ray generation technique. The description of its technical

details also shed the light on our algorithm’s limitation to areas with only slight

variations in the terrain.

• In order to account for the adaptability of all RT processes to RF mapping,

we present in Chapter 5 our novel RF map rendering technique. This Chapter

presents a generalization of our reception test technique designed to accommo-

date various types of terrain. We present the hardware accelerations leveraged as

well as the optimizations brought to all RT processes tailoring them for the spe-

cific demands of RF mapping. We present how this solution outperforms existing

ones, and also demonstrate its capacity to generate precise RF maps at large-

scale where current methods failed. Furthermore, we showcase our cartography

solution that employs a 3D triangular mesh-based RF map rendering.

• Chapter 6 serves as a comprehensive summary of all the contributions made

throughout this work. In this Chapter, we engage in discussions regarding the

impact of our contributions and present future perspectives for enhancing our

work, alongside addressing any limitations inherent in our approaches.

• Throughout this thesis, we meticulously construct an in-house RT tool that

incorporates all our contributions. In the appendices, we provide detailed tech-

nical information about our implementation to facilitate the reproducibility of

our work.
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Chapter 2

Background and state-of-the-art

2.1 Electromagnetic waves

Electromagnetic waves represent a form of energy that travels through vacuum or a

medium via oscillations of electric and magnetic fields. These waves were mathemati-

cally conceptualized by James Clerk Maxwell’s work in 1865 [38], where he established

the relationship between the magnetic and the electric fields. Maxwell stated that a

changing electric field induces a changing magnetic field and vice versa. This mecha-

nism creates an electromagnetic wave that helps the energy to be propagated through

any given medium [38]. During this propagation, the electric and the magnetic fields

maintain a perpendicular orientation to each other and to the direction of propagation

of the wave, as illustrated in Figure 2.1.

This relationship established by Maxwell led to the formulation of a set of equations

known as Maxwell’s equations, which are the most elegant way of describing the

relationship between the electric and the magnetic fields. In a homogeneous and

isotropic medium, i.e. where the electric and magnetic properties are uniform in all

directions and in all points in space, the local form of Maxwell’s equations also known

as Maxwell’s curl equations give the expression of the two fields in a given space and

time as described below.
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Figure 2.1: Electromagnetic wave

Maxwell’s formulation of Gauss electric and magnetic laws are given respectively

by (2.1) and (2.2).

∇ · E =
ρ

ϵ
(2.1)

∇ ·B = 0 (2.2)

The Maxwell-Ampere and Maxwell-Faraday laws are respectively given by (2.3)

and (2.4).

∇×B = µ

(
J + ϵ

∂E

∂t

)
(2.3)

∇× E = −∂B
∂t

(2.4)

In this equation:

• E is a vector representing the electric field.

• B is a vector representing the magnetic field.

• ρ is the electric charge density.

• J = σE represents the current density.

• ϵ is the electric permittivity of the medium.
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• µ is the magnetic permeability of the medium.

• σ is the conductivity of the medium.

The characteristics of the medium namely, ϵ, µ and σ, determine how electromag-

netic waves propagate within the medium. Simply said, they determine the medium’s

influence on the behavior of the electromagnetic waves. The velocity c of an electro-

magnetic wave is therefore dependent on the characteristics of the medium as given

by Equation (2.5).

c =
1
√
ϵµ

(2.5)

Usually, the permittivity and the permeability are used in their relative forms, i.e.

with regards to the ones of the free space. Their values are given by (2.6) and (2.7).

ϵr =
ϵ

ϵ0
(2.6)

µr =
µ

µ0

(2.7)

In this equation:

• ϵr is the relative permittivity of the medium.

• µr is the relative permeability of the medium.

• ϵ0 = 8.854× 10−12F/m (Farads per meter) is the free space permittivity.

• µ0 = 4π × 10−7H/m (Henrys per meter) is the free space permeability.

Including these two equations in (2.5) shows that the velocity of an electromagnetic

wave in free space is the same as the speed of light, which is 3× 108m/s.

Maxwell’ equations can be also written as functions of the magnetic excitation H

and the electric induction D, which are linked to the electric and the magnetic fields

by (2.8) and (2.9).

H =
B

µ
(2.8)
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D = ϵE (2.9)

At time t, having knowledge of the electric field E (or D) and the magnetic field B

(or H) allows the computation of the power flow carried by the electromagnetic wave.

This computation is facilitated by the Poynting vector, which characterizes both the

direction and magnitude per unit of surface area of the power flow carried by the wave.

The Poynting vector, denoted as S aligns with the direction of propagation of the

wave. Its instantaneous magnitude is the power density in Watts per meter squared

of the wave at a given time and space. Its value is given by Equation (2.10) [32],

where H∗ is the complex conjugate of the magnetic field.

S = E ×H∗ (2.10)

2.2 Radio Propagation

In wireless communication, the information is sent from a Base Station in the form

of electrical signals. These signals undergo a transformation into RF waves by an

antenna for its transmission through the wireless medium. Those waves are trans-

mitted towards the receiver according to the radiation pattern of the transmitting

antenna. Waves are sent continuously on a propagation channel in space in order

to fully cover the direction on which the waves are being transmitted. As these RF

waves traverse the wireless medium, they interact with the surrounding environment,

encountering influences from the medium itself, the channel, and various objects in

their path. This RF wave behavior is known as Radio Propagation. Throughout the

process of radio propagation, the waves interact with the environment of propagation,

causing the attenuation of the signal power. The level of this attenuation is tightly

linked to the type of environment and more specifically, to the objects present in the

environment and to the coverage of the antennas.

Three types of environments are commonly considered in radio propagation, each

of them having specific behavior when waves propagate in them [29].
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• Urban area: Also referred to as Dense area, this type of environment is charac-

terized by a high population density and contains numerous tall buildings with

multiple floors. In such areas, the extent of the signal coverage is limited, neces-

sitating the use of micro cell antennas. This is due to the high concentration of

people that results in a large number of connections to the BSs during each time

slot. Hence, having small coverage areas help to deliver high signal power to end

mobile users present in the micro cells. Additionally, this is motivated by the

attenuation caused by the surrounding structures. Indeed, these high-rise struc-

tures block the signal, thus preventing them to cover larger distances. Therefore,

to effectively cover urban regions, a significant deployment of micro cell antennas

is required, often resulting in the installation of hundreds of antennas within a

relatively small radius.

• Suburban area: This type of environment corresponds to small cities charac-

terized by a landscape of houses and trees, as opposed to tall buildings, with

a moderate population density per square kilometer. Suburban areas employ a

combination of micro cell and macro cell antennas. Micro cells are strategically

placed in city centers to provide high signal power to mobile users in densely

populated areas. On the other hand, macro cells cover the remaining regions,

offering larger coverage distances but with lower signal power compared to micro

cells. Consequently, the number of antennas in suburban areas is generally lower

than in densely populated urban areas.

• Rural area: This type of area is typically composed of small number of houses,

large number of trees and/or mountains, hills, valleys, plains. In these areas most

of the obstructions come from the topography of the terrain and the trees. They

are typically composed of macro cell antennas able to cover more than 10km

in some cases. Those antennas are usually mounted on tall pylons located on

mountains that are then able to cover large distances. Due to the large coverage

distance of those antennas, these areas are usually composed of small number

of antennas. Hence, the signal power in those areas is weak and often contains
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blank zones, i.e. areas not covered by any antenna.

Figure 2.2: LOS scenario between a transmitter and a receiver

During radio propagation in these aforementioned areas, the signal may encounter

various obstacles in their journey from the transmitter to the receiver. The type of

these obstacles depends on the specific characteristics of the area. Urban areas feature

buildings as primary obstacles, while rural areas contain trees and the high variation

of the terrain topography as obstacles.

When the signal interacts with these obstacles, it undergoes changes due to the elec-

tric and magnetic properties of the materials constituting the obstacles. The proper-

ties of these materials determine how much the signal is attenuated before continuing

its journey. For example, lossy materials tend to absorb a significant portion of the

signal power, while lossless materials do not attenuate it. Additionally, these obsta-

cles modify the trajectory of the signal, potentially changing its path and/or dividing

it into different other signals, leading the signal to be received by following multiple

paths. This phenomenon is referred to as Multipath propagation. During multipath

propagation, two distinct scenarios are observed. In the Line-Of-Sight scenario, the

signal reaches the receiver without passing through any obstacles. This occurs when

there are no obstacles in the direct path between the transmitter and the receiver as

shown in Figure 2.2. In this case, the signal power is not affected by the character-
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Figure 2.3: Propagation mechanisms

istics of the objects in the environment. Conversely, the Non-Line-Of-Sight occurs

when there exist obstructions in the direct path between the transmitter and the re-

ceiver. When the signal encounters these obstacles, different propagation mechanisms

can occur, as illustrated in Figure 2.3. Usually, four propagation mechanisms occur

during radio propagation: Reflection, Refraction, Diffraction and Scattering.

• Reflection: This mechanism occurs when the size of the obstacle exceeds the

dimensions of the signal’s wavelength. This typically corresponds to the signal

hitting the ground or buildings’ walls. Across various types of environments, this

stands out as the most prevalent mechanism, primarily due to the prevalence of

buildings, houses, and varied surface topography. In the case of reflection, the

signal deviates from its initial trajectory, following what is known as the reflected

path.

• Refraction: It has the same condition of occurrence as the reflection. Indeed,

according to Snell’s law [39], a signal hitting a surface goes through two mech-

anisms: reflection and refraction. The latter involves the signal being absorbed
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by the material and passing through it. This is the mechanism responsible for

signal reception in indoor environments. Figure 2.4 shows a signal hitting a large

surface with the occurrence of reflection and refraction.

Figure 2.4: Reflection and Refraction on a large surface

• Diffraction: This mechanism takes place when the size of the surface is not sig-

nificantly larger than the wavelength of the signal. Such surfaces include corners

of buildings, edges of any objects including the relief: mountains or hills. When

diffraction occurs, the signal bends around the surface’s edge [40], continuing its

journey along a deviated path. This property is particularly valuable in rural ar-

eas, since it enables the signal to propagate beyond obstacles such as mountains

or hills.

• Scattering: Scattering occurs when the size of the surface is smaller than the

wavelength of the signal. Common examples of such surfaces include the leaves

of trees. When the signal encounters these leaves, they scatter into multiple

directions, with each scattered component continuing its journey towards its

deviated path.

The prevalence of each of these mechanisms is hence dependent on the wavelengths

of both the channel and the obstacles. The flow chart provided in Figure 2.5 shows

which propagation mechanism occurs depending on the signal and the obstruction’s
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Figure 2.5: Flowchart of propagation mechanisms

wavelengths λ s and λ o respectively.

Apart from these propagation mechanisms, the signal is also attenuated by other

surrounding mechanisms during radio propagation as shown below.

• Channel: The wireless channel through which waves propagate is tightly linked

to the wavelength of the transmitting antenna. This wavelength’s width plays

an important role in determining the extent of the signal coverage. In cases

where the wavelength is large, waves exhibit lower sensitivity to the surrounding

environment and are less susceptible to interference, enabling them to travel

over long distances. Conversely, signals characterized by a smaller wavelength

showcase higher level of sensitivity to environmental factors. In this scenario, the

signal becomes more vulnerable to attenuation caused by objects in its path and

is significantly affected by climatic conditions such as rain or snow. Consequently,

signals with smaller wavelengths exhibit smaller coverage areas.

• Small-scale Fading: This phenomenon results from multipath propagation,

where a transmitted signal interacts with the surrounding environment, lead-

ing to the reception of the signal through multiple paths. These signals upon
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Figure 2.6: Small-scale vs Large-scale fading

reception arrive at different time intervals causing phase shifts in the received

signal. The phase shifts, arising from the superposition of signals with different

arrival times, give rise to interference during reception. This interference can

manifest as constructive interference, amplifying the signal power, or destructive

interference, causing a complete attenuation of the signal power.

Small-scale fading is characterized by a rapid and unpredictable fluctuations in

both signal amplitude and phase over short distances or brief periods of time.

These fluctuations result in signal variations that impact the quality of wire-

less communication links. Understanding and managing small-scale fading is

crucial for designing effective communication systems. Different techniques are

introduced in some mobile communication technologies to mitigate the effect of

small-scale fading.

• Large-scale Fading: Refers to the gradual attenuation of signal strength as

it propagates over large distances. This fading phenomenon is a consequence

of factors like free space loss, absorption, and scattering, contributing to the

progressive weakening of the transmitted signal as it moves away from the source.

Figure 2.6 illustrates the distinction between large-scale and small-scale fading,
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with the former exhibiting smooth fluctuations over long distances, while the

latter undergoes rapid changes over shorter distances. The Figure shows that

the large-scale fading is the mean of the fluctuations of small-scale fading [2].

Large-scale fading contains free space path loss which is the attenuation due to

the free space. Additionally, it involves shadowing, which represents signal at-

tenuation caused by obstacles present in the propagation path. The large-scale

fading process is often mathematically modeled as a log-normal distribution [29],

incorporating a mean and standard deviation dependent on the specific environ-

mental conditions.

• Doppler spread: This phenomenon is a type of small-scale fading that occurs

when the mobile receiver is in motion. The movement of the mobile receiver

relative to the signal source creates a frequency shift known as Doppler Shift.

The extent of this shift is linked to factors like the relative velocity between the

mobile receiver and the transmitter, as well as the frequency of the transmitted

signal. The observed frequency f at a given distance from the transmitter is

given by (2.11) [32].

f =

(
1 +

∆v

c

)
f0 (2.11)

In this equation:

– ∆v(ms−1) is the relative velocity of the moving object regarding the fixed

transmitting antenna.

– c = 3× 108ms−1 is the velocity of the RF wave in free space.

– f0(Hz) is the frequency of the channel.

Figure 2.7 is an example of Doppler shift on a moving vehicle. The Figure shows

the shifts undergone by the signal’s wave fronts as they vehicle moves towards

the antenna.

In scenarios involving multipath propagation, the Doppler shift calculated for

each path differs, causing these signals to reach the receiver with varying phases
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Figure 2.7: Doppler effect on a moving vehicle

and amplitudes. The frequency domain variability resulting from this phe-

nomenon is quantified as Doppler spread, serving as a metric for the rate of

change of the Doppler shifts.

• Noise: The received signal undergoes influence from different sources of noise at

the receiver level. Primarily originating from the electronic components of the

mobile receiver, this noise leads to a reduction in the received signal power. The

relationship between noise and the received signal strength gives the Signal to

Noise Ratio, which is a crucial metric for determining the bitrate upon reception.

When noise surpasses the received signal strength, the bitrate approaches zero.

Conversely, lower levels of noise correspond to higher bitrates, highlighting the

significance of managing and minimizing noise for optimal signal reception.

• Interference: In addition to the internal interference expressed by multipath

fading, signals are also affected by interference coming from surrounding an-

tennas. Indeed, a mobile device receives traffic on a given channel frequency.

Therefore, the signal emitted by all surrounding sources on that given frequency

will be received by the mobile device. Hence, when the useful signal is received at

the same time as other signals from surrounding antennas, it causes interference.

This interference is considered as noise that is added to the background noise

to form the so-called Signal to Interference plus Noise Ratio. In the case where

this interference is caused by a neighboring antenna, this interference can be as

high as the signal, hence completely attenuating the signal. However, strategic
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network planning is usually set to mitigate such interference. This is achieved by

avoiding the use of identical frequencies on neighboring antennas, hence minimiz-

ing the likelihood of signal overlap and interference, thereby optimizing overall

signal reception quality.

This overview of the radio propagation mechanism showing the interactions under-

gone by the signal from its origin at the BS to its reception by the mobile device

shows the inherent complexity of the wireless channel. This complexity shows the

challenging nature of estimating the received signal power at a given location. No-

tably, the channel’s unpredictability adds an additional layer of complexity, as it is not

known in advance. This unpredictability poses challenges in accurately estimating the

signal strength, further emphasizing the complex nature of wireless communication

channels.

2.3 Propagation models

In the early years of the 20th century, facing the challenges posed by the unpredictable

wireless channel, propagation models emerged in the 1900s. These models are essen-

tially sets of equations and algorithms designed to tackle the task of estimating the

received signal strength at a mobile receiver over a wireless channel. Their primary

function is to compute the path loss, which represents the attenuation experienced

by the signal during radio propagation. This path loss is meant to incorporate all the

mechanisms in the wireless channel that attenuate the signal. Since it is the atten-

uation during radio propagation, the PL is directly linked to the transmitted signal

power Ptx in Watts, and received signal power Prx in Watts by the formula in (2.12).

PL(dB) = 10 log

(
Ptx
Prx

)
(2.12)

Propagation models serve as a cost-effective solution for estimating received signal

power across various geographical locations [29]. Relying on parameters such as the
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distance to the transmitting antenna, propagation channel frequency, and antenna

gains, some of these models provide estimates of the received signal strength at any

given location.

Despite the uncontrollable nature of the wireless channel, these models offer a prac-

tical means of addressing the complexities of signal propagation. However, as high-

lighted earlier, the wireless channel’s dynamic and changing nature, as one moves

from one point to another makes its accurate modeling very challenging. Given the

diversity of environments, finding a universal model applicable to all types of propaga-

tion environments is difficult. Consequently, propagation models adopt three distinct

approaches to address this challenge, corresponding to three types of propagation

models. Empirical models compute the PL using equations obtained from experi-

mentation and measurements performed in a city or a country. Stochastic models

estimate the PL by modeling the environment using a set of random variables. Fi-

nally deterministic models take detailed information about the environment when

estimating the path loss.

2.3.1 Empirical propagation models

Empirical propagation models are developed through experimentation and/or mea-

surements conducted in specific cities or countries, considering the unique characteris-

tics of those environments. These models aim to capture the path loss as a function of

various terrain features, such as streets, buildings, and transmitting/receiving anten-

nas’ information. While the equations generated from these experiments are designed

for general application across different terrains, it is acknowledged that their perfor-

mance is optimal when applied in environments having the characteristics of their

origin [41].

Recognizing this limitation, ongoing research in this field has led to the evolution

of these models. Various optimizations have been introduced to incorporate detailed

characteristics of the specific environments in which they are employed. The journey
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Figure 2.8: List of the most known empirical propagation models

from the original Friis equation in 1946 [42], which did not consider the environment,

to the contemporary 3GPP models [43, 44] reflects this evolution, with the latter

incorporating calibration parameters such as average street width and building height.

Over the years, dozens of empirical models were developed, each representing an en-

hancement of their predecessors. These models, often designed for specific frequency

bands, complement each other in providing comprehensive coverage. Furthermore,

these models are known for their ease of implementation and straightforward com-

putation of path loss once calibrated with specific parameters. Figure 2.8 shows the

most known empirical propagation models [29].

Nevertheless, despite their efficiency in estimating the path loss, these empirical

models face challenges related to their accuracy. Calibration parameters, while useful,

remain rough approximations of the considered area, leading to imprecise estimations.

Notably, the models lack fine-grained information about the environment, as demon-

strated in Figure 2.9, where two mobile devices located at the same distance from the

transmitting antenna experience identical path losses despite one being in LOS and

the other one in NLOS. This issue arises from the models’ limited consideration of the

local environment as it neglects the impact of individual buildings and the terrain’s

topography, which play crucial roles in real-world signal propagation mechanisms.
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Figure 2.9: Empirical model’s issue in a real-life scenario

To facilitate a better understanding of these models, we present here three empirical

models, emphasizing on the derivation of their path loss formulas.

2.3.1.1 Free Space Path Loss

The FSPL model also known as Friis equation is the simplest model employed to esti-

mate the path loss [45]. Designed in 1946 by the radio engineer Harald Friis [42], this

model operates under the assumption of an unobstructed path between the transmit-

ter and the receiver. It provides a fundamental understanding of how signal strength

diminishes with the distance in unobstructed transmission scenarios. In this idealized

scenario, the signal undergoes attenuation simply due to the effect of the distance,

resulting in a path loss that is inversely proportional to the square of the distance

traveled by the signal. Therefore, as the signal covers a larger distance, the path loss

increases, leading to a decrease in the received signal power.

Given that the Friis equation is formulated for free space conditions, representing

LOS scenarios where signals reach the receiver without encountering obstacles, it

is the one that is commonly employed to compute the LOS path loss. The FSPL

formula’s is obtained as follows.

Consider two isotropic antennas, i.e., antennas that radiate uniformly in all direc-

tions: one at the transmission and the second at the reception. The transmitting
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isotropic antenna sends signal in all directions of a sphere. At distance d, the power

density Ps which is the power per unit of surface is given by (2.13).

Ps =
Ptx
4πd2

(2.13)

The receiving isotropic antenna receives the signal in all directions. The aperture Ae

of such antenna is derived through thermodynamic considerations [46] and is given

by (2.14).

Ae =
λ2

4π
(2.14)

Hence, the power received by the isotropic antenna is how much signal it collects

given its aperture, as shown in (2.15).

Prx = PsAe = Ptx

(
λ

4πd

)2

(2.15)

This formula is generalized to all types of antennas by the introduction of the notion of

antenna gains. Indeed, in real life, antennas do not radiate uniformly in all directions

as it is the case with the idealized isotropic antenna. Rather, antennas radiate in

privileged directions determined by the gain of the antenna that defines how well it

radiates in a given direction. Hence, Equations (2.13) and (2.14) respectively include

the gain Gtx of the transmitting antenna and the gain Grx of the receiving antenna,

to account for the amplification of the signal over a certain direction. Therefore, the

Friis equation for any type of antenna is given by the formula in (2.16).

Prx = PtxGtxGrx

(
λ

4πd

)2

(2.16)

Finally, the propagation path loss according to (2.12) is given by (2.17).

PL(dB) = 20 log

(
4πd

λ

)
−Gtx(dB)−Grx(dB) (2.17)

In this equation:
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• λ is the wavelength of the wave.

• d is the distance traveled by the ray from the transmitter Tx to the receiver Rx.

2.3.1.2 Okumura-Hata Model

The Okumura-Hata model is an extension of the Okumura Model [47]. This extension

was brought by Hata et al., since the original Okumura model was designed to work

only in the city of Tokyo in Japan, where it was formulated [48]. It served for long

time as the standard for planning terrestrial mobile systems in Japan [49, 50]. To

overcome this geographical limitation, Hata leveraged the fitting curves from Oku-

mura’s report [47] to introduce a novel propagation loss formula that is applicable

across various terrains, and not only in Japan [29].

The resulting model called Okumura-Hata model was also formulated from exper-

iments conducted in the city of Tokyo in Japan. It is specifically tailored for urban

areas and incorporates correction factors to accommodate suburban and rural en-

vironments. Additionally, it includes correction factors for mobile devices based on

the terrain type. The formula is suitable for UHF and VHF bands, with a minimal

formulation error, under the following conditions:

• The frequency range fc must be between 100-1500 MHz.

• The distance d ranges from 1 to 20 km.

• The antenna height htx must be between 30 and 200 meters.

• The receiving antenna height hrx must be between 1 to 10 meters.

The standard formula for propagation loss as obtained from Hata’s derivation is given

for urban areas over the aforementioned conditions as:

PLurban(dB) = 69.55+ 26.16 log fc− 13.82 log htx− a(hrx)+ (44.9− 6.55 log hrx) log d

(2.18)
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In (2.18), a(hrx) is the correction factor in dB of the receiving antenna height. This

correction factor depends on the type of the coverage area. For small and medium

cities, i.e. cities with average building height not more than 15 meters, this correction

factor is given by (2.19).

a(hrx) = (1.1 log fc − 0.7)hrx − (1.56 log fc − 0.8) (2.19)

For large cities, i.e. the ones featuring average building heights of more than 15

meters, the correction factor is expressed as follows:

a(hrx) =

8.29(log 1.54hrx)
2 − 1.10 , fc ≤ 200MHz

3.2(log 11.75hrx)
2 − 4.97 , fc ≥ 400MHz

(2.20)

The Hata model as shown above is designed for urban areas. To make it works in

suburban and rural areas, correction factors are introduced. For suburban areas, the

correction factor Ksuburban is given in equation (2.21).

Ksuburban(dB) = 2

[
log

(
fc
28

)]2
+ 5.4 (2.21)

Hence, the path loss in suburban is the path loss in (2.18) minus the correction factor

in (2.21) as shown below.

PLsuburban(dB) = PLurban(dB)−Ksuburban(dB)

= 64.15 + 26.16 log fc − 13.82 log htx − a(hrx)+

(44.9− 6.55 log hrx) log d− 2 [log(fc/28)]
2

(2.22)

Finally in rural areas, the correction factor Krural is given below as:

Krural(dB) = 4.78(log fc)
2 − 18.33 log fc + 40.94 (2.23)
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Consequently, the path loss for rural areas is given by Equation (2.24).

PLrural(dB) = PLurban(dB)−Krural(dB)

= 28.57 + 44.49 log fc − 13.82 log htx − a(hrx)+

(44.9− 6.55 log hrx) log d− 4.78(log fc)
2

(2.24)

Finally, since suburban and rural areas meet the condition of a small and medium

cities, equation (2.19) is used to compute the correction factor of the mobile receiver’s

height a(hrx) for these areas.

This model although intuitive and applicable to any type of terrain is not applicable

on frequencies above 1.5GHz, i.e. this model cannot be applied to estimate the

received signal power for some 4G LTE/LTE-A and 5G NR frequencies. Moreover,

the model is not applicable on some urban micro cell antennas, due to the distance

considered that starts only from 1km. Rather, the model is suitable for large cells

where the height of the BS is higher than all the surrounding obstacles [29].

2.3.1.3 3GPP Model

This model was developed by 3GPP which is the consortium responsible for stan-

dardizing the 4G LTE/LTE-A and 5G NR mobile communication generations. This

model is designed to represent the dynamic environments of 4G and 5G technologies

in various terrains: urban, suburban, and rural settings, both indoor and outdoor.

It allows users to employ a path loss model tailored to their specific environment

and technological requirements. Developed through extensive experimentation, the

equations incorporated in these models include numerous calibration parameters, en-

suring a faithful reproduction of real-world conditions. These parameters are drawn

on global information about the environment such as streets, buildings, and other

elements critical to mobile communication infrastructure.

For 4G LTE/LTE-A, 3GPP considers three outdoor scenarios corresponding to

different 4G use cases [43] as presented below.

34



Background and state-of-the-art 2.3 Propagation models

Figure 2.10: 3GPP distance and height definition

• 3D-UMi: This scenario depicts urban environments equipped with micro cell

antennas. It characterizes densely populated areas with a high concentration of

UEs and BSs strategically positioned below surrounding structures.

• 3D-UMa: Similar to the previous scenario, this setting involves urban areas,

but with macrocell antennas. Unlike micro cells, macro cells cover larger dis-

tances and have BSs located above surrounding buildings. This configuration is

commonly found in suburban settings.

• 3D-RMa: This scenario is designed for rural regions featuring macro cell an-

tennas. In contrast to urban scenarios, rural areas often employ macro cells to

cover large distances with few buildings, reflecting the lower population density

characteristic of rural environments.

For these scenarios, the 3GPP models give the path loss for both LOS and NLOS

use cases. A LOS probability function is also given to determine whether there is

LOS or not and hence to decide which path loss formula to apply. Additionally, the

path loss models outlined for 4G LTE/LTE-A are designed for applications within

the frequency range of 2-6 GHz, which aligns with the typical frequency band used

in 4G communication systems. Figure 2.10 is an illustration depicting the definitions

of the distances within the 3GPP path loss models.

For 3D-UMi in LOS, the following conditions must hold.
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• The default BS height is 10 meters.

• 1.5m ≤ hrx ≤ 22.5m

The path loss is defined as:

PL = PL3D−UMi−LOS =


22 log(d3D) + 28 + 20 log(fc) , 10m < d2D < d′BP

40 log(d3D) + 28 + 20 log(fc)−

9 log [(d′BP )
2 + (htx − hrx)2)] , d′BP < d2D < 5000m

(2.25)

The BP ’s distance, d′BP , is a function of the channel frequency fc in Hz, the RF wave

velocity in free space c and the effective antenna heights at BS and UE: h′tx and h′rx

respectively, that are functions of the real heights of the antennas [51].

d′BP = 4h′txh
′
rx

fc
c

(2.26a)

h′tx = htx − 1 (2.26b)

h′rx = hrx − 1 (2.26c)

For hexagonal cell layout in 3D-UMi-NLOS scenario, the condition for htx and hrx

are exactly the same. The 2D distance d2D must satisfy: 10m < d2D < 2000m. The

path loss is finally given as follows.

PL3D−UMi−NLOS = max(PL′
3D−UMi−NLOS, PL3D−UMi−LOS) (2.27a)

PL′
3D−UMi−NLOS = 36.7 log(d3D) + 22.7 + 26 log(fc)− 0.3(hrx − 1.5) (2.27b)

In order to determine whether there is LOS or not, a probabilistic function is given

by (2.28).

PrLOS =

1 , d2D ≤ 18m

18
d2D

+ exp
(
−d2D

36

) (
1− 18

d2D

)
, d2D > 18m

(2.28)

The 3D-UMa LOS path loss is exactly the same as 3D-UMi in LOS as given in (2.25)

with only a difference in the parameter value of htx, whose default value is now 25

36



Background and state-of-the-art 2.3 Propagation models

meters instead of 10m as in 3D-UMi and satisfies 10m < htx < 150m.

In the case of 3D-UMa-NLOS, new parameters and new conditions are included.

• 10m < d2D < 5000m.

• 10m < htx < 150m and its default value is 25 meters.

• The height of the UE hrx satisfies 1m < hrx < 10m and its default value is 1.5

meters.

• The street width is introduced and must satisfy: 5m < W < 50m, with a default

value of 20 meters.

• The average building height must satisfy: 5m < h < 50m and its default value

is 20 meters.

The path loss model is given as follows.

PL3D−UMa−NLOS = max(PL′
3D−UMa−NLOS, PL3D−UMa−LOS) (2.29)

PL′
3D−UMa−NLOS = 161.04− 7.1 log(W ) + 7.5 log(h)− (24.37− 3.7(

h

htx
)2) log(htx)+

(43.42− 3.1 log(htx))(log(d3D)− 3) + 20 log(fc)−

(3.2(log(17.625))2 − 4.97)− 0.6(hrx − 1.5)

(2.30)

The condition for determining which of LOS or NLOS formula to use is given by (2.31),

showing the LOS probability.

PrLOS =

1 , d2D ≤ 18m[
18
d2D

+ exp
(
−d2D

63

) (
1− 18

d2D

)] [
1 + C ′(hrx)

5
4

(
d2D
100

)3
exp

(
−d2D

150

)]
, d2D > 18m

(2.31)
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In this equation:

C ′(hrx) =

0 , hrx ≤ 13m(
hrx−13

10

)1.5
, 13m < hrx ≤ 23m

(2.32)

Finally for the 3D-RMa, the following conditions are applied in the case of LOS.

• The htx default value is 35 meters and satisfies 10m < htx < 150m.

• The height of the UE hrx satisfies 1m < hrx < 10m and its default value is 1.5

meters.

• The street width satisfies 5m < W < 50m, with a default value of 20 meters.

• The average building height must satisfy: 5m < h < 50m and its default value

is 5 meters.

The path loss model is then given by (2.33).

PL3D−RMa−LOS =

PL1 , 10m < d2D < dBP

PL2 , dBP < d2D < 10000m
(2.33)

In this equation:
PL1 = 20 log(40πd3Dfc

3
) +min(0.03h1.72, 10) log(d3D)−min(0.044h1.72, 14.77) + 0.002 log(h)d3D

PL2 = PL1 + 40 log( d3D
dBP

)

dBP = 2πhtxhrxfc
c

(2.34)

In the case of NLOS, all the conditions remain the same as the LOS case, except for

the distance that must satisfy: 10m < d2D < 5000m. The path loss for 3D-RMa in

NLOS is derived as follows.

PL3D−RMa−NLOS = max(PL′
3D−RMa−NLOS, PL3D−RMa−LOS) (2.35)
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PL′
3D−RMa−NLOS = 161.04− 7.1 log(W ) + 7.5 log(h)− (24.37− 3.7(

h

htx
)2) log(htx)+

(43.42− 3.1 log(htx))(log(d3D)− 3) + 20 log(fc)−

(3.2(log(11.75hrx))
2 − 4.97)

(2.36)

The LOS probability in 3D-RMa is given by (2.37).

PrLOS =

1 , d2D ≤ 10m

exp
(
−d2D−10

1000

)
, d2D > 10m

(2.37)

After deriving all these formulas that give the path loss for these scenarios, 3GPP

also derives on the same basis the path loss models for a frequency range from 0.5GHz

to 100GHz. This is meant to generalize the aforementioned path loss models and make

them work on the 5G NR technology. More information on these models can be found

in [44].

2.3.2 Stochastic propagation models

As demonstrated in Section 2.2, the propagation channel is inherently unpredictable

as it is characterized by various random phenomena. It is in response to this inherent

randomness of the propagation channel that stochastic models have been developed.

Also known as statistical models, stochastic models constitute a set of propagation

models that describe the wireless environment through the utilization of random

variables following specific statistical distributions. Specifically, these models capture

the fading experienced by signals as they travel between the transmitter and the

receiver. This trip is influenced by the presence of obstacles in the propagation

environment, leading to the occurrence of multipath propagation and hence to both

small-scale and large-scale fading.

Small-scale fading is inherently a random process, as it involves unpredictable rapid

fluctuations in the signal amplitude and phase over short periods of time and/or
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distance. Various stochastic propagation models have been developed to characterize

this phenomenon and derive the Probability Density Function of the received signal

power based on the fluctuations in the small-scale fading [52, 53]. These models

include Rayleigh fading, Rice fading, and Nakagami-m fading. Furthermore, the

mean of the fluctuations in small-scale fading, known as large-scale fading, is itself a

random process. This randomness is due to the shadowing effect caused by obstacles

in the propagation path and is modeled by the log-normal shadowing model.

Nevertheless, when estimating the amplitude of the received signal, these models

do not account for details in the propagation environment. Rather, they provide a

global PDF illustrating the signal distribution. Not considering even little information

about the current area where these stochastic models are applied, results in a coarse

estimation of the received signal power. Indeed, the small and large-scale fading

phenomena arise from obstacles present in the environment, and the positions and

extents of these obstacles vary across different terrains. Therefore, failure to consider

these individual obstructions leads to a low accurate model.

To provide a more practical understanding of how these models operate, we intro-

duce three of them below: the Rayleigh and Rice fading models, which characterize

small-scale fading, and the log-normal fading model, which models the impact of

shadowing.

2.3.2.1 Rayleigh fading

Rayleigh fading is employed to model small-scale fading in situations where there is

no direct LOS between a transmitter and a receiver. This scenario occurs when the

transmitted signal undergoes multiple reflections and scatterings off various obstacles,

which is particularly common in urban and suburban areas with numerous objects.

Therefore, in NLOS scenarios, the amplitude α of the signal follows the Rayleigh
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distribution, as described by Equation (2.38).

P (α) =
2α

Ω
exp

(
−α

2

Ω

)
, α ≥ 0 (2.38)

In this equation, Ω = α2 represents the average power of the small-scale fading.

2.3.2.2 Rice fading

Rice fading is the generalization of Rayleigh fading. It is applicable in scenarios where

there is a dominant ray, namely a LOS component whose amplitude is higher than

that of the others. In the case where such condition is fulfilled, the received signal

amplitude α follows the Rice distribution as given in (2.39).

P (α) =
2α(1 + n2) exp (−n2)

Ω
exp

(
−(1 + n2)α2

Ω

)
I0

(
2nα

√
1 + n2

Ω

)
, α ≥ 0 (2.39)

In this equation:

• I0 is the modified Bessel function of the first kind [54, 55].

• Ω remains the average power of the fading.

• n is the diffuse parameter and is related to the Rice factor by K = n2.

The Rice factor K is the ratio between the power of the LOS component and all the

NLOS ones [2]. When there is no LOS component, i.e K → 0 (n → 0), the Rice

fading in (2.39) simplifies to the Rayleigh fading in (2.38).

2.3.2.3 Log-normal Fading

Since shadowing or large-scale fading is the mean of the fluctuations of the small-

scale fading, the random variable of concern is the mean of the received signal power.

Studies show that the shadowing follows a log-normal distribution [29, 43, 44, 56]. It
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is defined as ψ = 10 logE[α2] and follows the log-normal distribution given in (2.40).

P (ψ) =
1√
2πσψ

exp

(
−(ψ − µψ)2

2σ2
ψ

)
(2.40)

In this equation σψ and µψ are respectively the standard deviation and the mean

of the random variable ψ. The values of σψ and µψ can be determined empirically

depending on the type of the terrain.

2.3.3 Deterministic propagation models

Deterministic models also referred to as site-specific propagation models are based

on the fundamental laws governing electromagnetic signal propagation, namely the

Maxwell equations [3, 30]. These models simulate the interactions between the electric

and magnetic fields of the signal with their environment throughout their journey

from the transmitter to the receiver. The simulation aids in computing the received

signal strength at the mobile receiver by incorporating detailed information about

the propagation environment.

These models leverage fine-grained data, including a 3D map of the environment

containing obstructions to estimate the signal attenuation caused by these objects.

Deterministic models meticulously account for the effects of these objects to estimate

the attenuation of the signal during its propagation. The effect of buildings, streets,

relief, and trees surrounding the mobile receiver is considered by these models when

computing the path loss. Furthermore, as objects in the propagation environment

can cause both small-scale and large-scale fading, deterministic models can accurately

represent these phenomena, enabling precise estimation of the attenuation caused by

objects in the propagation path.

Unlike empirical models that provide generic path loss formulas applicable to all en-

vironments, deterministic models tailor their calculations based on local information

surrounding the mobile receiver to compute the path loss. Now, two mobile users
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located at the same distance of an antenna are less likely to have the same signal

power estimations if they are not surrounded by the same exact obstructions.

Due to their consideration of the effects of all the obstacles in the propagation

environment, deterministic models are the most accurate propagation models that

exist [29, 30]. The path loss and consequently the received signal power estimated by

deterministic models are extremely accurate as they reflect the reality of the mobile

receiver. Moreover, deterministic models are applicable to all types of terrains and

to all mobile communication technologies.

Nevertheless, this accuracy is at the cost of high computational complexity due to

the fine-grained details of the environment considered. These details involve a lot of

computation to accurately determine the interaction of the signal with the objects

surrounding them. This complexity of deterministic models leads to a high execution

time and a high memory consumption. Furthermore, due to their complexity, it is

often challenging if not impossible to use these models in some complex scenarios and

use cases.

In the upcoming sections, we present the most used deterministic models nowa-

days, namely the Finite Difference Time Domain and Ray Tracing. The former is

an analytical solution to Maxwell’s equations and the second is an optical ray-based

method.

2.3.3.1 Finite Discrete Time Domain

As highlighted in Section 2.1, Maxwell’s equations establish the relationship between

the electric and magnetic fields. Determining the values of these fields at a specific

time and location facilitates the computation of the power density of waves using the

magnitude of the Poynting vector as defined in (2.10). However, solving Maxwell’s

equations is a challenging task due to their complex nature, represented as spatial

and temporal partial differential equations in their expanded forms, with no exact

solution existing in the literature [57–60].
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The FDTD model introduced by Kane Yee in 1966 [61, 62], provides a determinis-

tic approach to numerically solve Maxwell’s equations in both spatial and temporal

domains. It leverages the precision of these equations by approximating the set of dif-

ferential equations using finite difference methods. The fundamental concept behind

FDTD involves discretizing both the time and the space domains, enabling the com-

putation of electric and magnetic fields at specific time-space pairs. Finite differences

are applied to approximate Maxwell’s equations in these discretized points. Once the

fields are determined, the power density at these points is computed by evaluating the

magnitude of the Poynting vector. This approach enhances the accuracy of FDTD,

as it considers the local properties of the environment under study. Notably, for each

discretized point, the characteristics of the materials, including the permittivity ϵ,

the permeability µ, and the conductivity σ, are taken into account during the field

computation.

FDTD employs the final difference or central difference technique to approximate

derivatives of fields, enabling the numerical resolution of the differential Maxwell’s

equations. This approach is derived based on the Taylor series and is defined as

follows.

Consider a function f(x± ∆x
2
) that is C∞ at a given point x, i.e. f has continuous

derivatives of all orders at x. The Taylor series of f is expressed as:

f

(
x± ∆x

2

)
= f(x)± f ′(x)

1!

(
∆x

2

)1

+
f (2)(x)

2!

(
∆x

2

)2

± f (3)(x)

3!

(
∆x

2

)3

+ · · ·

⇔
f
(
x+ ∆x

2

)
− f

(
x− ∆x

2

)
∆x

= f ′(x) +
f (3)(x)

3!

(∆x)2

23
+ · · ·

Based on this, the second-order central difference approximation of the derivative of

f is expressed in (2.41) as:

f ′(x) =
∂f

∂x
=
f
(
x+ ∆x

2

)
− f

(
x− ∆x

2

)
∆x

+O(∆x)2 ≈
f
(
x+ ∆x

2

)
− f

(
x− ∆x

2

)
∆x

(2.41)

To estimate the received signal power at any given location within the area of in-
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Figure 2.11: 3D Yee Grid. This Figure is taken from [2].

terest, FDTD discretizes the propagation environment using 3D grids or cubes. This

discretization involves placing consecutive virtual cubes in the environment, collec-

tively forming the Yee grid. Figure 2.11 illustrates an example of this grid, and its

construction is outlined as follows.

For the initial cube:

• Electric fields are positioned at all the edges of the cube, resulting in 12 electric

fields, corresponding to the 12 edges of the cube.

• Magnetic fields are positioned at the midpoints of the cube’s face, resulting in 6

magnetic fields, corresponding to the 6 faces of the cube.

Subsequent cubes are connected to the preceding one in a way that at common

surfaces:

• The edges of the previous grid become the midpoints of the current grid’s faces.

• The midpoints of the previous grid become the edges of the current grid.

This technique is applied so on and so forth until the entire space is covered with
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(a) Magnetic field computation (b) Electric field computation

Figure 2.12: Zoom on Yee grids to compute the electric and magnetic fields. This Figure is taken
from [3].

cubes of the same size, determined by ∆x, ∆y and ∆z. To ensure stability, the

cube size must be a fraction of the wavelength. Consequently, as the frequency

increases, the number of cubes used also increases. Additionally, since FDTD staggers

the fields in both space and time, the time step ∆t must adhere to the condition:

∆t <

√
(∆x)2+(∆y)2+(∆z)2

Cmax
, where Cmax represents the maximum velocity of the different

mediums in the propagation environment.

After obtaining the Yee-grid for a given propagation environment, the subsequent

step involves approximating the different fields on each cube using the central differ-

ence method in (2.41). To perform these approximations, each field is identified by

its coordinates in both 3D space and time. The following notation is used for field

identification, where X is either x, y, or z.

HX(x, y, z, t) = HX(i∆x, j∆y, k∆z, n∆t) = Hn
Xi,j,k

= Hn
X [i, j, k]

EX(x, y, z, t) = EX(i∆x, j∆y, k∆z, n∆t) = En
Xi,j,k

= En
X [i, j, k]

Figure 2.12 provides a zoom on one of these cubes to aid in approximating the

field values. Figure 2.12a assists in computing the magnetic fields. For example,
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the x-component of the Maxwell-Faraday equation given in (2.4) is approximated as

follows.

µ

(
Hn+1
x [i, j + 1

2
, k + 1

2
]−Hn

x [i, j +
1
2
, k + 1

2
]

∆t

)
=

En+ 1
2

y [i, j + 1
2
, k + 1]− En+ 1

2
y [i, j + 1

2
, k]

∆z

−
En+ 1

2
z [i, j + 1, k + 1

2
]− En+ 1

2
y [i, j, k + 1

2
]

∆y


This equation is further used to derive the expression of Hn+1

x [i, j + 1
2
, k + 1

2
]. The y

and z components are derived in the same manner. This operation is repeated for all

the magnetic fields on the cubes.

Similarly, the electric fields’ values are approximated using Maxwell-Ampere’s equa-

tion in (2.3). Figure 2.12b helps in approximating the x-component of the electric

field, which, for the provided example, is given below.

ϵ

En+ 1
2

x [i+ 1
2
, j, k]− En− 1

2
x [i+ 1

2
, j, k]

∆t

 =

(
Hn
z [i+

1
2
, j + 1

2
, k]−Hn

z [i+
1
2
, j − 1

2
, k]

∆y

)
−

(
Hn
y [i+

1
2
, j, k + 1

2
]−Hn

y [i+
1
2
, j, k − 1

2
]

∆z

)
− Jnx [1 +

1

2
, j, k]

This equation is also used to compute the value of E
n+ 1

2
x [i + 1

2
, j, k]. All the other

electric fields and their components are computed in the same fashion.

It is important to note that, at a given time step, the value of the magnetic field at

a given position depends on its value at the previous time step and its neighboring

electric fields. Similarly, at a given time step, the value of the electric field at a given

position depends on its value at the previous time step and its magnetic fields.

Once the approximations for all the fields are completed, the FDTD algorithm is

run. The values of the electric fields and magnetic fields are computed until a steady

state is reached for all spatial components of the fields. After this convergence, the

power density corresponding to each position is computed using the magnitude of
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Algorithm 1 3D FDTD algorithm

INPUT:

• MaxTimeStep: The maximum number of time steps to reach the steady state

• N: Number of discretized points

• H: A table of size N × 3 containing the magnetic fields at each position

• E: A table of size N × 3 containing the electric fields at each position

• H0: Value of the magnetic field at position (0, 0, 0)

• E0: Value of the electric field at position (0, 0, 0)

INITIALIZATION:

• H[0] ← H0

• E[0] ← E0

• For i = 1 to N:

– H[i]← [0, 0, 0]

– E[i]← [0, 0, 0]

BEGIN:

1: while i < MaxTimeStep do
2: for j = 0 to N do
3: H[j]← Update equation of H[j]
4: E[j]← Update equation of E[j]
5: end for
6: i← i+ 1
7: end while
8: for j = 0 to N do
9: Power[j]← E[j] ·H[j]

10: end for

END

the Poynting vector. The FDTD algorithm to compute the power density for all the

discretized points is given in Algorithm 1.

As a second-order approximation of Maxwell’s equations, FDTD stands out as a

highly accurate method for estimating the received signal power at any given loca-

tion within a propagation environment. It comprehensively considers the material

characteristics within the propagation area, naturally incorporating the effects of all

obstacles.

However, its iterative nature makes parallelization challenging, resulting in a high
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computational load. Additionally, the discretization scheme employed by FDTD de-

mands a high amount of memory, particularly in large environments. This demand is

accentuated in high-frequency scenarios, where smaller cube sizes lead to an increased

number of discretization points, resulting in high resource consumption and higher

execution times.

2.3.3.2 Ray Tracing

At high frequencies, Maxwell’s equations, which govern electromagnetic waves, ap-

proximate the Eikonal equation [30, 63] given in Equation (2.42), where S represents

the Eikonal function and n =
√
ϵrµr denotes the refractive index of the medium.

|∇S|2 = n2 (2.42)

The Eikonal equation shown above serves as the foundational principle describing

the trajectory of light rays as they traverse a medium [39]. This elucidates the duality

that exists between electromagnetism and geometrical optics. This duality states that,

at high frequencies, waves exhibit the same behaviors as light rays and vice-versa, i.e.

all the physical properties applied to light rays hold true for electromagnetic waves.

It is from this intrinsic duality that the Ray Tracing propagation model has emerged.

RT is a deterministic propagation modeling approach that simulates the behavior of

radio waves from the transmitter to the receiver using light rays. As the fundamental

units of RT, rays share the same physical properties as light rays, as summarized

below.

• They adhere to Fermat’s principle of least time: In homogeneous mediums, rays

propagate in straight lines.

• They follow the Snell’s laws of reflection and refraction. First, when an incident

ray meets a boundary between two mediums, the incident ray, the reflected ray,

and the normal to the surface lie within the same plane, known as the incident
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Figure 2.13: Illustration of the laws of reflection and refraction

plane.

Additionally, the angle of incidence θi is equal to the angle of reflection θr as

shown in Equation (2.43) and depicted in Figure 2.13.

θi = θr (2.43)

This law also determines the direction of propagation of the reflected ray R when-

ever it hits the boundary separating two mediums as a function of the incident

ray’s direction V and the normal to the surface N as shown in Equation (2.44),

where · is the scalar product.

R = V − 2(V ·N) ·N (2.44)

The second Snell’s law links the angle of incidence to the angle of refraction θt

as shown in Equation 2.45, where ni and nt are the refractive indices of the two

mediums respectively.

ni sin θi = nt sin θt (2.45)

• Rays also obey to the law of diffraction when encountering a boundary between

two mediums.
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(a) A ray cone (b) A ray cube

Figure 2.14: Illustration of a ray cone and a ray tube

• A ray carries energy contained within a cone or tube surrounding the central ray

as illustrated in Figure 2.14.

In order to estimate the received signal power at a given location, RT considers all the

3D information about the topography and the buildings. Since rays propagate in the

same fashion as light rays, the interaction of each individual ray with the environment

is tracked. This includes the buildings hit by the rays, the impact of the topography

and the attenuation brought by them. These rays are tracked until their reception

by the receiving antenna. The final power received by the receiving antenna accounts

for all the mechanisms that rays undergo during radio propagation, as it is the sum

of the energies carried by all its received rays.

Taking into account these fine-grained details of the propagation environment and

their effect on waves, RT stands out as a very accurate propagation model. They

are able to accurately estimate the received signal power in any kind of propagation

environment settings. Therefore, RT is the most used deterministic model over FDTD

and other methods. Since it provides the most accurate environment modeling and

offers the possibility to compute the received signal power at a given position without

the need to iterate over all the environment of propagation. Furthermore, RT is less

complex than FDTD, since the latter is iterative and challenging to be parallelized

and its convergence time may be exponential in complex scenarios such as when

dealing with mmWaves.
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Figure 2.15: Ray path finding using the image method

There exists two types of RT models depending on how rays are launched and how

the ray/object interaction is performed: the Image method and the Shooting and

Bouncing Ray Tracing method.

The image method aims at constructing the exact path followed by rays between

the transmitter Tx and the receiver Rx. It is based on a recursive construction of

the transmitter’s image while considering all the obstacles present in the environment

as potential reflectors. Starting from the receiver, the images of all the objects are

traced regarding Tx and rays with correct path between Rx and Tx regarding the

objects are considered as valid rays. The other rays not leading to Tx are discarded.

The process used by the image method to construct the exact path is outlined below

and illustrated in Figure 2.15 that shows only the correct path that leads to the exact

path towards the receiver.

1. Locate the image or the symmetry Tx1 of the transmitter Tx regarding all the

obstacles’ facets.
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2. Locate the image or the symmetry Tx2 of Tx1 regarding all the other obstacles’

facets.

3. Recursively continue this process for all these images until a correct path towards

the receiver Rx is found.

4. Identify all the obstacles and images in the correct path.

5. Starting from Rx, trace a straight line between Rx and the last image found

(Tx3 in the Figure) and locate the intersection point with the obstacle (R3 in

the Figure).

6. From the intersection point, trace a straight line towards the next image.

7. Recursively continue this process until the first reflection point (R1 in the image).

8. Finally, trace a line, between the first reflection point R1 and the transmitter Tx.

From Figure 2.15, the obtained reflection sequence is: Tx−R1−R2−R3−Rx.

9. Redo the steps 4-8 for all the correct paths found.

As shown Figure 2.15, the image method is very precise, since the exact path between

Tx and Rx is constructed, hence being able to estimate with high precision the signal

power received by Rx.

Nevertheless, this method has a complexity of O(NK) [64] with N and K being

respectively the number of buildings’ facets and the maximum number of reflections

allowed. In dense areas, containing a lot of complex buildings and where a large

number of reflections is required, the computation time of this method explodes,

making it not suitable for those scenarios.

In contrast, the SBR approach [64] is a brute force method that launches rays in

all possible directions from Tx in order to reach the receiver. All these rays are then

tracked throughout the wireless medium until their reception by the receiving antenna.

The SBR method is composed of three main processes: (i) the ray generation, (ii)

the Ray Object Intersection test and (iii) the reception test.
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Figure 2.16: Illustration of SBR

Ray generation consists of generating a finite set of rays around Tx in order to fully

cover its 3D radiation pattern. Once rays are generated, they are launched in the

area, geometrically tracked, and their intersections with buildings are tested. When

a ray hits a building’s wall, reflection and refraction occur. Diffraction occurs when

a building’s edge is hit. Using the laws of geometrical optics and uniform theory of

diffraction, the reflected, refracted, and diffracted rays are traced, and the process

continues until the maximum number of reflections and diffraction is reached. On the

receiver side, a reception test is carried out in order to determine rays that are being

received by the receiving antenna and that must be accounted for in the calculation

of the received power. Before performing this reception test, rays that are below

a certain signal strength threshold, the ones that reach the maximum number of

reflections and/or diffraction, and the ones that go out of the area of interest are

discarded. The reception test is performed only with the rest.

Figure 2.16 depicts an example of SBR. From this Figure, rays are launched in

all directions, they are tracked until they are near Rx. We can see from it that the

SBR method is relatively less accurate than the image method since the exact path

between Tx and Rx is not taken, but rather an acceptable approximation of it as

opposed to Figure 2.15 where the exact path is taken in the image method.

On the positive side, it has far less complexity than the image method and offers
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the best accuracy/complexity tradeoff. It is also applicable to any type of terrain

without an exponential growth of its complexity. Indeed, its complexity is in the

order of O(NK) [64], with N being the number of rays launched from Tx and K

is the number of reflections, hence being independent of the number of buildings,

making it a good candidate to apply in complex scenarios. This is why the focus of

this thesis is on SBR, due to its less complexity as opposed to the image method.

2.4 State-of-the-art on SBR

SBR is the most cost-effective RT model as it offers the best accuracy/complexity

tradeoff and is applicable to complex scenarios with only a linear complexity as op-

posed to the image method. Still, due to the inherent complexity of RT itself, the

SBR method has high computational load. This load is due to the overhead incurred

by the processes involved in SBR. All these processes include complex computations

that lead to a high execution time and a high memory consumption, making them

challenging if not impossible to be used in certain scenarios.

Due to this complexity, different researches were carried out throughout the years

to accelerate SBR and make it usable with less computational load. Since SBR’s

complexity comes from its processes, each of these acceleration techniques tackles

a specific issue in a given SBR process. In the upcoming sections, we present the

complexities of the ray generation, and the Ray Object Intersection test processes

as well as the state-of-the-art works to optimize them. These two processes are the

most complex ones when performing the point-to-point power estimation with SBR.

Furthermore, we present the state-of-the-art work on the use of SBR for generating RF

maps showing the signal power level anywhere in a given propagation environment.

2.4.1 Ray Generation

To generate rays from an antenna and ensure that rays fully cover its 3D radiation

pattern, the icosahedron technique is the most commonly used technique in the lit-
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erature. An icosahedron is a polyhedron with 20 faces and 12 vertices as shown in

Figure 2.17. The icosahedron technique consists in subdividing all the 20 faces of an

icosahedron into multiple uniform equilateral triangles. The vertices of the obtained

triangles are then projected on a unit sphere centered at the antenna’s position. These

vertices are then used afterwards to launch rays uniformly on the sphere in order to

fully cover the isotropic pattern of the antenna. This method is widely used since it

helps to fully cover an area of interest without any blank zone, i.e. without any area

being missed on the sphere when rays are generated.

Figure 2.17: Example of a regular icosahedron. This Figure is taken from [4].

Nevertheless, it has the disadvantage of being a brute-force method since it launches

rays in all possible directions without any prior knowledge of the environment of

propagation. Indeed, launching rays in all possible directions may lead to a large

number of rays that will a priori never reach the targeted receiver. Furthermore, since

this technique has no prior knowledge about the environment, a receiver located 10

meters away from the antenna and the other one located 10000 meters from it, will

have the same number of rays launched when estimating their received signals’ power.

Yet in reality, to estimate the received signal power for a given receiver, less rays are

necessary for a receiver located near the antenna and more are necessary for a far

located one.

When this happens, the unnecessary rays launched for the receiver located near the

antenna will go through all subsequent SBR processes. For instance, they are tested
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with all the buildings in the propagation environment to determine whether they hit

each of them. This leads to a high unnecessary computational load specifically in

dense areas composed of a large number of buildings. Additionally, at each reflection,

a reception test is performed to test whether these rays have been received or not

by the targeted receiver. Here, a large matrix computation is performed leading to

a high memory consumption and the inability in some cases for SBR to estimate the

received signal power due to memory limitations.

The effects of these unnecessary rays launched using the icosahedron technique are

even worse in large-scale scenarios involving multiple antennas. In these scenarios, the

number of unnecessary rays is multiplied by the number of antennas, hence leading

to serious overhead in the SBR execution time and potential memory limitations that

prevent the estimation of the received signal power by a given receiver.

Furthermore, the icosahedron technique has a high computational load. Indeed, the

algorithm beneath ray generation is quite complex leading to high execution time,

specifically in scenarios with large number of rays.

To overcome this complexity, different approaches are used in the literature. First,

Matlab in their SBR implementation computes offline the direction and the maximum

angular separation of each of the vertices of the geodesic structure obtained from the

icosahedron. Three fixed triangle subdivision numbers, called tessellation frequencies,

are chosen. These three tessellation frequencies are used to compute the vertices’

coordinates and their maximum angular separation offline, and these values are then

simply loaded in the memory [65] whenever SBR is used in Matlab. Nevertheless,

this approach lacks flexibility because the number of rays launched is limited to those

three choices making it impossible for Matlab users to adapt the number of rays to be

launched depending on the scenario they have. Moreover, as it is using the icosahedron

technique, many rays can be useless since rays are launched in all possible directions

and go through bunch of unnecessary computations.

Further, the authors in [32] propose the use of a technique based on the Fibonacci
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golden spiral [66]. This technique was proposed to overcome the lack of flexibility

of the icosahedron technique. Indeed, with the icosahedron technique, it is not pos-

sible to choose a given number of rays to generate in a given scenario. Rather, the

tessellation frequency decides of the number of rays to be generated. In the golden

spiral approach, the authors were able to evenly generate points on a sphere in order

to launch rays passing by them. This technique has the advantage of being flexible,

i.e., one can generate any desired number of rays. However, the technique gives no

clue about the suitable number of rays to launch in a given environment. Hence

one must try different number of rays depending on each scenario before finding the

best setting. On the other hand, this golden spiral approach is as brute force as the

icosahedron technique with no prior knowledge of the environment of interest when

generating rays. As shown earlier, this often leads to SBR inability to estimate the

received signal power in some scenarios.

It is to account for the complexity, the lack of flexibility and the brute-force nature of

the icosahedron technique, that we propose in this thesis a site-specific ray generation

technique presented in Chapter 3. Our technique outperforms existing solutions to

the icosahedron technique issue, because on the first hand it solves the complexity

of the icosahedron technique by its ability to generate a large number of rays in a

reasonable time using an iterative and adaptive process. On the other hand, our

method is site specific, i.e., depending on the coordinates of the antenna and the

radius of the area of interest, it only generates necessary rays that can be potentially

received by the end mobile receiver. For instance, our method will generate less rays

for computing the signal power for a receiver located just near the antenna and will

generate more for another one that is far away. In the same manner, it generates more

rays for a propagation environment of 5000 meters radius and less for a propagation

environment of 500 meters.

Furthermore, for a given scenario, our method produces a range of the number of

rays that can be launched. We proved that within this range, one can choose any

number of rays at almost no loss in terms of accuracy. Hence, one can choose to
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launch the minimum possible number of rays in a given propagation scenario while

maintaining the accuracy of the signal power estimation. The latter has the advantage

that, with smaller number of rays, less intersection tests with the buildings are needed

as well as a smaller number of reception tests, hence reducing the high computational

load of SBR.

2.4.2 Ray Object Intersection Test

The other process of particular interest in SBR is the ROI test. Indeed, when rays

are generated from transmitting antennas, they are launched in the propagation en-

vironment and a simulation of their interactions with the objects present in the envi-

ronment is performed. This simulation typically involves testing for each individual

ray whether they hit the objects or not. Whenever a ray hits an object, the corre-

sponding propagation mechanism is applied according to Figure 2.5 and the deviated

ray is tracked until its reception by the receiver or until the energy it carries is below

a certain defined threshold.

A naive ROI test algorithm checks for each pair of ray and building whether there

is an intersection or not. This intersection test is systematically performed regardless

of the direction of the ray and the position of the object. If N objects’ facets are

present in the environment and M rays are launched, (N ·M)K intersection tests are

performed [33], with K being the the maximum number of reflections. In complex

environments including a large number of buildings and large number of generated

rays and where many reflections and/or diffraction are required, this process becomes

out of hand and may account for more than 90% of the SBR overall complexity [33, 34].

Fortunately, different researches introduced optimizations to this naive ROI algo-

rithm. Current SBR implementations include those optimizations that help to reduce

the computational complexity of the algorithm. These techniques are mostly space

division techniques that intelligently divide the space in order to perform targeted

intersections. This helps to reduce the number of tests performed as they prevent the
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systematic test between all the rays and all the buildings. In a nutshell, they come

up with techniques that help to reduce the (N ·M)K complexity of the ROI test.

Figure 2.18: Uniform space division

One of these techniques is called the uniform division technique [67]. It is a pre-

processing technique that divides the space into small cells. The space is divided into

cells of the same size and each ray’s direction is tracked to determine in which cell

they lie in. This technique assumes that the edges of the cells are obstacles. Hence,

whenever a ray is in a cell, the intersection test is performed with all the four edges

that form the cell in order to determine the next cell the ray will enter in. The

directions of all the rays are iteratively tracked in this fashion until the maximum

number of reflections and/or diffraction is reached or until rays are received as shown

in Figure 2.18.

This technique helps to reduce the number of candidate tests and therefore the com-

putational complexity of the ROI test. It is particularly efficient when the obstacles

coincide with the edges of the cells [30, 67]. Nevertheless, this criterion is hard to meet

in real life scenarios, since the objects in a given environment may have completely

different shapes, i.e. we can have as many shapes as objects in the environment.

Furthermore, it is quite challenging if not impossible to find a cell’s dimension that

can enclose all the obstacles in such a way to meet this criterion. This is why the
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performance of the uniform division degrades when this criterion is not met, making

it not suitable for accurate SBR.

Figure 2.19: AZB space division

To overcome this lack of accuracy of the uniform division when not applied on the

right scenario, the Angular Z-Buffer [33] approach was introduced. As the uniform

division approach, AZB employs a smart division of the space in order to reduce the

number of tests performed. As shown in Figure 2.19, the space is divided into angular

regions according to the transmitting antenna if in LOS or the images of the antenna

if in NLOS and the facets belonging to each region are stored. The idea beneath AZB

is that whenever a ray is launched in a region, the intersection tests are performed

only with the facets present in that region. To continue tracking the ray’s behavior,

the algorithm continues to execute in a recursive fashion until the maximum number

of reflections and/or diffraction is reached.

This approach helps to drastically reduce the number of intersection tests performed

without any loss in terms of accuracy. Due to this, it has become a widely used

technique and has been improved throughout the years for better division of the
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(a) Bounding volumes (b) Tree structure of the volumes

Figure 2.20: BVH tree construction

space [68, 69]. Furthermore, this technique is source dependent, i.e. for all the

transmitting antennas present in the environment, a regional subdivision is performed.

In complex scenarios, where multiple antennas exist, this approach can easily become

cumbersome and may incur overhead in the SBR process.

To overcome this antenna-dependency of the AZB algorithm, another acceleration

technique based on a method used in computer graphics called Bounding Volume

Hierarchy was introduced. BVH introduces another space division scheme based on

bounding volumes. Objects present in the environment are wrapped in bounding

volumes in a recursive fashion as in Figure 2.20a showing an example of bounding

volumes of the environment shown in Figure 2.19. After the bounding volumes are

constructed, a tree of these volumes is derived with individual objects being the leaves

of the tree as in Figure 2.20b: with this setting, the intersection test is performed

only between rays and the bounding volumes. Whenever a ray intersects a bounding

volume, a recursive intersection test is performed with the children of the bounding

volume until the corresponding intersected object is found. The intersection tests

are not performed with the other bounding volumes, hence drastically reducing the

intersection tests.

It has been proven that with BVH, the complexity of the intersection test is in the

order of the logarithm of the objects present in the environment [70]. Furthermore,

BVH has the advantage of being source-independent, i.e. the tree structure is built
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only once and is the same for all the antennas. Hence avoiding the occurrence of

extra overhead due to the large number of antennas present in the environment of

propagation.

Additionally, since the same operation is performed on all the rays, BVH also

benefits from the Single Instruction Multiple Data paradigm. The latter allows the

intersection tests to be parallelized on the different processing units present in the

computer used. SIMD is present on most recent CPUs and its combination with the

efficiency of BVH helps to perform faster intersection tests. For this reason, most of

the current implementations of RT use BVH to perform their intersection tests.

2.4.3 Reception Test and Power computation

As said earlier, in SBR multiple rays are launched from the transmitting antenna

towards the mobile receiver, and these rays go through different mechanisms before

their reception. Since the exact path is not traced between the mobile receiver and

the transmitting antenna, a reception test needs to be performed between all the rays

and the receiver in order to determine which ones are being received.

Due to the fact that in reality rays launched from an antenna are cone-shaped with

a circular cross-Section as shown in Figure 2.14a, this reception test simply consists

in checking whether the mobile receiver or the reception point is inside the ray’s cone

or not. Since the ray is propagating, this consists in checking if the radius of the

ray is less than the minimum distance between the reception point and the ray as

illustrated in Figure 2.21.

This condition is mathematically modeled by considering the radius of the ray’s

cross-Section when it is at its minimum distance to the reception point. Afterwards,

the reception point is centered by this cross-Section called the reception sphere as

illustrated in Figure 2.22. In this mathematical modeling, the ray is said to be

received if it passes through this reception sphere.

Let P be the reception point on which the reception sphere is centered as shown
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Figure 2.21: A reception point inside a ray cone

Figure 2.22: Reception test process

in Figure 2.22. The ith ray is received by point P if the distance between P and its

orthogonal projection on the ray (H) is less than or equal to the radius Ri of the

ray at point H, i.e. if ∥HP∥ ≤ Ri. Point H, the orthogonal projection of point P

is found using (2.46), where u is the unit vector of the direction of the reflected ray

given by Equation (2.44).

AH = AP · u

H = AH · u+ A
(2.46)

This reception test helps to determine the rays that are being received by the

reception point. The sum of the energies carried by these rays determine the total
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power received by the reception point and is given by Equation 2.47.

Prx = PtxGrxGtx

∣∣∣∣ λ4π
M∑
m=1

Nm∏
n=1

Rmn

dm
ej

2π
λ
(dm−dlos)

∣∣∣∣2 (2.47)

In this equation:

• dlos is the LOS distance between the transmitter and the receiver.

• M is the number of rays received.

• Nm is the number of reflections of the mth ray.

• dm is the unfolded distance traveled by the mth ray.

• Rmn corresponds to the coefficient of reflection of themth ray on its nth reflection.

The coefficient of reflection of a ray when it hits a surface is given by the Fresnel coeffi-

cients and it depends on the polarization of the transmitting antenna, whether vertical

or horizontal. The vertical coefficient Rs which value is given in Equation (2.48), is

used when the incident field E is perpendicular to the plane of incidence. On the

other hand, the horizontal polarization Rp, which value is given in Equation (2.49),

is used when the electric field is parallel to the plane of incidence.

Rs =
ϵr cos θi −

√
ϵr − sin2 θi

ϵr cos θi +
√
ϵr − sin2 θi

(2.48)

Rp =
cos θi −

√
ϵr − sin2 θi

cos θi +
√
ϵr − sin2 θi

(2.49)

In this equation:

• ϵr is the relative permittivity of the material hit by the ray.

• θi is the angle of incidence of the ray on the surface. Its value is determined

by the dot product between the unit vectors of the incident ray u, and of the
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normal to the surface n as shown in Equation (2.50).

θi = arccos (−u · n) (2.50)

This expression of the received signal power in Equation (2.47) helps to derive

the SINR, which gives the ratio between the useful signal and the noise. The latter

is composed of the background noise N and of the interference coming from other

antennas emitting on the same frequency as the principal antenna. To compute the

SINR, one must compute the signal power coming from all antennas. The signal

power Si of the i
th antenna is computed using (2.47) based on the rays received from

this antenna. The maximum signal S = maxi{Si},∀i is considered as the signal

source and all the others acting on the same frequency are considered as sources of

interference. Thus, the interference I is determined by I = S−
∑

fi=f
Si, where fi and

f correspond respectively to the frequency of the ith antenna and the frequency of the

signal source. Based on these, the formula of the SINR is given in Equation (2.51).

SINR =
S

I +N
(2.51)

This value of the SINR is the one that is further used to compute the bitrate received

by the mobile receiver. It allows for instance to determine the downlink CQI that

is used to determine the corresponding bitrate depending on the technology of the

BS, whether 3G, 4G or 5G. This SINR value also serves to determine the maximum

capacity of a wireless link using the Shannon capacity formula in (2.52) as a function

of the channel bandwidth B in Hz.

C = B log2(1 + SINR) (2.52)

It is important to note that in the power computation formula in Equation (2.47),

we only considered the reflection as the only propagation mechanism attenuating the

signal. Indeed, reflection aligns with our objective of generating outdoor RF maps

at large-scale. Considering diffraction in this specific use case simply adds more
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complexity on a model that is already complex with only minor gains in terms of

accuracy [30, 65].

2.4.4 SBR for RF Map Generation

SBR is designed to compute the path loss between a transmitting antenna and a

receiving antenna. However, when it comes to generating RF maps, the issue stems

from the fact that SBR was not primarily designed for this purpose. All the pro-

cesses involved in the SBR algorithm as well as the acceleration techniques were not

designed for RF mapping purposes. Still, to make SBR usable for this need, many

researchers passed by the discretization of the space. This consists in discretizing

the propagation environment using a limited number of reception points, as outlined

in previous studies [26–28]. These reception points are distributed throughout the

area according to some statistical distribution to ensure comprehensive coverage. All

the aforementioned SBR processes are run over these reception points and the signal

power associated with each receiver is calculated. The powers of these points serve as

basis to generate the resulting map either discretely or by performing spatial interpo-

lation to create a continuous map. This approach is used for example in [26] and [27]

to generate a multi-cell coverage map in the case of mmWave frequency band and

small-cell networks. Following the same idea, Matlab’s RT toolkit performs a uniform

sampling of the area with a certain resolution step between the reception points [65].

Although intuitive, this approach has several drawbacks. First, the map produced

is not always precise as the precision is related to the number of reception points

considered. To the best of our knowledge, no work exists about the appropriate

distribution of reception points that gives the best precision over the entire map.

Second, depending on the number of reception points, some rays may simply not be

considered. Indeed, only rays that are received by the chosen reception points are

accounted for. This can lead to a serious accuracy problem when areas are considered

not to receive rays while in reality the issue comes from the fact that certain reception

67



2.4 State-of-the-art on SBR Background and state-of-the-art

points were not taken into account in those areas.

In this approach, one must be careful about the number of reception points. Indeed,

insufficient density can result in imprecise maps, as it fails to capture the interference

between received rays. Conversely, sampling at high rates comes with an inherent

complexity caused by the reception test process, which is needed to determine if rays

have been received or not by the reception points. As opposed to a point-to-point

scenario, where this reception test consists of a low complex matrix computation; for

RF mapping purposes, this process is subject to high computational load. Indeed, for

each pair of ray and reception point, one must check whether the ray is received or not.

In scenarios requiring high precision as in [23] and [24], large matrix computations

need to be performed in order to determine which rays have been received by which

reception points. Moreover, in large-scale scenarios, namely at city-level, millions of

rays are launched and thousands or even millions of reception points are considered

depending on the level of precision sought. Along with the large number of reflections

that may be needed in some scenarios, the reception test can quickly get out of control.

Due to this complexity, this current SBR implementation is unable to produce precise

RF map in complex scenarios.

To the best of our knowledge, none of the existing RT techniques are designed for

RF mapping purposes and/or are not sufficiently optimized to meet the requirements

of RF map generation. To mitigate this, we propose in this thesis two different RF

mapping schemes.

On one hand, we propose a new reception test algorithm solely designed to accel-

erate the generation of RF maps in areas with minimal terrain variations. Instead

of discretizing the propagation environment to produce the RF map, our idea was to

merely capture the footprint of rays on a given plane rather than performing the re-

ception tests on a set of reception points. By doing so, we removed the discretization

and the reception test processes which account for most of the overhead in SBR when

generating RF maps. Therefore, we were able to divide by almost 1200 the execution

time of SBR with less than 2% of memory usage as compared to baseline solutions.
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On the other hand, we propose a new RF map rendering technique which in fact

generalizes our reception test approach by accounting for the variations in the to-

pography of the propagation environment. Our fast RF mapping solution is fully

designed to generate RF maps at large-scale. The acceleration technique leveraged

in our solution as well as the cartography solution that we propose are both tuned

to meet the requirements of generating RF maps at large-scale while considering the

3D topography of the terrains and the information on the buildings. For this, we

speed up the ROI test by adapting a fully optimized RT engine called Embree [37]

developed by Intel. As shown later, Embree’s complexity is only ray-dependent, i.e.,

the cost of the ROI test remains almost the same while changing the number of trian-

gles (aka the resolution of the map). This property helps us to generate high quality

RF maps with a large number of triangles without increasing the complexity of the

ROI process. Moreover, we leverage the geometrical properties of the triangular mesh

used during the ROI test to propose a new reception test scheme that is suited to

RF map generation and does not require the consideration of reception points. Our

scheme consists in directly performing a spatial intersection between the triangles and

the circular cross-sections of the rays, instead of going through the complex matrix

computations in the current reception test approach. Thanks to these underlying RT

processes being introduced, we are able to move directly from the triangular mesh

of the terrain to the RF map production after proposing signal power estimators

for triangles and coloring them accordingly. This forms an optimized pipeline fully

designed for RF mapping purposes and capable to reach the goal of RF map genera-

tion at large-scale, regardless of the type of the terrain. Our simulation results show

that this optimized pipeline can divide by a factor of 50 the RF map rendering time

while limiting the difference in bitrate estimation to less than 1Mbps on average as

compared to existing approaches.
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2.5 Summary

In their journey from the transmitting antenna to the mobile receiver, RF signals

go through different propagation mechanisms that attenuate the energies they carry.

This attenuation is mostly due to the obstacles present in the wireless medium. These

obstacles usually modify the trajectory of the signals and divide them into multiple

other signals. This phenomenon known as multipath propagation creates different

fluctuations in the signal amplitude and phase known as small-scale and large-scale

fading, depending on whether this fluctuation is rapid or smooth over time.

At the reception by the mobile device, different other interference coming from

surrounding antennas and the components of the device itself add noise to the signal,

giving rise to the so-called SINR, that gauges the amount of useful signal over the

noise and therefore determines the download bitrate received by the mobile device at

a certain point in time.

All these phenomena make it hard to model the wireless medium and to estimate

the attenuation undergone by the signal due to the objects present in the propagation

environment. This issue led to the emergence of propagation models, which are set

of equations and algorithms designed to estimate this attenuation referred to as path

loss. Depending on the factors considered during this path loss estimation, three

different propagation models exist. The empirical model is based on measurements

performed in a city, the stochastic one models the random nature of the medium and

the deterministic model considers thorough details about the objects to estimate this

path loss. All these three modeling approaches have their pros and cons and each of

them is useful depending on the use case at hand. Table 2.1 is the summary of the

differences between these modeling approaches as well as their complexity and the

accuracy they offer.

Since the goal of this thesis is to accurately estimate the received signal power in

any given geographical location, we focus on SBR which is a type of deterministic

model offering the best accuracy/complexity trade-off. Despite its efficiency over
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Which model to choose? Empirical model Deterministic model Stochastic model

Based on Measurements Maxwell’s equations PDF

Complexity Very easy to implement Algorithms are very complex Easy to implement

Accuracy Accurate, but depends on how well it is calibrated Very accurate Less accurate

Computation Less computational load Lot of computational load No computational load

Sensitivity to change Less sensitive to change in the propagation area Very sensitive to change in the propagation area Less sensitive to change in the propagation area

Carrier frequency Some models do not work for all carrier frequency Works for all frequency Works for all frequency

Need for data Data needed only for sake of calibration The 3D map of the environment is required Few information on the environment is enough

Type of terrain Some models do not work on all terrain profile Works on all type of terrain Works on all terrain profile

Table 2.1: Comparison between propagation models

other deterministic models, SBR is still computationally complex and was not pri-

marily designed for RF mapping purposes. This issue in the SBR design makes it

quite complex when applied to do such task, leading to its inability to generate RF

maps in some complex environments due to hardware limitations. To overcome this,

we propose a site-specific ray generation method that accounts for the environment

on the information before generating rays. This helps to reduce the number of rays

launched and hence to reduce the overhead generated by the subsequent SBR pro-

cesses. Furthermore, we propose RF mapping schemes fully designed and optimized

to produce RF maps at large-scale without significant loss in terms of accuracy. Addi-

tionally, since our focus in the upcoming chapters will be on SBR, we will be referring

to it simply as RT.

71





Chapter 3

Site-Specific Ray Generation

3.1 Introduction

Ray Tracing as a propagation model that is based on the light/wave duality [30] gives

very good accuracy when estimating the received signal power. Since it accounts

for all the interactions between the rays and the objects present in the environment,

hence considering all the attenuation caused by these objects. Nevertheless, due to

the consideration of these fine-grained information when estimating the path loss,

RT suffers from a high execution time. This slowness mainly comes from the high

computational load and high memory consumption of the processes involved in the

RT workflow. A process of particular interest in its workflow and of particular need

for estimating the path loss between a transmitting antenna and a receiving antenna

is the Ray Generation one, also known as Ray Launching.

Figure 3.1: Cross-sections of rays touching each other



3.1 Introduction Site-Specific Ray Generation

Ray Generation is a process that consists of generating rays in all directions in order

to fully cover a transmitting antenna’s 3D radiation pattern. Ideally, to achieve this

full coverage, an infinite number of rays must be generated, which is not practically

feasible. Rather, to approximate reality with a finite number of rays, generated rays

are modeled as tubes or cones centered by a line (the ray) as in Figure 2.14, with the

most used ones being ray cones. These ray cones are generated afterwards in such a

way to fully cover the radiation pattern of the transmitting antenna.

To avoid having zones in the antenna’s pattern not covered by the ray cones, the

radius of the cross-sections of these cones must be well chosen. This radius is a

function of the distance traveled by the rays and the angular separation of the ray

with its neighbors.

First, if these ray cones only touch each other as in Figure 3.1, this will lead to

small areas between them that are not covered by the rays. These gaps between the

rays if not handled continue to increase as rays propagate, leading to big areas not

covered by them. Hence, with these gaps the targeted receiver may appear as not

receiving rays or may miss some rays that it receives in reality, therefore leading to

inaccurate estimation of the received signal power.

The radius of rays’ cones in this case where their cross-sections touch each other is

derived from Figure 3.2. For a relatively small angular separation α between a ray

and its neighbors, such that sin(α) ≈ α, this radius R is given by Equation (3.1).

R =
αd

2
(3.1)

To avoid having these gaps in the propagation environment and obtain an accurate

estimation of the received power, the ray cones must slightly overlap, which passes

by increasing their radius R by a constant multiplicative factor. The minimum mul-

tiplicative factor that helps to fully cover the gaps is obtained as follows.

In order to have an overlap that covers the gap in Figure 3.1, the radius R of the rays

must be stretched up to the median of the equilateral triangle formed by the centers
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Figure 3.2: Calculation of the cone’s radius when rays touch each other

Figure 3.3: Construction of rays overlap to avoid blank zones

of the rays as shown in Figure 3.3. Therefore, the new radius of the rays that avoids

any gap is the distance between the center of the ray and the median of the equilateral

triangle. From the triangle highlighted in Figure 3.3, this new radius value Ri helps

to find the value of the constant multiplicative factor as given in Equation (3.2).

Ri =
2√
3
R⇔ Ri

R
=

2√
3

(3.2)

This constant multiplicative factor of 2/
√
3 helps to obtain the radius rays should

have in order to fully cover the area of interest without any gap. It is obtained

by replacing the radius R in Equation (3.1) by its value in the new Equation (3.2).
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Therefore, the radius Ri of the i
th ray’s cross-section after traveling the distance di

is given by (3.3) [64], with αi being the angular separation of the ith ray with its

neighbors.

Ri =
αidi√

3
(3.3)

Using this new radius enables a slight overlap between neighboring rays that allows

to obtain a full coverage of the area as shown in Figure 3.4. This full coverage has

the advantage that all the area of interest is fully covered by the rays and that the

receiver receives all the rays it is supposed to receive from the transmitting antenna.

This ensures the accuracy of the model, hence its compliance with reality.

Figure 3.4: Avoidance of gaps due to the choice of the right radius

Nevertheless, there is an issue that arises from this overlapping criterion in order

to ensure full coverage of the area. This is when at the reception, the receiver falls

within the overlapping area as depicted in Figure 3.5. When this happens, the receiver

is said to receive two rays while in reality only one ray is received, leading to an

overestimation of the received signal power as proved in the literature [71, 72]. This

issue is known as double counted error and is solved in the literature by considering the

energy carried only by one of the neighboring rays and not both. Therefore, when

computing the signal power received by a reception point using Equation (2.47),

one has to make sure that all double counted rays are removed in order to avoid

overestimating the received power. This simply consists in removing all the rays that

follow exactly the same paths before arriving to the reception point [71, 72].

Another issue with the ray generation process is the choice of the angular separation

αi between a ray and its neighbors. On a 2D plane, one can choose the same constant
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Figure 3.5: Illustration of double counted ray error

value α = αi,∀i to separate rays and still fully cover the area with no gaps [64].

Nevertheless, in 3D rays are generated in such a way to fully cover a unit sphere

around the antenna, supposing the latter is isotropic. At a given distance d from the

antenna, a sphere has two degrees of freedom namely the elevation θ and the azimuth

φ angles. These two angles must be appropriately chosen in order to avoid gaps.

Indeed, applying a constant angle for both the elevation and the azimuth in 3D leads

to inaccuracies and gaps in the propagation area [64] as shown in Figure 3.6. From

this Figure, the gaps do not stem from the rays having the same azimuths, but rather

from the fact that the same angular steps are chosen for both the elevation and the

azimuth. These gaps as shown in the Figure are more severe than in 2D scenarios,

since they lead to whole areas not covered at all by rays.

Figure 3.6: Gaps when using a constant angular separation for both azimuth and elevation angles
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This problem is solved in the literature by using the icosahedron technique, which

consists in subdividing the faces of a regular icosahedron into multiple uniform equi-

lateral triangles. This subdivision approximates the sphere by equilateral triangles

which vertices serve to launch rays. The icosahedron technique solves all the afore-

mentioned issues and helps to fully cover the area of interest without any gaps. How-

ever, the main drawback with this technique is its computational slowness due to the

complexity of the algorithm used to evenly generate rays. Furthermore, it has the

disadvantage of generating lot of overhead in the subsequent RT processes. Indeed,

it launches rays in all possible directions regardless of the position of the receiving

antenna [73]. Most of these rays will a priori never reach the receiver but will still

go through all the subsequent computations to determine whether or not they hit

buildings and whether they have been received by the mobile device. The number

of these wasted rays is related to the size of the area of interest, the larger it is, the

higher will be the number of wasted rays. Hence, although the icosahedron technique

solves the gap removal issue in RT, its high computational load makes it not the

right choice for generating rays mainly in complex scenarios where many antennas

are involved and where a lot of interactions with the obstacles exist.

To solve the gap removal issue without introducing further overhead in RT, we

propose a new ray generation technique that quickly and iteratively finds the optimal

number of required rays to cover the receiving area of interest. Our technique is

site-specific, i.e., for each scenario it gives the optimal number of rays that need to

be launched in order to fully cover the area without any blank zone. By minimizing

the number of rays that need to be launched, our method reduces the overhead

incurred by those rays that never reach the receiver. Moreover, by generating rays

in a flexible and iterative way, we were able to overcome the complexity and the

computational slowness of the icosahedron technique. By utilizing our technique,

we achieved the capability to launch up to 1 million rays within 5 seconds on a

laptop equipped with 16GB of memory and 7 processors running at 1.8GHz. As

a result, we effectively minimized the overhead associated with the ray generation
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process. Simulations were then performed with this new technique in different real-life

scenarios and a validation with respect to the state-of-the-art model implementing the

original icosahedron technique was carried out. After validating our model, we made

an extensive simulation study on the accuracy/complexity trade-off of RT depending

on whether we are in an urban, suburban, or rural area. This is meant to help

one choose the suitable number of rays to launch given a specific scenario while

having sufficient information about the complexity required to reach a sought level

of accuracy. Through all these simulations, we were able to observe that our solution

for ray generation was flexible, robust, and computationally fast at almost no cost

compared to standard RT. Therefore, through our work we provide a full pipeline that,

depending on the location of the antenna, the coverage area, the type of the terrain

and the computational resources available, gives the minimum possible number of rays

required to accurately estimate end-users’ signal power received and their download

bitrate.

The rest of this Chapter is organized as follows. In section 3.2, we deeply explain

the algorithm behind the icosahedron technique, from the construction of the geodesic

sphere to the ray launching process. In the same section, we explain the techniques

used in literature to overcome its complexity. section 3.3 contains the technical details

of our site-specific ray generation technique as well as how it can be implemented.

The validation of the technique as well as its performance evaluation are presented in

section 3.4. Our sensitivity analysis on how the accuracy of our model evolves with the

number of rays is presented in section 3.5. The accuracy/complexity tradeoff study

that helps one choose the number of rays to launch in a given scenario is detailed in

section 3.6. Finally, the summary of this Chapter is presented in section 3.7.

3.2 State-of-the-art on the Icosahedron technique

Performing SBR on an isotropic antenna requires launching an infinite number of rays

from the antenna in order to fully cover its spherical radiation pattern. Nevertheless,
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this is practically unfeasible, rather, a discretization of the antenna’s spherical pattern

is performed in order to launch a finite set of rays that adequately approximate the

sphere’s surface.

The approximation of sphere’s curvature has been extensively studied over the years

across various fields like architecture, engineering, and molecular biology. Originat-

ing from the Platonic Solids, named after the Greek philosopher Plato, this concept

involves regular and convex polyhedrons in 3D Euclidean space, where all faces are

identical, and the same number of faces meet at each vertex. The polyhedrons satis-

fying these conditions are in the number of 5:

• Tetrahedron: 4 faces and 4 vertices;

• Cube: 6 faces and 8 vertices;

• Octahedron: 8 faces and 6 vertices;

• Dodecahedron: 12 faces and 20 vertices;

• Icosahedron: 20 faces and 12 vertices.

All these polyhedrons can be circumscribed by spheres containing all their vertices

as shown in Figure 3.7. Through this circumscription process, the sphere is ap-

proximated by the polyhedron it contains. The icosahedron and dodecahedron best

approximate the sphere due to their higher number of vertices and faces. Notably,

they are duals of each other, implying that the faces and vertices of one are derived

from the vertices and faces of the other.

Despite this duality, the icosahedron is primarily chosen for approximating spherical

patterns due to its triangular facets. Triangles, being the smallest polygons, are

commonly used for geometric approximations. This preference makes the icosahedron

ideal for approximating the spherical pattern of an isotropic antenna.

Nevertheless, the 20 faces of the icosahedron remain a rough estimation of the

curvature of the sphere, since, with the latter, one cannot capture all part’] of a sphere.
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Figure 3.7: Platonic solids and their circumscribed spheres. From left to right: tetrahedron, octa-
hedron, cube, icosahedron and dodecahedron. This Figure is taken from [5].

To mitigate this, a fine-grained approximation of the sphere is performed. It consists

in subdividing the triangular facets of the icosahedron into multiple other equilateral

triangles. The rate of this subdivision is known as the tessellation frequency, and it

determines the quality of the approximation. The higher this frequency is, the better

the sphere is approximated. To obtain the geodesic structure that approximates the

sphere based on the icosahedron, the process below is followed.

1. Construct the icosahedron in Euclidean coordinates. The 12 vertices of the

icosahedron are located in the coordinates given in Equation (3.4), where ϕ =

(1+
√
5)/2 is the golden ratio. The resulting icosahedron is as the one presented

earlier in Figure 2.17.

(±ϕ,±1, 0), (±1, 0,±ϕ), (0,±ϕ,±1) (3.4)

2. Construct the circumscribed sphere to the icosahedron. This sphere must pass

through all the vertices of the icosahedron as the sphere in Figure 3.7.

3. Choose n, the tessellation frequency that determines how much the edges of the

icosahedron are subdivided.

4. For each face ABC of the icosahedron, choose one edge. Let AB be the chosen
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edge and C the vertex facing it.

5. Subdivide the segment AB into n segments of equal length. Let P0, P1, ..., Pn be

the chosen points after this subdivision, where P0 = A and Pn = B.

6. Trace the segment CPn = CB and trace all the segments parallel to CPn and

bounded by P1, ..., Pn−1 and the edge AC.

Figure 3.8: A tessellated triangle with n = 8

7. Repeat this operation for the edges: AC and AB and obtain a triangle as in

Figure 3.8 showing an example of a tessellated equilateral triangle.

8. Repeat steps 3-7 for all the faces of the icosahedron. This will result in small

equilateral triangles on each face of the original icosahedron.

9. Once the tessellated geodesic structure is obtained, project all its vertices on

the circumscribed sphere of the original icosahedron. The resulting geodesic

sphere is composed of triangles that better capture the curvature of the sphere

as shown in Figure 3.9. The Figure shows geodesic spheres for different values

of the tessellation frequency.

The vertices of the geodesic sphere obtained from this process are used to directly

launch the rays from the transmitting antenna. By launching rays from the center

of the geodesic structure toward the vertices, rays are launched with a certain angu-

lar separation with their neighbors. By applying Equation (3.3) on each ray, while
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(a) n = 2 (b) n = 3 (c) n = 10

Figure 3.9: Geodesic spheres for different values of the tessellation frequency. This Figure is taken
from [4].

considering the maximum angular separation, these rays’ cones will slightly overlap

with their neighbors in such a way to ensure comprehensive coverage of the 3D space

without any gap.

Note that, from the obtained geodesic sphere, most of the vertices have six neighbor-

ing vertices since they are centers of the hexagon surrounding them. Only 12 vertices

corresponding to the vertices of the original icosahedron have each, five neighbor-

ing vertices as they are surrounded by pentagons. Indeed, according to the Euler-

Descartes law on transformable polyhedrons to spheres [74], it is impossible to fill

a sphere with only hexagons (or vertices with six neighbors). For the case of the

geodesic sphere obtained from the icosahedron, 12 pentagons (or vertices with five

neighbors) must exist in order to obtain the sphere. One of this pentagon is high-

lighted in Figure 3.9b. Thus, the total number of rays produced using the icosahedron

method can be determined as follows.

When tessellating a single triangle n times, the number of resulting small triangles

is n2. Given that an icosahedron comprises 20 faces, the total number of triangles

or faces in the resulting geodesic structure is 20n2. Each triangle possessing 3 edges

leads to 60n2 edges in total. These edges determine the number of vertices from which

rays will be emitted. According to Euler’s law, each of the 12 vertices is connected to

5 edges, while the rest are linked to 6. Thus, the total number of vertices is calculated

by summing up those with five edges and those with six.
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Considering the 12 vertices with 5 edges, they contribute to a total of 60 edges.

Consequently, the remaining edges amount to 60n2 − 60 = 60(n2 − 1), representing

the edges shared by the vertices with 6 edges. As each vertex is connected to 6 edges,

the total number of vertices with 6 edges is derived as 60(n2 − 1)/6 = 10(n2 − 1).

Hence, the total number of vertices forming the resulting geodesic structure is given

by Equation (3.5), where V , V5, and V6 denote respectively the overall number of

vertices, the number of vertices with 5 edges, and the number of vertices with 6.

V = V5 + V6 = 12 + 10(n2 − 1) = 10n2 + 2 (3.5)

In order to ensure that the obtained geodesic sphere is fully covered by the rays

without any gap, the radius of rays’ cones must be as in Equation (3.3). Since each

ray has five or six neighbors, the maximum angular separation between a ray and

its neighbors is considered to determine its radius in Equation (3.3) and avoid gaps.

The maximum angular separation ensures that there is a slight overlap between rays’

cones and all their surrounding neighbors. Choosing another angle would lead to gaps

between rays and their neighbors, hence not meeting the requirements of SBR ray

generation.

The tessellation frequency and consequently the number of rays launched using the

icosahedron technique determines the accuracy of the RT algorithm. Large tessella-

tion frequency leads to a large number of rays launched which leads to a more accurate

RT model. Indeed, with a large tessellation frequency, the angular separation between

rays and their neighbors is small and according to Equation (3.3), smaller ray cones

will be launched. The latter increases the accuracy of SBR because, as explained

earlier, SBR as opposed to the image method does not find the exact path between

the transmitter and the receiver. Rather, an approximation of the path is done based

on the radius of the ray cone.

Since the exact path is not defined in SBR, the receiver is said to receive a ray if it

lies in the cross-section of that ray, whether it is at the edge of the cross-section or at
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its center. The closer the receiver is to the center of the ray’s cross-section, the more

accurate will be the ray path estimation performed by SBR. Hence, when small ray

cones propagate, with the effect of the small angular separation, their radius does not

increase faster with the distance, hence the radius remains small even at the reception.

Since the radius is small, the shift between the estimated path and the exact one is

negligible, which leads to the exact estimation of the received signal power.

Moreover, since with small radius ray cones a large number of rays is launched,

the receiver is more likely to be reached by rays. Rays will follow different paths

throughout space and even if some rays are blocked by obstacles, others may reach

the receiver, due to the fact that no propagation path is missed. This property is

very important, since waves propagate in a continuous fashion and in order to reflect

the reality, the number of propagation paths missed should be close to zero.

On the opposite side, when small number of rays are launched, the angular sepa-

ration values are large and with the distance, the radius of rays becomes large. At

the reception, the shift between the exact and the estimated paths is more likely to

be high due to the large distance that may be between the center of the ray and the

position of the receiver. Hence ending up in these scenarios having a rough estimation

of the received signal power.

Additionally, with this setting some ray paths may be missed as opposed to the

small angular separation case. This is due to the large radius of rays and that only

few number of rays are launched. This leads to either the receiver to be completely

missed or not to receive all the rays it had to, thus having a coarse estimation of the

received signal power with these types of rays.

Yet, despite their accuracy, choosing a large number of rays has a big impact on

the complexity of SBR. Indeed, when rays are launched, each of them is tracked and

they go through all SBR subsequent processes. Hence, large number of rays launched

leads to high computational complexity, hence slowing down the execution time of

SBR. Moreover, as the icosahedron technique consists of launching rays from all the
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vertices of the geodesic sphere, the more rays are launched, the more wasted rays

there will be. All these rays that will a priori never reach the receiver will go through

all these cumbersome computations, hence slowing down SBR and making it unusable

in some scenarios as emphasized in section 2.4.1.

On the other side, choosing a small number of rays although not as accurate as

large number of rays, helps to maintain low complexity with SBR. Indeed, since

less rays are launched, only small computations are needed for the subsequent SBR

processing. Furthermore, the number of rays wasted due to the inherent functioning

of the icosahedron technique is less, hence less unnecessary computation is performed.

All these mechanisms help to reduce the computational complexity of SBR and thus

to make faster estimation of the received signal power using SBR.

Having in one hand the accuracy obtained when large number of rays is launched

and on the other hand the low complexity when only few rays are launched, makes

it difficult to choose, for a given use case what is the suitable number of rays that

gives the best accuracy/complexity tradeoff. This kind of information is necessary

since some scenarios may require a large number of rays to reach a high accuracy,

while some others may stick with an acceptable level of accuracy to avoid complexity.

Furthermore, given the available resources at hand in a given scenario, this kind of

information may help to determine the number of rays necessary to ensure a sought

level of accuracy given the resources available.

Unfortunately, to the best of our knowledge, no work in the literature giving such

information exists. This leads to trying random number of rays before finding the

settings that suit the scenario at hand. In complex scenarios, this operation can

easily become cumbersome due to the high execution time incurred when trying a

given setting.

In addition to this lack of information about the number of rays to choose with

the icosahedron technique in a given scenario, the icosahedron technique is itself a

very complex algorithm. Indeed, the algorithm explained above is computationally
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heavy, and according to Equation (3.5), the number of rays launched is quadratically

proportional to the tessellation frequency. This leads to having high ray generation

time mainly in scenarios where large number of rays are generated [32].

This is why Matlab [65] in their SBR implementation defined three fixed tessella-

tion frequencies n = {28, 29, 210} corresponding to three predefined levels of accuracy.

Matlab defined these levels of accuracy as a function of the angular separations be-

tween rays and their neighbors. The high angular separation corresponding to n = 28

is the least accurate level, since only 40,962 rays are launched. The medium angular

separation corresponding to n = 29 is the medium level of accuracy since 163,842

rays are launched. Finally, the low angular separation corresponding to n = 210 is

the highest accurate level, since 655,362 rays are launched.

These three levels of accuracy, namely high, medium and high, were defined by

Matlab to avoid running the cumbersome icosahedron technique whenever SBR is

used. Instead, Matlab developers launch the algorithm for these predefined levels of

accuracy offline and store the coordinates of the vertices and their maximum angular

separations in the device’s disk. Whenever Matlab’s users choose a given level of

accuracy, this information is simply loaded from the disk to the memory. Following

this approach, they could avoid the computational complexity of the icosahedron

technique but generated a lack of flexibility in their SBR method. Indeed, one cannot

choose another tessellation frequency apart from the ones defined by Matlab.

To avoid this lack of flexibility, Matlab followed a different approach in its 2022b

release in August 2022. Instead of simply loading the values to the memory, Matlab

allows it users to choose the average angular separation they want between rays.

Once the latter is chosen, the nearest tessellation frequency that gives a range of

angular separations in which the user-defined angular separation lies in, is chosen

and the corresponding rays are generated and launched. Whenever a new tessellation

frequency is chosen, the icosahedron technique is executed and cached during the user

running session. This is meant to avoid recomputing the coordinates of rays because

whenever a new tessellation frequency is set, the SBR execution time is increased due
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to the overhead incurred by the icosahedron technique.

Another issue that stems from the icosahedron technique apart from its compu-

tational complexity is its lack of flexibility in predetermining the number of rays as

pointed out by authors in [32]. When using the icosahedron technique, one does not

choose a number of rays to launch, rather the tessellation frequency determines the

number of rays to launch. This leads to a discrete jump of 10(2n+ 1) rays launched,

between n and n+ 1 tessellation frequencies, with no possibility to choose a value in

between. In scenarios where a tradeoff is sought between accuracy and complexity,

one becomes very limited with the degree of freedom. Consider a use case where

n gives a poor accuracy and n + 1 gives good accuracy but with high complexity,

it becomes impossible to find in this specific use case a tradeoff and one must stick

either with a complex model or a less accurate one. It is to avoid this that these

authors used instead the Fibonacci spiral [66] that evenly discretizes a given number

of points on a sphere, and is hence able to launch any given number of rays. Despite

its flexibility, this approach may lead to gaps in the radiation pattern of the antenna

mainly when a few number of rays are launched. Indeed, this even distribution does

not always ensure the radius of ray cones to be as in Equation (3.3), hence leading to

small areas not covered by ray cones. To avoid this, a large number of rays should be

launched from the antenna, leading to subsequent complexities in the SBR processes.

Finally, all these solutions or alternatives to the icosahedron technique do not solve

its brute force nature. Rather the Matlab solution simply applies the icosahedron

technique, and the Fibonacci spiral approach is as brute force as the icosahedron

technique. This shows the inability of these approaches to solve the computational

complexity of the icosahedron technique. Furthermore, none of the existing solutions

give the suitable number of rays to be launched in a given scenario that gives the best

accuracy/complexity tradeoff. In the upcoming sections, we present our site-specific

ray generation technique that accounts for the environment when launching rays. We

furthermore present our accuracy/complexity study that gives the suitable number

of rays to launch in a given scenario.
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3.3 Site-specific Ray Generation

To account for the limitations of state-of-the-art ray generation techniques, we pro-

pose a new technique that generates rays based on local information about the prop-

agation environment. As opposed to current techniques that launch rays in a brute-

force fashion, our technique generates the minimum number of rays necessary to fully

cover the potential area where the receiver is located in. We reach this goal by follow-

ing an iterative and adaptive approach that helps to fully cover the area of interest

without any gap while minimizing the overlap between adjacent ray cones.

To ensure that there is no gap when generating rays, all the rays generated in our

approach comply with Equation (3.3). In 3D there are 2 degrees of freedom, namely

the azimuth (0 ≤ θ ≤ 2π) and the elevation (0 ≤ φ ≤ π), and as shown in Figure 3.6,

choosing the same angular separation for these two angles leads to gaps in the area

of interest. To avoid this, we set all the elevations in our approach to be iterative

and adaptive, i.e the elevation on which the current ray is launched to be dependent

on the previous ray’s elevation. This dependency is meant to ensure that there is an

overlap between rays that have neighboring elevations. Technically speaking, the goal

is to find an elevation step ∆φi so that the rays on the next elevation φi+1 overlap

with their neighbors having φi as elevation angle in such a way to avoid any gap.

Once φi+1 = φi+∆φi is found, the process continues to find φi+2, so on and so forth

until φ ≥ π.

To illustrate further our idea, we consider the illustration in Figure 3.10. Given the

elevation angle φi, we look for the ∆φi so that the cross-sections of Ray i and Ray

i+1 located on the same azimuth overlap with each other in such a way to avoid any

gap. The value of φi+1 found will help to find φi+2 and so on. Proceeding this way

has the advantage of being adaptive, i.e., the full area is covered with less possible

number of rays launched.

From Figure 3.10, the cross-sections of Ray i and Ray i + 1 overlap with each

other, if condition (3.6) is met, with di being the distance traveled by the ith, di+1
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Figure 3.10: Illustration of our ray generation procedure

the distance Ray i + 1 should travel in order to meet (3.6), and αi is the angular

separations of both rays with their neighbors. The term k is the overlapping factor

that determines how much the rays must overlap. Indeed, it is not trivial to find how

much the rays must overlap in order to remove any gap. Therefore, the parameter k

helps to control the overlap and ensure the full coverage of the area of interest.

x = Radius0 +Radius1 ⇔ x =
αi(di + di+1)

k
(3.6)

The value of ∆φ at each iteration that avoids any gap is derived as follows. Ac-

cording to the law of cosines, the value of x in Figure 3.10 is given in Equation (3.7).

x = d2i + d2i+1 − 2didi+1 cos (∆φi) (3.7)

Let’s consider the angular separation ∆φi to be small, i.e. ∆φi is less than 15°.

Therefore, the small angle approximations cos(∆φi) ≈ 1 and sin(∆φi) ≈ ∆φi can be

applied to it. By taking this approximation, Equation (3.7) resolves to Equation (3.8).

x = di − di+1 (3.8)
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Since Equations (3.7) and (3.8) are equal, by replacing the value of x, we obtain

the following equation linking the two neighboring distances.

(k − αi)di = (αi + k)di+1 (3.9)

From Figure 3.10, the values of di and di+1 are respectively given by Equations (3.10)

and (3.11), where h is the height of the antenna.

di = −
h

cos(φi)
(3.10)

di+1 = −
h

cos(φi+1)

= − h

cos(φi +∆φi)

= − h

cos(φi)−∆φi sin(φi)

(3.11)

By replacing the values of di and di+1 in Equation (3.9), and by deriving the value

of ∆φi, we obtain Equation (3.12).

∆φi =
2αi

(αi − k) tanφi
, π/2 < φi ≤ π (3.12)

Furthermore, the value of k that helps to fully cover the area with no gap was found

through binary search. This was done by applying Equation (3.12) to launch rays

and by changing the value of k. The optimal value that removes any gaps is therefore

k = 2
√
3.

Note that, the value of αi, which is the maximum angular separation of the rays, de-

pends on the angular distances in both elevation and azimuth, αi = max(∆φi−1,∆θi).

The value of ∆θi is found at each iteration using the angular distance formula [75] in

Equation (3.13) with the constant value β being the angle between rays in azimuth.

This constant value β has a big impact on the number of rays launched since it is the

one that decides of how many rays are launched for each given elevation ∆φi.
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∆θi = cos−1
[
(cosβ − 1) sin(φi)

2 + 1
]
. (3.13)

On the other hand, in Equation (3.12), we have the condition π/2 < φi ≤ π; this is

because when φi ≤ π/2, the signal is not received by any receiving antenna due to the

fact that most of the building’s facets are vertical and that the transmitting antennas

are usually higher than the receiving ones. However, following the same approach,

interested readers can derive the formula for the case φi ≤ π/2.

Our method is said to be site-specific, because we consider local information about

the environment of interest in order to generate the optimal number of rays in that

specific scenario. Practically, our method adapts the angle from where the first ray

must be launched in order to fully cover the potential area where the receiver is. To

do this, an initial value of the elevation φ0, is chosen as a starting point. This value

is chosen with regards to the radius of the area or the maximum coverage distance

and the height of the antenna used. From Figure 3.10, this coverage distance is d and

the value of φ0 is derived in Equation (3.14) with h being the height of the antenna.

φ0 = π − arctan(
d

h
) (3.14)

Our algorithm to iteratively identify the elevation angles of rays is summarized

in Algorithm 2 shown below. Given the maximum coverage distance, the constant

azimuthal angular separation β, the height of the antenna as well as its cartesian

coordinates, the algorithm computes the directions on which the rays are launched

as well as their maximum angular separations. These two information will be used to

launch the rays and further track them to determine whether they are received or not

by the targeted receiver. Figure 3.11 is a 2D projection of rays launched using our

site-specific and iterative ray launching technique. The Figure shows that ray cones

fully cover the area of interest with no gaps.

Nevertheless, our new ray generation technique has one limitation. It fails when the
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Algorithm 2 Site-specific ray generation algorithm

INPUT:

• d: Maximum coverage distance or Radius of the area

• h: Height of the antenna

• β: Azimuthal angular separation

• Tx: (x,y,z) coordinates of the antenna

INITIALIZATION:

• k ← 2
√
3

• ∆φ← 0

• φ← π − arctan(d/h)

• X ← [ ] : N × 3 vector containing the (x,y,z) coordinates of the rays, where N is the number
of rays

• Angle← [ ] : Angular separations of rays

BEGIN:

1: while φ ≤ π do
2: for γ in [0, 2π] with step β do
3: X.append([sin(φ) cos(γ), sin(φ) sin(γ), cos(φ)])
4: end for
5: △θ ← cos−1

[
(cosβ − 1) sin(φ)2 + 1

]
6: α← max(△θ,△φ)
7: Angle.append(α)
8: △φ← 2α

(α−k) tanφ

9: φ← φ+△φ
10: end while
11: Direction ← X−Tx

∥X−Tx∥
12: Return Direction, Angle

END

condition △θ ≥ △ϕ is not met. This happens on the direct bottom of the antenna,

hence leading to the area at the direct bottom of the antenna not being covered.

Nevertheless, this issue arises only with isotropic antennas, which correspond to a

theoretical antenna not used in practice. Still, even in these cases, one can easily

solve this issue by merely launching an additional ray with the unit direction vector

[0, 0,−1]. However, when other antennas such as omnidirectional ones are used, this

can simply be ignored. Indeed, these types of antennas have a donut-shaped radiation

pattern and do not by design cover the direct bottom and the top of the antenna.
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Figure 3.11: Our ray generation technique without any gaps and with minimum overlap between
rays

3.4 Numerical simulations

To validate our site-specific approach, we implemented a Ray Tracer from scratch.

The latter uses our site-specific approach to generate rays. The details of this Ray

Tracer’s implementation are provided in the appendix. Using our in-house Ray Tracer,

we validated our site-specific ray generation against the approach in the literature that

uses the icosahedron technique for ray generation. As explained in section 3.2, Matlab

in their SBR implementation uses the icosahedron technique. Hence, we checked the

correctness of our technique by comparing it with the Matlab implementation of SBR.

The main challenge with the validation of our technique against the icosahedron

technique is the choice of the number of rays to launch. For a first validation of the

accuracy of the received signal power, and for the purpose of fairness, we set the

number of rays to be comparable in both cases. Indeed, in the icosahedron technique,

rays are launched in all directions, while in ours, only the optimal number of rays

useful in each scenario is launched. Since our technique launches rays only below the

horizon (starting with a φ0 ≥ π/2), we adapt for each of the three level of angular

separations in Matlab, the number of rays that need to be launched in our case. As
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Figure 3.12: High angular separation in LOS

shown earlier, in these three levels, 40,962, 163,842 and 655,362 rays are launched

respectively for the high, medium, and low angular separations [65]. For each of the

latter case, we set the values of β (the constant azimuthal distance that determines

the number of rays launched in azimuth at each elevation) to 2.35°, 1.19° and 0.75°,

which corresponds respectively to 19,252, 77,005 and 308,020 rays launched in our

model. Simply said, where Matlab launches 40,962 rays, 19,252 rays are the equivalent

for our model and so on. For the simulation setup, we set the maximum coverage

distance to 5000 meters.

We start by assessing the sensitivity of our technique regarding the number of rays

launched by Matlab. We compare each of our cases to Matlab’s three resolutions. We

repeat this process for different maximum numbers of reflections allowed: 0, 2 and 4.

Moreover, we test the accuracy of our technique on three different urban environments

in the city center of Nice in France. For the bitrate computation, we used the Shannon

capacity formula in Equation (2.52), which computes the maximum ideal capacity of

a link, with a bandwidth of 1MHz and a receiver noise power of -107dBm.
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Figure 3.13: High angular separation with 2 maximum number of reflections

Figure 3.14: High angular separation with 4 maximum number of reflections
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Figures 3.12, 3.13 and 3.14 show a comparison between our solution in the case

of a high angular separation and all the three other scenarios available in Matlab

for different maximum number of reflections. The figures show a direct comparison

between our solution and Matlab’s using the CDF of the bitrate estimation. We

can observe from these figures that our bitrate or capacity estimation has the same

distribution as Matlab for the three resolution scenarios of Matlab (High, Medium,

and Low) as compared to the High resolution scenario in our model. This gives an

idea on the fact that by using our approach that is adaptive and gives the less possible

number of rays in a reasonable time, we can accurately estimate the signal power and

consequently the download bitrate of end users. Furthermore, from the CDF we can

also see that our method is not that sensitive to the number of rays launched in

Matlab. We will explain this sensitivity more deeply in the next section. We can

further observe that the average error made by our technique regarding the one of

Matlab increases slightly and is less than 3 Mbps in all cases. This remains a good

trade-off regarding the advantages offered by our technique as explained earlier.

By zooming on the case of high angular separation with 4 reflections, Figure 3.15

shows the absolute error distribution for bitrate estimation between our solution and

Matlab’s. We can see from this Figure that the error follows a Gaussian distribution

centered around 0, i.e., most of the errors made by our model are around 0. This

highlights the ability of our model to accurately estimate the signal power and the

bitrate as compared to the widely used icosahedron technique.

Our simulations were performed on three urban terrains in the city of Nice in France.

Since the plots for the three terrains were bringing similar results, only the plots for

one terrain were shown in Figures 3.12, 3.13 and 3.14. We summarize here the results

obtained from the simulations performed on the three terrains in Tables 3.1, 3.2 and

3.3.

For each terrain, the simulation was done with different angular separations and

different number of reflections. Each column is a comparison between the estimation

performed by our technique and the one of Matlab. For example, the column Med 4
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Figure 3.15: Mean Absolute Error distribution

High 0 High 2 High 4 Med 2 Med 4
Matlab High 0 1.51 2.48 1.45 2.41

Matlab Medium 0 1.58 2.45 1.47 2.41
Matlab Low 0 1.55 2.54 1.4 2.49

Table 3.1: RMSE (in Mbps) for the 1st terrain

means that we are comparing our medium angular separation with 4 reflections to the

3 angular separations available in Matlab. Each cell represents the RMSE in Mbps

between our results and the ones of Matlab. The tables show slight variations of the

RMSE from one terrain to another due to the differences in the terrains themselves.

These small variations highlight the robustness and scalability of our technique, and

its ability to be accurate regardless of the terrain used. Through all these simulations,

one can see that our method is correct, robust to terrain change and capable of

maintaining the accuracy of RT while launching less rays.

High 0 High 2 High 4 Med 2 Med 4
Matlab High 0 1.39 2.14 1.29 1.94
Matlab Medium 0 1.47 2.26 1.39 2.12
Matlab Low 0 1.38 2.28 1.27 2.18

Table 3.2: RMSE (in Mbps) for the 2nd terrain
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High 0 High 2 High 4 Med 2 Med 4
Matlab High 0.01 1.74 2.87 1.69 2.73

Matlab Medium 0.01 1.78 2.9 1.74 2.69
Matlab Low 0.01 1.79 2.87 1.76 2.59

Table 3.3: RMSE (in Mbps) for the 3rd terrain

Figure 3.16: Number of rays launched in different scenarios

3.5 Sensitivity Analysis

After explaining the correctness, robustness, and the cost of our site-specific ray

generation technique, we dig deeper in this section into the gain it offers through a

sensitivity analysis of the results versus the number of rays. As a site-specific method,

we aim at optimizing the number of rays launched by reducing the number of rays

wasted which allows us to reduce the computational load of RT. In traditional RT,

for covering an area of 100 meters radius, one need to launch as much rays as in the

case of 5000 meters radius (i.e., with no consideration of the receiving area).

However as shown in Figure 3.16, our technique optimizes the number of rays

launched by taking into account the maximum coverage distance of the area of interest

and the height of the antenna. The x-axis of this Figure represents β, the constant

azimuthal angular separation and the y-axis determines the number of rays launched.

The Figure gives for different coverage area distance values d, the number of rays that
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Figure 3.17: Time to generate rays in different scenarios

are launched as a function of β.

The first intuitive observation is that the larger the azimuthal angular separation is,

the less rays are launched, which is intuitive as the angular step between adjacent rays

increases. Second, the Figure provides the minimum number of rays necessary to fully

cover the propagation area without any gap for each value of β and d. The curves

in the Figure thus help to have a sense of how many rays are effectively launched

by our method, and consequently how many are saved compared to the icosahedron

technique. We can observe that the gain obtained depends on the coverage distance

d: smaller coverage areas need less rays than larger ones. We can noticeably see

that at β = 0.5°, almost 1 million rays are necessary for 10000 meters distance,

while only 200,000 rays are enough for the 100 meters case. Our method can then

automatically save almost 800,000 rays to be launched when switching between these

two environments, which later helps to reduce the computational load and the high

memory consumption of RT.

As our method reduces the complexity of the icosahedron technique by generating

less rays in an adaptive and flexible way, we make different simulations to assess the

time taken by our model to generate rays. Rays’ generation time includes the time to

find the azimuth and elevation of each ray at departure and the time to launch the rays
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Figure 3.18: Sensitivity study on Terrain 3

given those angles as given in Algorithm 2. The average time taken by our approach

to generate rays is shown in Figure 3.17. The Figure plots the generation time as

a function of the azimuthal angular separation β for different coverage distances d.

This helps to get an idea of what is the time required to launch a certain number

of rays. Naturally we see that the smaller the coverage distance is, the less time is

required. For instance, at β = 0.5°, it takes 1.5 seconds to generate rays at d = 100

meters, while it takes 5.5 seconds for d = 10000 meters. This comes from the ability

of our method to minimize the number of rays necessary in each specific scenario.

Moreover, we see that almost 1 million rays can be launched by our technique in

almost 5 seconds. This result shows the ability of our technique to launch large

number of rays in a negligible time, hence highlighting its lower complexity.

We move our performance evaluation further by assessing the sensitivity of our

approach regarding the number of rays launched. Said differently, we seek to evaluate

the change of accuracy of our signal power estimation compared to the icosahedron

technique when rays are launched. We changed the number of rays by varying the

value of the azimuthal angular separation β. We performed new simulations for

different values of β by setting the values of the distance d and the height of the
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β(°) 1.19 2.35 3 4 5 6 7 8 9 10 11 12 13 14 15
Terrain 1 2.49 2.54 2.57 2.74 2.78 2.88 3 3.04 2.98 3.1 2.99 3.19 3.21 3.18 3.18
Terrain 2 2.18 2.28 2.39 2.51 2.6 2.73 2.7 2.86 2.88 2.84 2.82 2.95 2.97 2.93 2.99
Terrain 3 2.59 2.87 3.01 2.95 2.99 3.01 3.18 3.13 3.29 3.17 3.29 3.32 3.49 3.45 3.36

Table 3.4: RMSE (Mbps) vs β for all the 3 terrains

antenna to 5000 meters and 30 meters respectively. Each of our simulation results was

compared to Matlab. We compared our results to Matlab’s low angular separation,

because of its high accuracy compared to its two others defined resolutions. A range

of β values were taken with 15° being the maximum, which is needed by the small

angle approximation in our technique. For each value of β in this range, we compute

the RMSE of the bitrate estimate with respect to the low resolution of Matlab and

show it in Figure 3.18. The value of the number of rays launched is also given as a

function of β to help having a better sense of the efficiency of our technique.

Based on this Figure, it is evident that our technique demonstrates low sensitivity

to changes in the value of β, specifically regarding accuracy loss. For example, even

when rays are launched at 2° and others at 15°, the RMSE only varies slightly, ranging

from 2.6 to 3.4 Mbps. This property is very important since one can safely choose

an azimuthal angular separation of 15°, hence launching less rays and ending up

reaching almost the same level of accuracy as for other rays using a smaller value of

β. Therefore, the minimum possible number of rays can be launched at a lower cost.

Since less rays are launched, the computational load and the memory consumption

of RT can be reduced.

Figure 3.18 shows the studies for only one terrain. We performed the simulations on

two different other terrains to check the robustness of our results. Table 3.4 shows the

summary of the RMSE values of the bitrate estimation obtained in each case. Despite

the slight variations from one terrain to another, we can observe from this table that

the difference in terms of accuracy is still very small. This confirms the robustness of

our technique and its ability to launch the minimum possible number of rays while

keeping the overall accuracy within acceptable range. Furthermore, our method can

be easily applied in a realistic scenario where there exist multiple antennas. Since
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antennas are independent, they are treated independently from each other.

3.6 Accuracy/Complexity trade-off

In the previous section we show the effect of a chosen value of β on the accuracy

in order to help users choose the right number of rays to launch depending on their

scenario. In this section, we dig in depth in this study by considering different types

of terrains in large-scale scenarios involving multiple antennas. This is to fully help

users get the most out of our site-specific technique. Our extensive study shows the

pros and cons of a given number of rays in terms of both accuracy and complexity.

As the number of rays to be launched depends mostly on the value of β chosen, our

study highlights on one hand the effect of β on the bitrate estimate and on the other

hand, the computational complexity as a function of β and the type of the terrain. In

a nutshell, we aim to emphasize on the accuracy/complexity trade-off of RT based on

the number of rays launched and the type of terrain. The latter is meant to help users

have full control of the technique and to tune it depending on the level of accuracy

sought and the available resources.

To stress the effect of the number of rays launched on the computational complexity,

we simulated our model on a more powerful server featuring 32 processors and 94GB

memory. This allows us to perform our complexity/accuracy trade-off based on real-

world datasets in order to show the effectiveness of our site-specific ray generation

model in real life scenarios involving multiple antennas. These real-world datasets

include information about the buildings and the antennas in the chosen environments.

More details on these datasets are provided in Chapter 5.

For our study, we considered three different types of terrains: Urban, Suburban

and Rural. For the sake of highlighting the robustness of our technique, we took

two different cities for each terrain type. Table 3.5 gives the description of these six

terrains and we see that the number of buildings and antennas decreases when moving

from urban to rural areas.
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Terrain Terrain 1 Terrain 2 Terrain 3 Terrain 4 Terrain 5 Terrain 6
Zone Urban Urban Sub-urban Sub-urban Rural Rural
Buildings 5141 5406 2861 1031 755 431
Antennas 8 6 2 5 1 1

Table 3.5: Terrains description

For all these terrains, the studied area is 1km radius around a given location in the

city. Within this radius, 5000 random reception points are taken, whose heights were

set to 1.5 meters. The latter corresponds to the average height of a mobile phone

held by a person. To this height, we added the elevation regarding sea level of the

reception point. Furthermore, to ensure the stability of the model, we perform our

experiments 10 times on different 5000 random reception points chosen by changing

the seed used to generate them. Simply said, for each value of β we have 10 different

experiments run on different sets of reception points. Also, for each experiment, the

value of β is the same for all the multiple antennas in the areas considered and the

interference coming from surrounding antennas is accounted for when computing the

receiver’s download bitrate.

For each terrain shown in Table 3.5, we performed the accuracy assessment as a

function of β and also the computational complexity assessment in terms of execution

time and memory consumption.

3.6.1 Accuracy

In our site-specific ray generation model, the larger the value of β is, the larger will

be the angular separation of a ray cone with its neighbors and according to Equa-

tion (3.3), the larger its radius will be. In an obstacle-free environment, the space

is covered by big overlapping circles when large values of β are used. Small values

of β instead cover the space by small overlapping circles. However, in complex envi-

ronments, the big radius of rays tends to overlap, or even fully cover some obstacles,

therefore showing places as covered by rays while in reality they are not. This typ-

ically happens in areas behind obstacles. We will be referring to this phenomenon
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Figure 3.19: Urban areas: Colors correspond to different runs of the experiment

Figure 3.20: Suburban areas: Colors correspond to different runs of the experiment

as ray overestimation. In the case where small radius rays are launched, rays will be

reflected instead by the obstacles and no overestimation should occur. In this section

we assess how often this overestimation occurs and link it to the number of obstacles

and the value of β used to generate rays. We further study how this phenomenon

affects the accuracy of our model and give insights about the suitable values of β to

use depending on the use case in order to ensure the best accuracy of the model.

First, to quantify the ray overestimation, we evaluate how many of the 5000 re-

ception points receive rays for each value of β. Knowing that small values of β are

more accurate than the large ones in terms of ray overestimation, we assess how many
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Figure 3.21: Rural areas: Colors correspond to different runs of the experiment

points receive rays for each value of β and how far are these values between large and

small values of β depending on the type of the terrain.

Figures 3.19, 3.20 and 3.21 show how the number of reception points varies as a

function of β. The 10 line plots in each Figure correspond to the same experiment

repeated over 10 different sets of 5000 randomly selected points: Each colored line

plot corresponds to a given set’s result. From these figures and as expected, we

see that the number of points receiving rays decreases as the value of β decreases.

However, as the value of β gets close to 0, the level of overestimation starts to be

negligible, and the curves tend to be less and less inclined. Nevertheless, the extent of

this overestimation is more or less severe from one terrain to another. In rural areas

for instance as shown in Figure 3.21, the difference of points receiving rays between

large and small values of β is relatively small. The decrease is in the order of 43%.

However, in suburban and urban areas, the relative decrease is more than 50% for

both cases. This high overestimation in urban and suburban areas typically comes

from the complexity of the environment, i.e, the high number of obstacles that are

present in those areas. This is to say that in complex environments, large values

of β are subject to ray overestimation phenomenon. Nevertheless, in less complex

environments, the overestimation is relatively small, i.e., one can launch a small or a

large number of rays with only small loss in terms of precision.
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Figure 3.22: Average bitrate values in an urban area: Terrain 1

We move further our study to assess the impact of the azimuthal angular separation

β on the bitrate estimation accuracy. This is meant to give a clear idea about the

loss and gain in terms of bitrate depending on the type of terrain. To do this, we run

the same experiment over the same sets of 5000 reception points and compute the

downlink bitrate for each of these points that receive the signal power. This downlink

bitrate considers interference coming from surrounding antennas. For each of the 10

experiments and for each value of β, we take the average bitrate over all the points

receiving rays. As result, we obtain a matrix containing the average bitrate for each

value of β and for all the 10 experiments.

Figures 3.22, 3.23 and 3.24 are box plots showing these results for Terrain 1, 4 and

6. We can observe from these figures how the average bitrate varies as a function of

β. In urban areas as shown in Figure 3.22, we see high fluctuations for a wide range

of β values and the bitrate starts to converge around β = 1°. The latter means that

if one wants to maintain a high accurate model in urban areas, it is better to choose

small values of β, mainly where the model starts to converge. The complexity related
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Figure 3.23: Average bitrate values in a suburban area: Terrain 4

Figure 3.24: Average bitrate values in a rural area: Terrain 6
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to this choice will be highlighted in section 3.6.2.

According to Figure 3.23, in suburban areas, we see that the convergence is faster

than in urban areas. Indeed, the model starts to converge around β = 6°. This

means that medium values of β can be used to launch rays in suburban areas while

still maintaining the model’s high level of accuracy.

Finally, from Figure 3.24, we see that the variation of the average value of the bitrate

in rural areas is quite negligible, since the model converges around β = 11°. Moreover,

the difference of bitrate between the largest value of β and where it starts to converge

is around 2 Mbps. This is to say that the model remains accurate despite the value of

β chosen in the range we consider. We can thus conclude that in environments with

small number of obstacles, β has almost no effect on the model’s estimation accuracy.

In summary, urban areas are more sensitive to the overestimation incurred by large

values of β due to the large number of obstacles present in these environments. This

leads the model’s accuracy to also suffer from this phenomenon. Therefore, to have

an accurate RT downlink bitrate estimation in urban areas, it is better to choose

smaller values of β. However, suburban, and mostly rural areas are less sensitive to

this phenomenon. Thus, larger values of β can be chosen, i.e., a smaller number of

rays can be launched in those environments with just a little effect on the model’s

overall accuracy.

3.6.2 Complexity

We study in this section how the memory consumption and the execution time varies

depending on the value of β and the type of terrain. We performed these simulations

on a Linux server running on an Intel(R) Xeon(R) CPU @ 2.6 GHz with 32 processors

and 94GB memory.

Figures 3.25, 3.26 and 3.27 show the memory consumption and the execution time

needed to compute the bitrate for all the reception points as a function of β in

urban, suburban, and rural areas respectively. From these figures we can see that the
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Figure 3.25: Complexity in an urban area: Terrain 1

Figure 3.26: Complexity in a suburban area: Terrain 4
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Figure 3.27: Complexity in a rural area: Terrain 6

memory consumption and the execution time have almost the same distribution and

they are inversely proportional to the value of β. This behavior is normal since with

large values of β, the number of launched rays is small, leading to less computational

complexity, which is the opposite of what happens with smaller values of β where

a large number of rays is generated. Furthermore, we can see that for β > 1, the

memory consumption and the execution time for all the three terrains drop drastically

as compared to the case of β < 1, due to the large number of rays launched in the

latter case.

Urban areas contain a lot of antennas, this means that the number of rays generated

will be large, as all the antennas are launching rays at the same time. This large

number of rays leads to a high computational complexity as opposed to suburban

and rural areas and as can be seen in Figure 3.25. From this Figure, we see that more

than 37% of memory is consumed with an execution time around 30 minutes for the

smallest value of β considered.

While in suburban areas, the smaller number of antennas and buildings leads to a
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lower complexity. From Figure 3.26, the smallest value of β consumes more than 19%

of memory with an execution time around 13 minutes.

Nevertheless, in rural areas, resource consumption is way less as opposed to the

previous ones due to the small number of antennas present in the considered areas.

According to Figure 3.27, the memory consumption with the lowest value of β is less

than 6% with an execution time around 5 minutes.

3.6.3 Accuracy vs. Complexity Trade-off

Our study on both the complexity and the accuracy of our site-specific solution helps

to choose the right number of rays to generate depending on the level of accuracy

sought and the number of resources available. This allows us to tackle the accu-

racy/complexity trade-off that is crucial in RT. In practice, a user with unlimited

resources willing to run RT with high accuracy can go with small values of β regard-

less of the terrain. Another one with limited resources willing to have an acceptable

accuracy can go with any values of β in rural areas, and medium values of β in

suburban and urban areas. For suburban areas this has no impact on the accuracy,

however for urban areas, one must accept to lose a bit of accuracy to adapt to the

constraint on computing resources.

3.7 Summary

In this Chapter we presented the ray generation process of SBR. The icosahedron

technique, which is the most used one in the literature has several drawbacks as it

launches rays in a brute fashion without any acquaintance of the propagation envi-

ronment. Its other alternatives and/or optimizations also launch rays in all possible

directions leading to a big overhead in SBR. To solve this issue, we introduced in

this Chapter, a site-specific ray generation technique that launches rays regarding

the information about the environment. Due to this, our technique generates the
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minimum number of rays necessary to fully cover the area of interest without any

gaps. Although less rays are launched compared to the state-of-the-art approach,

we prove that our technique still maintains the accuracy of RT. Since we launch less

rays, we reduce the high computational load and the high memory consumption of

RT. Moreover, we solve the computational slowness of the state-of-the-art technique

by the ability of our new technique to generate thousands of rays in few seconds. Fur-

thermore, we first introduce a practical trade-off between accuracy and complexity,

allowing users to select the appropriate number of rays based on the terrain type and

available resources.
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Chapter 4

2D RF Map Generation

4.1 Introduction

Ray Tracing as a deterministic propagation modeling approach accurately estimates

the signal power received in a given location due to its ability to consider fine-grained

information about the environment of interest. Due to this high level of accuracy

obtained with RT, it is considered to be an appropriate tool for accurate RF maps

generation in mobile wireless networks. Indeed, generating such maps is gaining a lot

of momentum nowadays [1, 12], since they help end users to better understand the

QoS offered by their MNOs depending on their living place. They are even useful to

MNOs themselves, since with these maps they can troubleshoot their own network

and improve their QoS when needed. Telecommunication regulatory authorities can

also use these RF maps to check if MNOs’ specifications are met.

Nevertheless, generating such accurate maps is quite challenging. Several factors

like hardware limitations, the size of the area of interest and the huge number of

antennas and buildings present in the area make it often impossible to generate those

maps using RT. This impossibility comes from the fact that RT was not primarily

designed for RF mapping purposes. The processes within RT are solely designed to

compute the pathloss between a given transmitter Tx and a given receiver Rx.
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Although RT was not primarily designed for this purpose, it is still used to generate

these maps. The intuitive way that is used in the literature to generate RF maps us-

ing RT is the discretization of the area of interest using a limited number of reception

points as outlined in previous studies [26–28]. These reception points are distributed

throughout the area according to some statistical distribution to fully cover the prop-

agation environment. The traditional RT algorithm is then performed for each pair

of transmitting antenna and reception point and the power corresponding to each

reception point is used to generate the RF map.

To obtain a precise map using this approach, a large number of receptions points

must be distributed in the propagation environment to ensure that the distance be-

tween these points is as small as possible. This large discretization leads to thousands

and even millions of reception points generated even in small scale areas. In order to

compute the signal power received by these reception points and to produce the RF

map, a reception test is performed between them and the rays to determine which

rays they received. This reception test process is performed for each pair of ray and

reception point to check whether the ray is received or not by the reception point. In

areas where this high precision is sought, this reception test process consists of a large

matrix computation that needs to be performed in order to determine the reception

of rays by the reception points.

Furthermore, in large-scale scenarios, namely at city-scale, millions of rays are

launched and thousands or even millions of reception points are considered depending

on the level of precision sought. Along with the large number of reflections that may

be needed in some scenarios, the reception test process leads to high computational

load, high execution time and often memory limit exceeding errors, thus preventing

the generation of the RF map. For instance, after 16 hours of execution time on an

Intel Core i7 machine with 16GB memory, Matlab’s RT implementation crashed due

to a memory limit exceeding error and was unable to generate the map in an 0.78km2

area. Hence showing the inability of the discretization approach to produce highly

accurate and precise RF map even at this small scale.
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On the other hand, since RT was not designed for generating RF maps, all the

acceleration techniques proposed in the literature only tackle the complexities related

to the point-to-point estimation of the received signal power. Indeed, most of them

provide solutions to the complexity of the ROI test which when naively used consists

of testing between each building and each ray whether there is an intersection or not.

As shown earlier in Chapter 2, these techniques work pretty well and are used for

all current RT implementations. Nevertheless, since the reception test is relatively

less complex in point-to-point scenarios, none of these techniques tackle the overhead

incurred by this technique when it is used for RF mapping. Therefore, as the size

of the environment and the number of reception points get large, even the existing

acceleration techniques become inefficient in the reduction of RT complexity due to

the bottleneck created by the reception test process.

Yet, in RT and more specifically in SBR, this reception test process is mandatory

to determine the rays received by the reception points. Indeed, in the SBR pipeline,

multiple rays are launched from transmitting antennas towards the receiving ones and

go through different mechanisms before their reception. Since the exact path is not

traced between the reception points and the transmitting antennas, the reception test

needs to be performed between all the rays and all the reception points. After a given

number of reflections and/or diffraction, no prior information exists telling whether

rays are in the geographic regions or not. Instead, only the coordinates of the rays

and of the reception points are known. Hence leading to this naive testing between all

the rays and all the reception points to be sure that no rays and no reception points

are being missed.

As explained in Section 2.4.3, this reception test consists of checking whether the

reception point is inside the ray cone or not. For this, Equation (2.46) is used to

compute the position of the orthogonal projection P of the reception point P on the

ray. Afterwards, the condition ∥HP∥ ≤ Ri is used to determine whether the ray is

being received or not, where, Ri is the radius of the ray at point H computed using

Equation (3.2) and ∥HP∥ ≤ Ri is the minimum distance between the reception point
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and the ray as illustrated in Figure 2.22.

When the discretization approach is used for RF mapping purposes, Equation (2.46)

can be generalized for all the rays and all the reception points. Hence in general, AH

and Ri are N × M × K tensors, u is a N × K matrix, with N , M and K being

respectively the number of rays, the number of reception points and the maximum

number of reflections. AHijk is the distance between the origin of the kth reflection

of the ith ray and the orthogonal projection of the jth reception point on the ith ray.

Similarly, Hijk is the distance between the jth reception point and its projection on

the kth reflection of the ith ray. The rays received by the jth reception point are

those satisfying the condition: ∥HPijk∥ ≤ Rijk, where Rijk is the radius of the i
th ray

regarding the jth reception point at its kth reflection.

The matrix computation in Equation (2.46) has a complexity linked to the number

of reception points M , the number of rays launched N and the number of reflections

K. To obtain a precise RF map, a large value ofM must be chosen in order to reduce

the distance between the reference reception points. The value of M also grows with

the size of the terrain; the larger the terrain size is, the larger the value of M must

be in order to ensure comprehensive coverage and hence a precise map.

On the other hand, the accuracy of the signal power estimation is tightly linked to

the number of rays launched as explained in Section 3.2. Hence, to obtain an accurate

RF map, one must launch a large number of rays from each antenna. Since large

scale scenarios and more specifically urban areas are composed of a large number

of antennas, the value of N must be extremely large in order to ensure accurate

estimations of the signal power received by the reference reception points.

Finally, urban and suburban environments are composed of a large number of build-

ings that reflect, transmit and diffract the signal. Since the street size in those envi-

ronments is very small, signal usually goes through multiple reflections, transmissions,

and diffractions before it completely fades. Therefore, to ensure that the signal power

estimation reflects reality, the value of K must also be large enough to account for
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all these mechanisms.

All these large values of the parameters necessary to perform the reception test and

to obtain an accurate and precise estimation of the received signal power leads to

a high computational load and a large memory computation. Due to this load, the

execution time of RT explodes despite the acceleration technique used in the previous

RT processes.

Furthermore, due to the large space occupied by these parameters, the memory

limit is often exceeded in complex scenarios, thus preventing to perform the reception

test and consequently to generate the RF map. To avoid such issues, Matlab for

instance in their RT implementation limits the coverage area around an antenna to

500 meters [65]. This is meant to limit the complexity of the RF map generation when

a large number of reception points is chosen. This helps in some scenarios to limit the

memory consumption and hence to be able to produce the RF map. Nevertheless,

this is not always the case, since some scenarios contain a large number of antennas

and taking this limited radius around each antenna does not reduce the overhead due

to the number of reception points and to the number of rays launched.

Instead, the approach adopted by Matlab for their RF map generation even creates

a performance issue, since the discretization in their approach is antenna-related, i.e.,

for each antenna, a discretization is performed in its radius regardless of the other

antennas. For antennas located near to each other, this leads to redundancies in the

reception points, i.e., the same reception point may be considered multiple times.

This issue gets severe when there is a large number of reception points leading to a

large number of useless reception points for the RF map generation. And yet, the

reception test process is performed for all these points that have no effect on the

produced RF map, therefore incurring a large useless overhead that may prevent the

RF map generation.

Additionally, limiting the radius size of an antenna to 500 meters does not reflect

the real-life behavior of antennas. Indeed, depending on the channel frequency, some
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antennas can cover more than 10 kilometers around them and within this radius,

hundreds of other antennas may be present. This limitation prevents seeing the effect

of these antennas on distances that are more than 500 meters, while in reality this

part may represent more than 99% of the overall coverage area of an antenna in the

extreme case. Therefore, using such an approach to generate RF maps in areas where

the antenna coverage is large, namely in suburban and rural areas, leads to inaccurate

estimation of antennas’ coverage in those areas.

Furthermore, with this approach, potential sources of interference are also ignored

from surrounding antennas. Indeed, the effect of an antenna interfering with other

antennas located more than 500 meters away is not accounted for. This leads to

the generation of unrealistic RF maps showing overestimated received signal power.

The larger the number of antennas is in the propagation environment, the higher

is the probability of having sources of interference and the worse will be the results

from Matlab’s approach to resolve the complexity of the reception test process. This

clearly shows the inability of the state-of-the-art raw RT implementation to be used

in real-life scenarios to generate precise and accurate RF maps.

To overcome the inability of the current RT implementation to produce accurate and

precise RF maps even in small scale scenarios, we propose in this Chapter an optimized

RT solution able to generate accurate and precise RF maps in a reasonable time. By

combining the efficiency of our site-specific ray generation technique presented in

Chapter 3 and by introducing an alternative to the reception test process, we manage

to divide by almost 1200 the execution time of RT with less than 2% of memory

usage as compared to baseline solutions. Indeed, where current models as the one of

Matlab take 16 hours of execution time and often fail due to memory limitations, our

solution produces the RF map within only 50 seconds.

Instead of discretizing the propagation environment as in current RT implemen-

tation, our idea is to merely capture the footprint of rays on a given plane rather

than performing the reception tests on a set of reception points. We simply perform

the intersection of ray cones with a fixed horizontal plane instead of performing the
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reception test on all the reception points of the map with different heights. We after-

wards use a simple condition to perform the ray-plane intersection test. This helps to

drastically reduce the execution time of RT and lower its memory consumption due

to the removal of all the matrix operations performed in the reception test process.

Moreover, with our approach, it is no longer necessary to perform the discretization

of the propagation environment; rather, the reception points are considered to be all

located on the same fixed horizontal plane. Thus, our method is always precise be-

cause all the reception points in the area of interest are considered and none of them

is missed. Furthermore, our approach has the advantage of fully capturing all the rays

without missing none of them. Indeed, with the discretization approach, depending

on the distance between the reference reception points, there may be lot of rays that

are missed simply because they do not pass near these points. This scenario leads to

an inaccurate estimation of the signal power in those areas between reception points.

Usually, an interpolation is further performed in current techniques to estimate the

signal power in areas where there are no reception points based on the signal power

received by their neighboring reception points. On the contrary, since we capture the

footprint of rays on a given plane, we are able to remove this inaccuracy and per-

form an exact estimation everywhere in the area of interest. Furthermore, we remove

the need of performing the aforementioned reception test process which in complex

scenarios prevents the RF map generation.

Nevertheless, it is important to note that since we only capture the footprint of rays

on a given plane, our alternative to the reception test only works in areas with only

small variation of altitudes in the propagation environment. If the terrain contains

high variance in its altitudes, our method may lead to inaccurate results. We solve

this issue in Chapter 5 by proposing a RF mapping solution applicable to all types

of terrains.

The rest of this current Chapter is organized as follows. Our system overview is

shown in Section 4.2 as well as the condition of its applicability in a given terrain. We

present the validation and the performance evaluation of our solution in Section 4.3.
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Figure 4.1: Results of the intersection of a cone with a plane. This Figure is taken from [6].

Conclusions to our work are discussed in Section 4.4.

4.2 System overview

As explained earlier, the reception test is a cumbersome process to RT. Due to the fact

that, even when smaller number of rays are launched, the large number of reception

points still leads to an overhead with high memory consumption and complex matrix

operations. To avoid this bottleneck, we consider instead the reception points to be

all located on a given horizontal plane Zplane. Thus, all the reception points have the

coordinates (Xi, Yi, Zplane). Fixing the plane has the advantage of avoiding the recep-

tion test between all the rays and all the reception points. Rather, an intersection

test is performed between ray cones’ cross-sections and the horizontal plane of recep-

tion to calculate the contribution of the different rays to the RF map. Since rays are

cones, this intersection results in a conic section which is the result of the intersection

between a cone and a plane. As shown in Figure 4.1, the obtained section from this

intersection is either a circle, an ellipse, a parabola or an hyperbola depending on

the angle of the incident ray and whether or not the plane is finite. In our approach,

given that the plane is both horizontal and finite, the intersections formed when ray
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cones meet the plane take the shape of either circles or ellipses. Specifically, circles

are formed when the incident ray is perpendicular to the plane, whereas ellipses are

formed otherwise. For the sake of simplicity, we consider the intersection with the

plane to be circles since rays’ cross sections are circular themselves with a well-known

radius given by Equation (3.3). The consideration of ellipses would add considerable

computation overhead to our approach. However, as we will see in Section 4.3, the

loss in terms of accuracy due to this approximation remains negligible regarding the

gain in terms of execution time and memory consumption.

Having this consideration in mind, whenever a ray intersects with the fixed hori-

zontal plane, its circular cross-section during the intersection is taken as the footprint

of the ray on the plane. As shown in Figure 4.2, a ray intersects with the plane if

condition (4.1) is met. The latter consists in checking whether the distance traveled

by the ray (the left part of the condition) is higher than the distance it should travel

before it hits the plane (the right part of the condition).

Figure 4.2: Ray-Plane intersection
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di ≥
Zplane − Zi

ci
(4.1)

In this equation:

• Zi = ZA is the z-coordinate in a 3D Euclidean system of the ray previous reflec-

tion point: A in the Figure. This typically corresponds to the altitude regarding

the ground of the ray on the moment it hits the last obstacle before intersecting

the obstacle. In case of a direct LOS, Zi corresponds to the height from the

ground of the antenna.

• ci is the z-component of the ray’s unit direction vector u when it moves from its

previous endpoint towards the plane.

• di is the distance traveled by the ray between its previous end point, A and its

endpoint when it hits the ground B.

• Zplane is the altitude of the plane. It is the altitude at which the reception points

are supposed to be on.

One important observation regarding this condition is its independence from the

reception points. This highlights the fact that our method removes any need for

discretizing the environment of propagation. We are therefore able to always produce

a precise RF map without the need to have the reception points to be as close as

possible to the traditional approach. Furthermore, there is no need to interpolate the

received signal strength between the reception points to find the bitrate for unknown

points. Instead, we account for every single ray that hits the plane and the footprints

of these rays serve to produce the RF map. Despite the zoom level, our RF map

provides the same level of high precision since it contains the real rays’ footprints.

The latter ensures that every single reception point in the area is considered during

the generation of the RF map, which leads to a constantly high precision regardless

of the targeted resolution.

On the other hand, since this condition does not depend on the discretization
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approach, its complexity is quite less than the traditional reception test approach.

Indeed, in scenarios where multiple rays are launched from multiple antennas, our ap-

proach exhibits only small computation. When multiple rays are present, the distance

di in condition (4.1) becomes a vector d of size N × 1, where N is the number of rays

launched and d[i] is the equivalent of di in Equation (4.1). This vector is not computed

for the purpose of testing this condition, rather whenever the ray propagates from one

point to another, its distance is directly computed despite the approach used. This is

in fact the same behavior as the second part of the condition where the parameters

Zi and ci are also available information that are used in RT to track the propagation

of rays and Zplane is simply a defined scalar. All the parameters of (4.1) being avail-

able and by simply leveraging this available information, our condition does not incur

any extra memory consumption and any extra computation to compute the values

of its parameters as opposed to the traditional reception test approach. In addition

to this, no complex matrix operations is performed in this condition as opposed to

Equation (2.46).

Note that the condition (4.1) works whether the ray is being sent from above or from

below the chosen plane. Indeed, when the ray hits the plane from above, Zplane−Zi <

0 and ci < 0, hence having a positive value. On the other hand, when the plane is

hit from below, Zplane − Zi > 0 and ci > 0 also leading to a positive value. This is

particularly useful since in all scenarios rays hit the ground and are reflected back in

the environment. Hence, we are able to account for the effects of the reflections due

to the ground and also in scenarios where the height of the plane is higher than some

antennas’ height, our technique is still capable of capturing the footprints of the rays

coming from these antennas.

To further reduce the computational load using our method, one may discard all

the rays that intersect the plane from below. In these cases, the unit vector in the

z-direction of the ray, ci, is positive, i.e., the ray will always continue to go up. Also,

since almost all the obstacles in the propagation environment are vertical (apart from

the ground), there is no factor that changes the direction of the ray to bring it back
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towards the plane. Thus, one may discard those rays that have already hit the plane

and that have a positive ci, which may also help to reduce again the computational

complexity of the intersection test.

Finally, when all the rays are tested, our approach takes as output the information

about the rays that intersect with the plane. Since, the cross-sections of the rays

are considered and that these cross-sections are typically circles, these information

include the center of the circles, namely the intersection point between the rays and

the plane, and the radii of the rays determined by Equation (3.3).

Having these information in hand for all the rays, the next step is the computation

of the power of the signal carried by those rays at the moment when they hit the

plane. This power is computed using Equation (2.47) and the corresponding QoS

metric, namely the SINR or the bitrate, can be computed based on the power of the

signal. Once this metric at hand, the RF map showing the extent of each individual

ray is generated. Each ray is located at its intersection point with the plane and the

RF map shows its cross-section. Additionally, each of these rays’ powers is shown in

a heat map fashion, where each ray is colored by its corresponding metric’s value.

This resulting map is meant to show the signal coverage and the QoS of antennas in

every single location of the propagation environment.

Figure 4.3 is an example of this type of map generated using our approach. It shows

the continuous footprints of rays for a single antenna in the city of Nice in France for

a plane height of 1.5 meters. The city center of Nice taken in this example is typically

a flat zone and its coverage can be approximated by a single plane elevation. This

illustration of this SINR map shows the quality of the signal coverage of this specific

antenna. Due to the effects of the buildings and of the reflections, it shows rays

overlapping upon each other and areas lacking coverage because this city corresponds

to a dense area composed of a large number of buildings that attenuate the signal.

This map is a precise estimation of the antenna’s coverage, since it corresponds to

reality. Indeed, when this map shows that an area is not covered by the antenna, this

corresponds to reality, because the whole footprint of the ray is considered without
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Figure 4.3: Continuous RF map of the city of Nice in France with 3 reflections

any interpolation.

When considering the fixed horizontal plane to capture the footprints of the rays

and produce the RF map based on these footprints, we made the assumption that

the receivers have the same height determined by the height of the plane. In our

simulations we chose a plane height of 1.5 meters since this corresponds to the typical

height of a person holding its mobile phone. However, this parameter can be adapted

depending on the needs. It can for instance be the average altitude of the terrain or

the median of the terrain’s altitude variation. In the case where the variation in height

is around the chosen value of the plane, our method will work perfectly due to the

negligible error due to the difference in distances between the real distance towards the

reception point and the estimated one towards the plane. In the case where there are

large variations in the terrain, this will lead to errors in our model and specifically

in scenarios where the distances traveled by rays are very large. Nevertheless, in

Chapter 5 we proposed a generalization to our RF mapping solution able to account
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for every single variation in the terrain.

4.3 Performance evaluation

After presenting our alternative solution to the reception test approach used in the

literature, here we present both its validation and its performance evaluation. To

validate our approach, we implemented a raw RT solution that uses the discretization

approach and that performs the traditional reception test approach. This is meant to

assess the loss in terms of accuracy that is generated by our model due notably to the

approximation we made on the circular cross-section of the rays, instead of taking

them to be ellipses. To do this, in the implemented raw RT, the reception points

were chosen as having the same heights determined by the height of the plane in our

new approach. Since our model is free from any discretization unlike the traditional

RT, we made it possible, for this validation purposes, to use our model in such a way

it provides the SINR for the individual receivers used in our discrete reference RT

implementation. Concretely, this validation consists in checking for each reception

point in the traditional RT implementation, in which area it lies is in the RF map,

and consequently the rays’ cross-sections it falls in. Therefore, we can obtain the

power associated to the reception point in both the traditional RT implementation

and our new approach and we compare the two values to assess what is the overall

shift between the two models. Afterwards, we assess the computational efficiency

of our new method regarding an existing state of the art solution, namely Matlab’s

implementation of SBR. To do this, we perform different simulations on different

terrains with different settings, to assess the versatility of our model.

4.3.1 Bitrate validation

To validate our model, we performed different simulations in diverse scenarios in the

city of Nice in France. This city was chosen for the simulation because the areas we

considered exhibit a minimal terrain’s altitude variation. Three different terrains in
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Figure 4.4: CDFs of our approach and a traditional RT: LOS

this city were considered and for each terrain the simulation was done in the case

of LOS and when there are 2 and 4 reflections. This diversity is meant to show the

robustness of our approach and its behavior in different conditions.

In Figure 4.4, we see that in the LOS case, our model has almost the same distri-

bution of the bitrate as our ground truth model with an RMSE of 0.01 Mbps. This

negligible RMSE means that our model has exactly the same accuracy as the tradi-

tional RT in the LOS case. In LOS the distances traveled by the rays are typically

small. Since these distances are small, the error due to the estimation of the ellipse

by the circle is also small. Due to this, the rays received by the reception points in

the ground truth model are almost as the ones in which they lie in regarding our

new solution. This helps to exhibit this similar pattern in the distribution that shows

that the two models have almost the same received power and consequently the same

bitrate.

On the other hand, Figure 4.5 shows the comparison of the two distributions in

case of reflections, with the maximum number of possible reflections set to 2. We

can see that the two models have close distributions with a slight difference in the

RMSE. In NLOS scenarios, the distances are usually larger, since there exists no
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Figure 4.5: CDFs of our approach and a traditional RT: 2 reflections

direct path between these rays and the plane. Hence, these rays must go through

different reflections that extend their distances before intersecting the plane. Due

to these large distances, the error due to this estimation is a little bit higher than

in the LOS scenario, which naturally gives rise to this slight increase in the RMSE.

This difference in the distributions means that upon generating RF maps for a given

terrain, our model makes an average error of about 2 Mbps for 2 reflections. However,

we believe this is still an acceptable level of trade-off in terms of time savings as the

following subsection will show.

Only the results for one terrain are shown in these figures, but the simulations were

performed for 3 terrains in the city center of Nice in France. For these 3 terrains con-

sidered, we show the results of their simulations in Table 4.1. This table summarizes

the error between our model and the ground truth for the LOS and the cases with

2 and 4 maximum reflections. The results confirm that our model is robust to the

change of terrain, since the difference of RMSE in the 3 cases is small, i.e. our model

keeps almost the same level of accuracy regardless of the terrain.

Apart from this validation, we perform a sensitivity study on our approach to

test how its accuracy changes with the number of rays launched. Indeed, in this
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LOS 2 reflections 4 reflections
1st Terrain 0.01 2.14 2.69
2nd Terrain 0.01 2.55 3.14
3rd Terrain 0.01 2.62 3.22

Table 4.1: RMSEs (Mbps) of our model on different terrains

β(◦) 0.01 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
LOS 0.01 0.01 0.02 0.04 0.05 0.05 0.07 0.08 0.09 0.1 0.12 0.13 0.12 0.16 0.18 0.19
2 reflections 2.14 2.09 2.23 2.17 2.66 2.64 2.39 2.68 2.53 2.54 2.95 2.91 2.83 2.9 2.84 2.81
4 reflections 2.69 3.15 3.26 3.21 3.25 3.68 3.63 3.7 3.67 4.04 3.73 3.82 4.36 3.8 3.84 4.31

Table 4.2: RMSE (Mbps) showing drop of performance as β increases

approach rays were launched using our site-specific ray generation technique presented

in Chapter 3. This sensitivity study is meant to assess whether there is a big loss in

terms of performance when only a few number of rays are launched. When few number

of rays are launched, the azimuthal angular separation β is large and according to

Equation (3.3), the larger will be the cross-sections of the rays. Thus, we want to

assess whether this change in the radius of the rays has an impact on the overall

accuracy of the model.

From Table 4.2, we can see the variation of the RMSE with respect to the azimuthal

angular separation β for 3 different number of maximum reflections. We can notice

from this table that smaller values of β have smaller RMSEs due to the smaller radius

of the rays. Nevertheless, the difference of RMSE between the largest value of β and

its lowest value is 0.18 Mbps in LOS, 0.67 Mbps with 2 reflections, and 1.62 Mbps

with 4 reflections. This means that the drop of performance when going from a small

to a large value of β is small. This implies that it is possible to generate an RF map

with the largest value of β and get almost the same level of accuracy as the smallest

ones, with the benefit of a lower execution time as will be shown in the next section.

Note that the value of 15◦ was chosen as the maximum value of β because of the

small angle approximation performed in our site-specific ray generation.
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Figure 4.6: Matlab execution time

4.3.2 Execution time

For the purpose of execution time evaluation, we compare the running time of our

model with Matlab’s solution, which is a pure RT implementation. Matlab has two

fundamental parameters while generating the RF map: the maximum angular sepa-

ration (β) and the resolution step. The former must be chosen between Low, Medium

and High corresponding to three different levels of accuracy. Low is the most accurate

angular separation and High is the less accurate one, since less number of rays are

launched. On the other hand, the resolution step is the maximum distance between

reception points. This value of the resolution step is defined during the discretization

step and the smaller it is, the larger is the number of reception points generated and

the more precise the RF map is.

We performed our simulations on an HP ELITEBOOK 850 G7 laptop with 16GB

of memory, and a Core i7 CPU @ 1.8 GHz. The terrain has a dimension of 1072 m ×

730 m and is composed of 828 buildings in the city center of Nice in France. Based

on this setup, we performed different simulations considering the accuracy and the

precision of Matlab’s model in LOS and with 2 and 4 reflections. On the other hand,
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Resolution (meters) 3 4 5 8 10 Our model
LOS 709 422 282 129 102 5
2 reflections 12646 7310 4985 1884 1280 50
4 reflections 23198 13321 8545 3465 2234 125

Table 4.3: Mean execution time in seconds of Matlab vs Our solution

since we proved that increasing the value of β within some range does not alter the

model’s accuracy, we simulated our model only when β=15◦, corresponding to the

maximum value of the azimuthal angular separation.

Figure 4.6 gives the execution time of Matlab as a function of the resolution step

in the cases where there are 2 and 4 reflections with Low angular separation. In the

case of 4 reflections, one must wait almost 1.5 hours to obtain a less precise map and

up to 15 hours to obtain a more precise map. In the case of 2 reflections, this value

ranges from 45 minutes to 7.5 hours. Given the size of the terrain, this is a very high

value. The trend of the graphs shows that this value will increase more and more,

that is, the larger the terrain is, the longer the waiting time will be. On the opposite,

our approach took 50 seconds and 2 minutes respectively for 2 and 4 reflections. This

shows the ability of our model to drastically reduce the execution time of RT and to

easily scale while producing the map in a reasonable time.

Table 4.3 gives a summary of the average execution time of Matlab in seconds as a

function of the resolution step, compared to the time taken by our model. The values

for Matlab are the averages over the results obtained for the 3 angular separations

defined in Matlab: Low, Medium and High. This table shows that where our model

takes 5 seconds in LOS to generate the RF map, Matlab’s model takes on average

between 102 and 709 seconds. On the other hand, our model takes respectively 50

and 125 seconds with 2 and 4 reflections while the time of Matlab is way higher. For

larger environments, at country level for instance, Matlab may take days or weeks to

produce the RF map making it not effective for such cases. Moreover, when taking a

resolution of 2 meters, Matlab failed at producing the map in the case of reflections.

This is due to the large memory consumption generated by the reception test process
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and the large number of reception points. For instance, with 2 reflections and after

16 hours of execution time, Matlab crashed due to this memory issue. This shows

that Matlab struggles to generate a precise map for larger environments where the

number of reception points is very large, whereas our model is not very affected by

memory limitations. Hence it can be applied in large scale scenarios with a lower

execution time as compared to raw RT implementation as the one of Matlab.

4.4 Conclusion

In this Chapter, we introduced the generation of RF maps using RT. We demonstrated

that RT processes were not designed for this purpose mainly the reception test process

that accounts for most of the complexities of RT when used for RF mapping. Due

to this issue in the RT design, we proved the inability of the current RT based

models to generate accurate and precise RF maps at large scale in a reasonable

time. To overcome this, we presented our alternative solution to the reception test

process, and we demonstrated that our model could find a good trade-off between

the computational complexity of RT and its accuracy, due to its ability to generate

accurate and always precise RF maps within a reasonable time. Nevertheless, our

method is designed only for areas with only a slight terrain variation and is not

suitable for terrain with high variations. In Chapter 5 we present the generalization

of this approach applicable to all types of terrains.
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Chapter 5

3D Large-Scale RF Map

Generation

5.1 Introduction

Ray Tracing as an accurate propagation model is very helpful for the generation of

RF maps that give accurate estimation of the received signal power everywhere in

a city and even a country. As explained in previous chapters, these maps are very

useful for all mobile internet broadband stakeholders as it is quite helpful in taking

informed decisions that are meant for instance to improve the quality of the signal.

Nevertheless, in order for these RF maps to be accurate and useful, they must be

generated in a reasonable time. This is to be able to update them frequently in order

for them to reflect the realities of the terrain. For instance, if these maps take a month

to be generated, they may not follow the rhythm of a monthly antenna update as is

the case in France. Hence, these maps will not be able to show the instant signal power

received in different locations of these cities and countries where they are deployed. It

is in fact this timely-based constraint that makes raw RT implementation not suitable

for this purpose. Despite its accuracy, the RT propagation model and all its processes

were not designed for this purpose. Thus, using them for the purpose of RF maps
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generation leads to both computational complexity and accuracy/precision issues in

some scenarios.

To avoid these issues, we proposed in Chapter 4 an efficient optimization to RT

that, combined with our site-specific ray generation technique, was able to divide by

up to 1200 the generation time of the RF map. Nevertheless, due to the complexities

of modeling all single variations in terrains’ altitudes, our optimization works only

for terrains with only slight variations. Still, it is able to produce RF maps in those

areas with a high precision despite the zoom level.

This limitation in our previous approach shows the need to generalize RF maps

generation to all kind of terrains in order to be able to produce accurate and precise

RF maps in every single location of a country or a city. Nevertheless, we figured

out that only replacing the reception test process was not enough to produce highly

accurate RF maps in a reasonable time. In fact, all the other previous RT processes

and even their accelerations are not optimized for RF mapping purposes.

The visibility algorithm [35] for instance was developed to reduce the overhead

incurred by the ROI test. It is meant to reduce the number of candidate tests between

a transmitter Tx and a receiver Rx. Indeed, a naive intersection test consists of testing

for each pair of ray and building’s facet whether there is an intersection or not. By

reducing the number of candidate tests, the visibility algorithm reduces the number

of intersection tests performed, hence decreasing the complexity of RT.

Nevertheless, when it gets to RF mapping, many reception points are involved, lead-

ing this algorithm to suffer from its Tx/Rx dependency [34]. Indeed, the algorithm

must be repeated N ×M times, with N being the number of transmitting antennas

and M the number of reception points. This results in many unnecessary computa-

tions performed without leveraging the inherent redundancy in the environment, thus

having a longer execution time.

Therefore, using RT in its current implementation for generating RF maps in 3D

large-scale scenarios is almost impossible. This is due to the high computational
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load in scenarios where high precision and accuracy are needed to produce a useful

map. In this Chapter we present a novel RT algorithm able to generate RF maps

at large-scale while considering the 3D topography of the area of interest accurately

and rapidly.. We introduce new schemes based on 3D triangulation to model the

propagation environment and we leverage efficient hardware acceleration techniques

to generate RF maps at large-scale.

Furthermore, instead of calculating the received signal power over a finite set of

reception points and inferring the map by interpolation, we propose another reception

test algorithm that is able to directly calculate the received signal power over the

triangles composing the area, which allows for the consideration of all the rays hitting

the surface and the direct rendering of the 3D map. All the contributions brought in

this Chapter are summarized as follows:

• Introduction of a new acceleration scheme efficient for RF mapping by adapting

Embree [37], an Intel RT engine used in computer graphics.

• Introduction of a surface topography modeling based on 3D triangulation to

account for all variations in the surface’s elevation and all obstacles composing

the area.

• Design of a new reception test between 3D triangles and rays based on their

geometries in order to account for the 3D topography and not only a plane as

in Chapter 4.

• Proposition of a new RF map rendering approach based on the signal power

received by the triangular mesh.

Simulations of our RF mapping solution show that our approach outperforms existing

ones based on discrete reception points both in terms of execution time and memory

consumption. Indeed, our approach is shown to be 50 times more efficient than

traditional RT approaches to RF mapping as the one implemented in the Matlab

official distribution [65]. Due to memory limitations, existing solutions are unable
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to produce the RF map in urban areas involving multiple antennas and requiring a

precise map. On the other hand, our solution generates a precise and accurate RF

map in all types of terrains with a difference as small as 1Mbps on average in bitrate

estimation compared to existing solutions. We also show that our approach preserves

the accuracy of the RF map when changing the resolution step, i.e., with a 50 meters

resolution step we achieve almost the same accuracy as when the resolution step gets

near to zero.

Additionally, we demonstrate in this paper that the reception test accounts for more

than 98% of the complexity of traditional RT approaches in urban complex areas. We

then highlight how our reception test is able to tackle this issue with only a slight

increase in the execution time with regards to the resolution step. We equally show

how the ROI test in our solution which is based on Embree behaves independently

from the number of triangles, i.e., one can choose a fine-grained size of triangles to

improve the RF map precision without degrading the performance of the intersection

test.

The rest of this Chapter is organized as follows. In Section 5.2, we overview the

state-of-the-art and related works on the generation of RF maps. Section 5.3 is an

overview of our solution with a main focus on its acceleration part. In Section 5.4 we

present our RF map generation method with its novel reception test process, while

simulation results and discussions are shown in Section 5.5. Conclusions are given in

Section 5.6.

5.2 Related works

To mitigate RT complexity in complex environments, different sets of techniques

were proposed. In those environments including a large number of buildings and

featuring an irregular terrain, checking buildings’ and terrain’s facets hit by the rays is

computationally heavy. For RF mapping purposes, the problem is even more complex

because traditional RT acceleration techniques were not designed for this purpose.
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This is the case for instance of the visibility algorithm explained in Section 5.1 that

suffers from its Tx/Rx dependency, as it is only optimized for point-to-point scenarios.

To overcome this issue, another technique based on triangular grid approach [34]

was proposed to overcome this dependency of the visibility algorithm. In this pro-

posed technique, the vertices of the buildings serve as point clouds used to generate

a triangular mesh. The obtained triangles are used afterwards to track the rays and

check in which triangles the intersections with rays happen. Proceeding this way, the

intersection test does not anymore depend on Tx and Rx but on the number of build-

ings itself, hence giving better results and accelerating the ROI test for large-scale

scenarios.

However, the technique in [34] has several drawbacks. First, it is designed for a 2D

scenario with a heuristic proposed to generalize it to 3D scenarios. According to this

heuristic, when rays are received by a receiver in 2D, a reverse work is performed to

check whether these rays hit buildings or not, taking into consideration their respec-

tive heights. Proceeding this way is a rough approximation of rays received. In fact,

in 3D, rays are usually launched by an antenna placed at the center of a unit sphere

in such a way to cover all azimuths and elevations; while in 2D, rays are launched

in all azimuths of a single chosen elevation. It follows that all the other elevations

are not accounted for. Second, due to this 2D nature of the technique, propagation

mechanisms from the ground are not considered. Hilly or mountainous terrains are

approximated as being flat without their elevation considered. Finally, the number of

triangles used to speed up the intersection test in this approach is a function of the

number of buildings’ vertices. In complex environments, triangles’ sizes may be close

to zero, leading to a large number of small triangles used, thus yielding inefficiencies

and increased complexity of the ROI intersection process.

The second aspect that is widely covered in the literature is the sampling or the

discretization of the area of interest to produce RF maps as discussed in Section 5.1.

Sampling is used in [23] to analyze the propagation characteristics of drone transmis-

sion at different frequencies. The simulations of the drone were performed through RT
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and the RF map was displayed on a 450m × 500m terrain with a 5 meters resolution

step between the reception points. In [24], the sampling approach is used to show the

RT computation of the received power distribution over different antenna frequency

settings in an indoor scenario with a 10 cm resolution step. Finally, in [25] the RF

map is constructed for the received signal strength computed via RT at predefined

reference points for indoor positioning purposes.

Sampling at high rates comes with an inherent complexity caused by the reception

test as outlined in Chapter 4. This is because for each pair of ray and reception point,

one must check whether the ray is being received or not. In scenarios requiring high

precision as in [23] and [24], large matrix computations need to be performed in

order to determine which rays have been received by which reception point.

Moreover, in large-scale scenarios, namely at city-level, millions of rays are launched

and thousands or even millions of reception points are considered depending on the

level of precision sought. Along with the large number of reflections that may be

needed in some scenarios, the reception test can quickly get out of control. This is

due to the large matrix computations that need to be performed, leading to a high

execution time and a high memory consumption making it impossible to generate RF

maps in some complex scenarios. Thus, one has to give up on the accuracy and/or

the precision in order to be able to produce the RF map.

In [22], the discretization approach is used to show the RF map on a university cam-

pus. Authors designed a new technique in order to optimize the reception test and the

field computation process. They built a triangular mesh of their area of interest using

high resolution LIDAR data and ran 3D RT over it. Their approach requires for each

pair of Tx and Rx, an exhaustive search among all the triangular surfaces in order to

determine triangles involved in the propagation mechanisms (reflection and diffrac-

tion) between the transmitter and the receiver. In complex scenarios including large

number of reception points and transmitters, this approach leads to an impractical

execution time. Conscious about the computational complexity of their approach,

the authors proposed an enhancement meant to reduce the computational load of
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their model. Instead of performing the test with all the triangular surfaces, a subset

of surfaces is a priori identified for each pair of Tx/Rx based on the distance between

them. This optimization, although useful in reducing the computational complexity

of their model, compromises its accuracy. Indeed, in case of high order reflections

and diffraction, many triangles may be missed hence altering the real signal power

received at a given geographical location.

To the best of our knowledge, none of the existing RT techniques are designed for

RF mapping purposes and/or are not sufficiently optimized to meet the requirements

of 3D large-scale RF map generation with account for the topography of the surface.

To mitigate this, we propose in this Chapter a novel RT algorithm able to accurately

and rapidly generate RF maps at large-scale while considering the 3D topography of

the area of interest including buildings and elevation of the ground.

Based on a triangular grid approach, we speed up the ROI test and use the ob-

tained triangular mesh to directly produce the RF maps. Instead of using the tra-

ditional approach to RF mapping known to be computation greedy, we introduce a

new acceleration scheme by adapting Embree [37], an Intel RT engine used in com-

puter graphics, to our case. To achieve this, we first triangulate the buildings and

the ground taking into account the elevation of the surface and leveraging publicly

available databases. Through this information, we get a model of the propagation en-

vironment in the form of a triangular mesh with the geographical locations of all the

triangles as well as their elevations as compared to the sea level. This model is then

fed to Embree, over which iterations are performed until the exact paths followed by

the different rays launched by the transmitters are obtained. As Embree’s kernel is

designed to run directly RT on the CPU of the computer, the intersections between

the rays and the triangular mesh of the terrain and of the buildings are automatically

and efficiently carried out.

Moreover, Embree is simply rays and triangles dependent since the intersection test

is done regardless of the positions of the reception points. We leverage this property

to devise our cartography solution in a way that does not require the consideration
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of receptions points. Instead of discretizing the receiving area using a finite set of

reception points as it is the case in the literature, we illustrate the RF map using the

same triangles colored as a function of the rays that intersect with them. By doing

so, we are sure that all the rays are accounted for when producing the map and we

could get rid of the cumbersome discretization approach used in the literature.

The main idea of our RF mapping solution is to directly compute the signal power

received by each triangle of the terrain and to use the triangles as the basic unit

to display the RF map. Since the triangular mesh captures all the details of the

terrain, we are able this way to give the level of signal at every single location without

performing any interpolation. Rather, we simply assign to a location the signal power

of the triangle where it fits. This approach has thus the advantage of obtaining a

precise map, meaning that regardless of the zoom level, the map is always able to give

an estimation of the received signal power. Moreover, with our technique we account

for all the rays that hit the surface, as they are all considered when computing the

signal power of the triangular mesh.

Thanks to all these techniques embedded in our solution, we are able to replace the

cumbersome reception test process, to provide a new RF map rendering technique

based on triangles, and to propose a new power computation methodology for trian-

gles. This allows us to reach our goal of RF map generation at large-scale, regardless

of the type of terrain in a considerably shorter time than our peer state-of-the-art

approaches.

5.3 System Overview

5.3.1 Real-life application

Our technique is meant to generate RF maps in real-life scenarios. To generate RF

maps using our solution, three main information are needed about the propagation

environment: (i) buildings’ positions, (ii) antennas’ information, and (iii) the eleva-
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tions of the terrain. The more accurate these information are, the more accurate our

RF map will be.

Figure 5.1: OpenStreetMap of the city of Nice in France containing buildings and streets. This
Figure is taken from [7].

Depending on the country, these information may not be easy to obtain, since

some countries consider these information as private, hence being challenging to use

them to generate RF maps. Nevertheless, open collaborative projects such as Open-

StreetMap [7] exist and they provide information about buildings present in almost

all countries in the world. Yet, it is important to keep in mind that these information

are put from local contributors and not from official sources. They may thus contain

inaccurate descriptions of the buildings in the environment and often miss information

on buildings. Still, this project remains one of the most used maps in the world, since

it is free to use under open license as opposed to proprietary solutions like Google

maps and Google Earth. Figure 5.1 is an example of map containing buildings and

roads that can be obtained from the OpenStreetMap project. The buildings from

this map can be exported in .osm format and can be directly fed to our RF mapping

solution to produce the RF map.
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Figure 5.2: IGN’s map of the city of Nice in France. This Figure is taken from [8].

Apart from this collaborative project, in some countries the government publicly

releases buildings’ information under open license. In France, IGN is in charge of

producing and maintaining these information. IGN’s databases of buildings come

from aerial images, cadaster and often LIDAR. They provide detailed information

about the shape of the building, its type, its height, the number of floors, materials

of the buildings, the altitudes of the buildings and so on. More information on IGN’s

description of the buildings can be found in [9]. An example of IGN’s map showing

3D buildings shapes is shown in Figure 5.2.

These rich information are frequently updated by IGN and can be easily downloaded

using different GIS data formats. IGN’s dataset can also be used in our solution to

model the environment of propagation. This database is in fact the one we used for

validating and showing the performance of our RF map solution.

It is though important to notice that these maps do not consider every single el-

ements of a building, like windows and rooftops variations, as shown in Figure 5.2.

Rather, a geometrical approximation is done on the buildings as shown in the example

in Figure 5.3 explained in IGN document in [9], showing the challenges of modeling
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Figure 5.3: The left part of the Figure represents real-life buildings and the right part is their
geometrical modeling, showing their perspective and their top views. This Figure is taken from [9]
and translated from French to English.

the buildings. In this Figure, we can see that the rooftops are modeled by simple

rectangles joining the two sides of the buildings and the windows are not considered

at all. This is due to the geometrical complexities involved in accurately representing

the various shapes of rooftops, windows, and other architectural features on buildings.

Still, this remains a relatively good representation of buildings.

In addition to the information on buildings, IGN also offers a database containing

the altitudes of every single location in France. The IGN’s database has a 25 meters

resolution over all the country. Using such map, it is possible to know the altitude of

every single location in France. IGN provides this map in the form of raster data as

shown in Figure 5.4. In this Figure, every single element of the raster map corresponds

to an altitude value.

To ease the utilization of this altitude map, IGN implemented an API accessible

using [76]. This API takes as input the latitude and the longitude of a geographical

location and returns the altitude of the location based on the raster map of that

location as the one in Figure 5.4.
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Figure 5.4: Example of IGN’s raster map showing the altitude of every location in the map: Band
1 corresponds to the altitude from Black (918.7 meters) to White (3,036.68 meters).

Finally, the information about antennas is more critical to obtain depending on

the country. However, this information is also publicly available in France. The

ANFR, which is the French Frequency Agency Regulatory Authority releases on a

monthly basis all the information on antennas in France. For each antenna, they

give information about its longitude, latitude, height, orientation, type (directional

or not), the frequency band used, the technology and the MNO owning it. To be

transparent about all these antennas, they provide a service called Cartoradio [10]

that provides to end users all the antennas in their vicinity. Figure 5.5 is an example

of the Cartoradio output, showing antennas from all MNOs in the city of Nice in

France.

In addition to Cartoradio, ANFR also provides its open data [77] under open license,

which allows its use by everyone for free. We leveraged this open data set to deploy

our RF map solution on these real-life antennas in order to produce highly accurate

estimation of the received signal power.

In order for us to easily manipulate all these data during our study, we built an

in-house API that gathers all this public information. Since our solution is meant

to generate RF maps of a given location, the API takes as input the geographical
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Figure 5.5: ANFR’s map of the antennas in the city of Nice in France. This Figure is taken from [10].

coordinates of the center of the area of interest and the radius of interest. As output

the API gives all the necessary information needed by our RF map solution, namely

all the buildings and all the antennas within this radius. Different filtering parameters

are available in our API as described below.

• Technology : 3G, 4G, 5G.

• Frequency: LTE700, LTE800, LTE2100, 5GNR700, 5GNR3500,...

• MNO: Orange, SFR, Bouygues, Free. These are the four major MNOs in France.

• Maximum Number of Buildings.

• Radius of the area of interest.

Using this API, we were able to run our RF map solution on real-life datasets in

a handy and more controlled way. Indeed, during our simulations we applied these

filtering parameters to target a specific radius size and specific MNOs for instance.
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5.3.2 Topography and buildings modeling

Once we obtained the real-life datasets on buildings and antennas, another obstacle

we faced was the modeling of the terrain topography. Suppose that we have an area

of interest consisting of hills, valleys and other varied terrain, modeling such type of

area in order to account for the variable nature of the terrain, i.e., to consider each

variation in the elevation of the terrain is not an easy task [34, 36]. This is in fact

the reason why in Chapter 4 we only used a fixed horizontal plane to model all the

environment, limiting its use to areas with slight terrain variation.

To take into account the variation of the 3D topography of the terrain, and to

account for the different buildings and obstacles over it, we proceeded this time by

triangulation, an approach used in computer graphics for digitizing 3D objects. Fol-

lowing this approach, we represented the 3D terrain and the obstacles using a mesh

of triangles able to accurately represent altitude variation. By doing so, we were able

to overcome the state-of-the-art limitation concerning terrain modeling for its use in

RT.

Leveraging the continuous altitude’s dataset of IGN as the one in Figure 5.4 and

by performing a uniform triangulation of the terrain, we were able to successfully

construct 3D triangles that comprehensively capture and model fine-grained changes

in altitude within the area of interest. Figure 5.6 showcases the 2D projection of the

outcome of our triangulation process, where each vertex of these triangles has 3D

geographical coordinates namely the latitude, longitude, and altitude.

We opted for uniform triangulation as it aligns with our specific requirements for

RF map generation. The resulting triangles from this modeling technique are the

ones directly used to display the RF map. Note here that as with any triangulation

technique, employing smaller triangles enables to capture fine-grained changes in the

terrain with greater precision. It is thus crucial to carefully regulate the size of the

triangles to ensure the precision of the generated RF map. By controlling the triangle

size, we can effectively account for the level of details and granularity necessary to
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Figure 5.6: Uniform triangulation of the city center of Nice in France

accurately represent the RF information on the map.

Additionally, we model buildings in the same fashion as the topography by the use

of triangulation. When taken from IGN’s database, buildings are polygons described

by their shapes as in Figure 5.3. The heights of these polygons help to obtain the

resulting 3D building which is elevated from the ground to its height as in Figure 5.2.

This 3D representation of the buildings enables the appearance of their components:

their rooftops and their facets.

To triangulate these two components, we use the Delaunay Triangulation algo-

rithm [78]. Delaunay triangulation is a triangulation approach that optimally ar-

ranges triangles within a given set of points, ensuring that no point lies within the

circumscribed circle of any triangle, thereby maximizing the minimum angle of the

triangles. This method yields to triangulated surfaces with advantageous geometric

properties, such as well-shaped triangles with angles closer to equilateral.

Since the facets of buildings are vertical with a rectangular shape, their Delau-

nay triangulation corresponds to dividing the rectangular facet into two triangles.

This division helps to capture all the information on the building’s facets without

any approximation. The vertices of the obtained triangles have 3D coordinates each
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representing the longitude, the latitude and the elevation of the vertex as shown in

Figure 5.7a. On the other hand, buildings’ rooftops are horizontal with a polygonal

shape. The form and size of the polygon is not known a priori as it depends on each

building. There may be as many rooftop shapes as the number of buildings in the

area of interest. The Delaunay triangulation is then simply applied on each individual

rooftops’ vertices to obtain their triangular meshes as shown in Figure 5.7b.

(a) Delaunay triangulation
of a building’s facet (b) Delaunay Triangulation of a building’s rooftop

Figure 5.7: Outcome of a Building Triangulation

5.3.3 Ray/Object intersection test

In large-scale scenarios involving a large number of buildings and antennas, a large

number of rays are launched to ensure accurate estimation of the received signal

power. These rays interact with the obstacles present in the environment through

multiple reflections. A large number of ray reflections over the buildings’ facets and

rooftops is necessary to reflect the realities of the propagation environment. Due to

the large number of buildings, complex intersection tests must be performed in order

to determine the direction of propagation of rays once they hit the surface of the

obstacle. For this use case, different techniques have been proposed in the literature

to enhance the way these intersection tests are performed.

Nevertheless, to the best of our knowledge, none of the acceleration techniques

used in the literature were designed to account for the variations of the ground when
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performing the ROI test. Most of these techniques focus instead on optimizing the

ray/building intersection test without any regard to ground reflections. In reality,

almost all the rays launched below antennas’ horizon hit the ground and are reflected

back in the area of interest, hence the importance of taking this reflected energy into

account when performing RT at large-scale.

To account for both buildings and the ground as obstacles, there is thus a need for

a technique fast enough to account for the intersections with those obstacles. This

is why we chose Embree, a high-performance RT library developed by Intel for x86

CPUs. Embree is primarily designed to accelerate RT computations in 3D rendering

applications. The low-level kernel of Embree is designed to leverage the computational

power of modern CPUs to optimize RT operations. In particular, the SIMD feature

of Embree allows parallel processing of multiple data elements in a single instruc-

tion and so leads to significant performance gains. Embree uses Ray Sorting, which

consists in rearranging rays based on their proximity to one another, ensuring that

nearby rays are processed together. It also provides a collection of functions and data

structures that enable efficient ray traversal and intersection calculations. Further-

more, the Bounding Volume Hierarchy technique used by Embree allows to organize

the geometries in the area of interest into a hierarchical tree structure. Ray/Objects

intersections are then performed by traversing the tree, hence reducing further the

computational overhead incurred by RT.

We build upon Embree and develop a tool for a fast ROI test. When the rays and

the geometries in the area of interest are given to Embree as input, we get as output

the intersection points between the rays and the objects. To identify these intersection

points, Embree takes as input a triangular mesh of the objects (in our case, the ground

and the buildings), together with the origins and directions of rays. This property of

Embree is of great interest to us because it is fully compliant with the topography

triangulation scheme explained in Section 5.3.2. Since we model the terrain surface by

3D triangles, our model is automatically considered by Embree when performing the

intersection tests. This triangulation constraint is also the reason why we performed
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the triangulation of the buildings, both rooftops and facets. Once the intersections

points between rays and objects are found using Embree, our tool calculates the

reflected rays’ paths using Equation (2.44) and proceeds in a recursive fashion until

the maximum number of reflections is reached.

5.4 RF Map Generation

In the previous section, we presented an overview of our approach with a main focus

on the models it embeds and the acceleration technique it uses to speed up RT. Since

our final goal is to produce large-scale RF maps, we focus in this section on the

rendering part.

As said in Section 5.2, the state-of-the art approach to produce RF maps is to

sample the area of interest following a certain statistical distribution, to calculate the

signal strength received by those reception points, then to interpolate it for map con-

struction. This approach has performance, precision and accuracy issues as explained

in Section 5.2.

To overcome these issues, we leverage the triangular mesh obtained from the terrain

modeling scheme introduced in Section 5.3.2. Those triangles that can be seen in

Figure 5.6, are directly used to produce the RF map. The signal power corresponding

to each triangle is computed based on the rays it receives, both main and interference.

Leveraging this power computed for every triangle, we are able to produce the RF

map as a heat map of triangles, thus giving the level of signal in every single location

of the area of interest at the granularity of considered triangles. This approach for

rendering has the following advantages:

• Completeness: All the rays hitting the ground and buildings (i.e., the tri-

angular mesh) are considered. None of them are discarded as opposed to the

traditional approach where some rays are not considered because they are not

received by the chosen reception points.
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• Precision: Since the triangles cover the entire 3D space, we can capture the

power received at every single location without the need for further interpolation.

Instead, whatever the zoom level of the RF map is, our approach can always

provide an estimate of the signal power received, which is not usually the case

in the state-of-the-art approach where the power is only calculated over the set

of reception points. We recall here that the precision of our approach is still

determined by the size of triangles we consider. Later, we will show sensitivity

results on the impact of this size on the quality of the obtained RF map.

• Applicability in real-life: The triangles we used are in 3D and representative

of the terrain’s topography. Since we are leveraging those triangles to compute

the signal power received, we are able to produce accurate RF maps without any

altitude approximation.

• Scalability: Our approach is applicable to any city or country regardless of its

size. Indeed, triangles being independent from each other, we are able to treat

them separately by splitting a big area of interest into smaller ones and merging

them afterwards to produce the final RF map.

To achieve all these goals, a new reception test is needed to account for the ge-

ometrical interactions between the triangles and the rays. We then build upon all

the rays received by triangles to calculate both the power of the main signal and the

interference for each triangle and use them to color the triangles and produce the RF

maps.

5.4.1 Reception Test

The reception test used in the literature to verify whether or not rays are received

by the reception points is a cumbersome process. The large matrix computations

performed in this process leads to high memory consumption that prevents large-

scale applicability of RT. It also leads to a high execution time, thus preventing RT

from producing maps in many scenarios. Since our goal is to produce large-scale RF
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maps in a reasonable time, we remove this cumbersome process and propose a new

one more suitable for our use case.

Our proposed test consists in leveraging the geometrical properties of the rays and

the triangles they intersect with and performing spatial intersection between them.

Given that rays are cone-shaped, we start by computing the radius of all the rays

hitting the ground at their points of intersection. Since the cross-sections of the rays

are circular, this corresponds to directly performing a spatial intersection between

the two geometrical figures: circles and triangles.

Rather than going through all the complex matrix computations of the traditional

RT reception test process, we propose the following test of reception for a certain

ray received by a certain triangle: a ray is said to be received by a triangle if its

cross-section overlaps with that triangle.

Leveraging the geometrical properties of rays and 3D triangles defined by their

geographical locations and shapes, we avoid performing the reception test for each

pair of Tx/Rx as is the case in the literature. Instead, the reception test now consists

in an intelligent spatial intersection operation that accounts for the locations of rays

and triangles. Due to these, we are even able to perform these operations at once, by

just performing a 3D spatial join of the two geometries (rays and triangles). As result

we obtain which triangle overlaps with which ray, in a rapid and efficient fashion. In

this Chapter, we used Shapely [79], a geometrical tool to perform this operation.

Furthermore, our new test can easily account for the fact that a ray can be received

by more than one triangle as the case in Figure 5.8. Indeed, due to the new spatial

intersection test that does not only consider the center of the ray but its whole

geometry, the contribution of a ray is taken into account in all the triangles it overlaps

with. This property is of great interest since all the geometries of rays are accounted

for, which leads to the production of accurate RF maps.

Note that this final information on the rays that are received by each triangle is

helpful in the computation of the downlink signal strength and the level of inter-
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Figure 5.8: A ray cone overlapping with three triangles

ference, which can be used to calculate the SINR and an estimation of the channel

capacity (bitrate) as well as producing the RF map for either of these RF metrics.

5.4.2 Power computation

Once the rays received by the different triangles are known, we compute the SINR

for each of them. The intuition behind computing the power received by a triangle is

to assume each triangle to be the equivalent of a reception point. The only difference

is that a point corresponds to a given location and that a triangle can cover several

locations. Later, we will study the impact of the triangle size on the accuracy of our

solution.

To calculate the power across a triangle, we apply a similar methodology to the

one used to calculate the power of a reception point while getting rid of the phase

shift between received rays as opposed to the signal power formula in Equation (2.47).

Indeed, in Equation (2.47), the signal power formula accounts for the phase shift since

it is the power computed for single reception points. While in this current scenario,

we consider the phase shift between rays as a uniform random variable due to the

small value of the wavelength which is far less than the triangle’s size due to the
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high frequencies considered. By considering the phase of a ray as a uniform random

variable in the range [0; 2π] independent of the phase shifts of the other received rays,

we can easily derive an expression for the expectation of the received power. This

expectation corresponds to the average power received by a triangle.

Consider a set of received signals in the form si = Aie
j(wt+φi), with Ai, w and φi

being respectively the amplitude, the frequency and the phase of the ith signal. All

these signals are supposed to be in the same frequency band, i.e wi = w,∀i. The

power of the total received signal can be expressed as follows.

Prx =

(
n∑
i=1

si

)(
n∑
k=1

sk

)

=

(
n∑
i=1

Aie
j(wt+φi)

)(
n∑
k=1

Ake
−j(wt+φk)

)

=
n∑
i=1

A2
i +

n∑
i=1

n∑
k=1
k ̸=i

AiAke
j(φi−φk)

φi, φk ∈ [0; 2π]: uniform random variables

⇒ E[ej(φi−φk)] = 0, ∀i ̸= k.

Hence, E[Prx] =
n∑
i=1

A2
i =

n∑
i=1

Pi.

(5.1)

It follows from Equation (5.1) that the average power received by a triangle is the

sum of the powers of all the rays it receives for the same frequency band. This power

Prx is given by Equation (5.2) with Pi being the received power of the ith ray, Ptx is

the transmitted power, Gtx and Grx are the antenna gains, λ is the wavelength, d is

the unfolded distance crossed by the ray and Rn is the nth reflection coefficient of the

ith ray at the nth obstacle along its path given by Equations (2.48) and (2.49).

Prx =
n∑
i=1

Pi =
n∑
i=1

PtxGrxGtx

(
λi

4πdi

)2 ∣∣∣∣ N∏
n=1

Ri
n

∣∣∣∣2. (5.2)
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Figure 5.9: RF map of bitrate in the city of Nice in France

This power expression helps to derive the SINR, which can be computed using

Equation (2.51). Once the SINR of all the triangles is computed, the RF map can

be generated in a heat map fashion showing the SINR at a every single location in

the area of interest. Note that with the SINR in hand, one can compute the bitrate

depending on the information about the technologies used by the antennas: 3G, 4G

or 5G. Additionally, from the SINR, the downlink CQI can be derived for instance,

then mapped into the download bitrate at the given location using the specifications

related to each wireless technology [43, 44]. For the purpose of our simulation, we

opt for the Shannon capacity which gives the maximum channel capacity given the

SINR value and the channel frequency bandwidth using Equation (2.52).

As a result of our implementation, Figure 5.9 gives an RF map illustrating with

colors the bitrate in every single location in the city center of Nice. The colors ranging

from red to green are indications of the estimated bitrate in the triangular areas. The

blue marks identify the antennas used to launch the rays.
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5.5 Results

We conduct several simulations using our solution to evaluate its performance and

assess its capacity to generate RF maps at large-scale while considering the terrain’s

topography. These simulations have three main objectives: (i) validate our solution

against state-of-the-art approaches, (ii) evaluate its execution time as compared to

existing RT tools, and (iii) show the effect of triangles’ sizes on the overall accuracy

of the obtained map.

Terrain
Number of
Antennas

Number of
Buildings

Center
Latitude

Center
Longitude

T1 133 50377 43.699195 7.263854
T2 61 70744 43.596062 7.005393
T3 7 13682 43.839580 7.351883

Table 5.1: Characteristics of the three terrains

To reflect the real-life application of our approach, we conduct the simulations over

three different terrains with a radius size of 5km. The characteristics of these three

terrains are provided in Table 5.1. From the number of antennas and buildings, we

can see that the two first ones are urban areas, and the 3rd terrain is a rural area.

Figure 5.10 shows sample of buildings of the first terrain used for this simulation.

To perform our simulations, we use a Linux server featuring 32 processors and 94

Gigabytes of memory. General parameters values used in our simulations are given

in Table 5.2.

Parameter Ptx ϵr Grx Gtx N B
Value 40 W 5.31 2.1 dBi 0 dBi -107 dBm 1 MHz

Table 5.2: Simulation parameters

5.5.1 Validation

We first start by validating our model and checking the correctness of the new concepts

involved in its processes. We use for this a state-of-the-art traditional implementation
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Figure 5.10: A sample of 20000 out of 50377 Buildings of Terrain 1 is shown here. This is not
completely circular because the down part of the Figure corresponds to the sea.

of RT, namely the one developed by Matlab [65]. Indeed, Matlab offers a toolbox

that helps to generate RF maps using the space sampling approach explained in

Section 5.2. According to Matlab, one can discretize the area of interest following

a uniform distribution with a given resolution step between the reception points.

Since our approach is triangle-based, the received signal power of a given location is

the signal power of the triangle to which it belongs to, as opposed to Matlab which

directly considers discrete reception points.

To validate our model, we set the resolution step in our model to the smallest value

that we could take constrained by memory limitations, which is 2 meters. This is to

be as close as possible to Matlab’s estimation and to mimic a reception point that

is used in the Matlab’s approach. Indeed, theoretically the smaller the size of the

triangle is, the closer we are to the power received by a single reception point.

To assess the robustness of our approach, we perform the simulations over different

settings. For all the three terrains, we vary the number of reflections and the angular

separation between rays and compare our model’s estimation to the one of Matlab.
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Figure 5.11: CDF Terrain 1: LOS.

For this, we choose three different ray angles known as angular separation values

corresponding to Matlab’s predetermined values: large: 1.07°, medium: 0.55°, small:

0.28°. It is important to note that small angular separation means that the distance

between neighboring rays is small due to the high number of rays launched. On

the other hand, three different values of maximum number of possible reflections are

chosen : 0, 2 and 5. The former corresponds to a LOS scenario while the latter are

NLOS ones.

Figures 5.11 and 5.12 show the CDFs of our model against the one of Matlab in

respectively LOS scenario and with 5 maximum number of reflections. On the other

hand, Figures 5.13 and 5.14 show how correlated they are in those two cases. In

the LOS case, the two distributions overlap exactly with each other, i.e., the two

estimations have the same distributions: with their bitrate value ranging from 15 to

32Mbps. The Figure shows that over the reception points considered, the percentiles

values are the same for the two estimates, i.e., 25% of Matlab’s and our model’s

estimations have a bitrate lower than 21Mbps, the two models have the same median

of 22.5Mbps and so on. This property is very important since it shows that our model

completely aligns with the one of Matlab even though our model uses a different
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Figure 5.12: CDF Terrain 1: 5 reflections max.

Figure 5.13: Correlation in Terrain 1: LOS.
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Figure 5.14: Correlation in Terrain 1: 5 reflections max.

approach to generate RF maps.

Furthermore, the RMSE value of 0.63Mbps is explained by Figure 5.13. From the

latter, we can see a linear correlation of almost 96% between the two models. We

can observe from the Figure that the slope of the direct line is 1, i.e., that in almost

96% of cases, our model and Matlab estimations are exactly the same. This shows

the ability of our model to accurately estimate the signal power received at a given

location. The Figure also shows the outliers on both sides of the main line. This

slight difference is because in LOS scenarios, Matlab takes the exact path between

Tx and Rx, while in our model we consider the rays intersecting the triangle in which

Rx lies in. This results in a difference in the distance followed by the LOS radius, and

therefore a difference in the power estimate, calculated by Equation (5.2), where the

power is a function of 1/d2. These outliers explain this RMSE value, which sounds

reasonable in view of the range of the bitrate.

Similarly in Figure 5.12 we see that in the case of 5 maximum number of reflections,

the two models still maintain the same distribution, i.e., they have the same overall

statistics in terms of bitrate estimations as in the LOS case. This shows that the
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Terrain T1 T2 T3
Max Reflections 0 2 5 0 2 5 0 2 5
Angle: Large 1.02 1.08 1.22 1.19 1.25 1.33 0.87 0.86 0.86

Angle: Medium 0.81 0.96 1.10 1.01 1.10 1.19 0.73 0.74 0.74
Angle: Small 0.63 0.94 1.09 0.80 1.01 1.18 0.62 0.64 0.64

Table 5.3: RMSE (Mbps) on the three terrains.

maximum number of reflections does not affect the accuracy of our model and that

our model is able to accurately generate RF maps including high order of reflections

despite the new schemes introduced. Indeed, the error of 1.09Mbps which is mostly

due to the outliers is acceptable within this range.

Figure 5.14 is the explanation of this small error. From the latter, we see that in

almost 89% of cases, our model gives exactly the same estimation as Matlab. The

other 11% correspond to reception points where the two models estimate the bitrate

differently. These latter points seem to be distributed in a symmetric way around the

diagonal. We interpret this phenomenon by a difference in the set of rays received

between the two models on these points, with this difference being more pronounced

on the left part of the Figure than on the right part. We believe that this difference

increases with the number of reflections, which is very likely the case of the points

on the left part of the Figure. Overall, our model maintains the accuracy of RT by

minimizing the differences with the traditional RF mapping approaches.

The figures shown above are only for the first terrain and two use cases. Neverthe-

less, the simulations were performed over all the three terrains and different settings.

All these studies show the same patterns in terms of distributions and errors. Ta-

ble 5.3 summarizes all these findings.

From this table, we can see that all our simulations show the same trend as the

results explained earlier. We can observe that the higher the number of rays launched

is, the smaller is the error. The angular separation is small in those cases and as

shown in Chapter 4, the smaller will be the rays’ cross-sections and thus, the less

difference there will be with a reception point compared to the triangle. The same

thing happens with the number of reflections, when they are high, we notice a slight
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increase of the error. Because a large maximum number of reflections means longer

distances traveled by rays and thus larger rays will be obtained. It leads to this

difference because the comparison is done with reception points.

Nevertheless, from the table we can see that despite the terrain, the error is more

or less the same. This shows the robustness of our approach and its applicability over

different terrains without increasing the error. Moreover, on Terrain 3 the errors with

2 and 5 maximum number of reflections are the same. As this is a rural area, a large

number of reflections is not necessary, due to the limited number of buildings.

Overall, our model maintains a very good accuracy with an average RMSE that is

less than 1Mbps, which is a small error regarding the range of bitrate values.

5.5.2 Execution time

In this section, we conduct a comparative analysis of the execution time between our

RF mapping solution and the traditional approach presented in Section 5.2. Since

Matlab allows the generation of RF maps based on the latter approach, we compared

our model against it. Since this consists of comparing two different approaches, we

ensure fairness by running them with comparable configurations. Indeed, in Matlab

the terrain is discretized using a uniform distribution with a specific distance between

the reception points. While in our model, this distance corresponds to the size of the

square used for triangulating the environment. To ensure that the number of reception

points in Matlab is equivalent to the number of triangles in our model, we derived a

simple formula that provides the resolution step to be chosen in Matlab based on our

resolution step. This formula is derived as follows.

Consider the area A of a surface of interest as the one in Figure 5.15. Since the

resolution in our model is the length of the square used to obtain the triangles, the

number of triangles from this Figure is given below.

NTriangle =
2A

Res2model
(5.3)
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Figure 5.15: Illustration of the equivalence of the resolutions of our model and Matlab

On the other hand, the goal is to find an equivalent number of points in Matlab to

the number of triangles in our model. The number of points in Matlab as the function

of the resolution is given below.

NPoint =
A

Res2matlab
(5.4)

To have the same number of points and triangles, Equation (5.3) must be equal to

Equation (5.4). Therefore the resolution of Matlab as a function of our resolution is

given by Equation (5.5).

Resmatlab =
Resmodel√

2
(5.5)

Afterwards, we conducted the simulations over the terrains described in Table 5.1.

For all these three terrains, we assessed the execution time to generate their RF maps

in both Matlab and our model. Since the resolution step and the number of rays

launched determine respectively the precision and the accuracy of the map, we assess

how the execution time evolves with this resolution step and with the number of

rays. The resolution step was chosen in the range of 15m to 50m with a 5m step and

for Matlab, the three sets of predetermined number of rays were considered: large,

medium, high as explained earlier in Section 5.5.1.
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Figure 5.16: Execution Time: Terrain 1

Figure 5.17: Execution Time: Terrain 2
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Figure 5.18: Execution Time: Terrain 3

Figures 5.16, 5.17 and 5.18 show the results of our simulation over the three terrains

respectively. In each of these figures are given our model’s and Matlab’s execution

times in hours for the three sets of angular separations as a function of the resolution

step. These figures clearly show that Matlab is much more complex in terms of

execution time than our model for the three terrains, the three angular separations

and for all resolution steps. This means that despite the parameters chosen, our

model outperforms Matlab in terms of execution time.

Additionally, Matlab shows an exponential increase in time as the resolution step

becomes smaller, thus showing its inability to produce accurate maps in large-scale

complex scenarios. On the other hand, our model’s execution time remains almost

constant regardless of the resolution step. This finding is of great interest, since there

is not that much overhead incurred by our model due to the number of triangles,

hence allowing the generation of high-resolution RF maps capable of precisely giving

the bitrate at any location of the map using our RF map solution.

Moreover, we can notice the good reaction of our model to the number of rays, since

the difference of the times between the large and small angular separations is small.
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We are therefore able to produce accurate and precise maps with an execution time

that is much lower than the one of Matlab. Indeed, from Figure 5.16, to obtain an

accurate map with a 35 meters precision using Matlab, one has to wait more than 50

times the execution time of our model.

Moreover, in Figures 5.16 and 5.17, with respectively 133 and 61 number of an-

tennas, Matlab’s plot stops at steps 35m and 25m respectively. It stopped at those

resolution steps because Matlab was unable to produce the RF map for all the three

angular separations. This is due to the high complexity of the traditional approach

used for RF mapping. Indeed, the large number of reception points leads to an in-

tensive matrix calculation which exceeds the memory capacity of the machine and

therefore leads to the impossibility of producing the RF map. This demonstrates

that with the current RF mapping approach it is impossible to obtain precise maps

in large-scale urban scenarios involving hundreds of antennas.

Furthermore, these simulations are performed on a 5km radius terrain size. This

shows that on a larger scale, at an urban city-level for instance, current models will

simply fail to generate accurate and precise RF map due to the large number of

antennas and reception points. On the other hand, with a quasi-constant time, our

model easily generates accurate and precise maps as shown in the figures. We achieve

this performance because our model is solely designed for RF mapping purposes and

is hence fully efficient and optimized for this.

From these figures, we can also see the impact of the number of antennas on the ex-

ecution time. The maximum ratio between our model’s execution time and Matlab’s

is 50, 43 and 5 respectively for the three terrains. This ratio decreases as the number

of antennas decreases. Fewer antennas mean fewer rays launched, hence fewer matrix

calculations performed by the traditional approach, thus leading to this smaller ratio

value. However, even in those cases typically in Terrain 3, our model still outper-

forms the traditional approach and exhibits a slight increase in the execution time as

opposed to the exponential increase in Matlab.
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Figure 5.19: Embree Complexity: Terrain 1.

Furthermore, Figure 5.19 shows the contribution of Embree, namely the ROI test

on the overall performance. From this Figure, we can see that Embree’s complexity

grows with the number of rays launched and is not sensitive to the resolution step.

The larger the number of rays launched is, the more ROI tests Embree will perform.

Hence, as the resolution step decreases, Embree’s execution time remains constant.

This property brought by Embree’s underlying technologies explained in Section 5.3.3

helps us to choose a fine-grained resolution step without exploding the cost of the

intersection test.

The combination of Figures 5.16 and 5.19 shows the efficiency of our reception test

scheme introduced. Indeed, as the resolution step decreases, the execution time of

Matlab is exponential due to the large matrix calculations necessary to carry out the

reception test. On the other hand, the efficiency of our reception test prevents the

explosion of our execution time. Instead, as the resolution step decreases, there is

only a slight variation of our model’s execution time in all the three terrains.

This efficiency is further emphasized when Matlab is launched with almost no re-

ception points to decouple the cost of the reception test from the other processes.
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Since Matlab requires at least one reception point, we ran the same simulation with

only this reception point. When these settings are applied to Terrain 1, Matlab took

67, 59 and 57 seconds respectively for small, medium and large angular separations.

These values correspond to the cost of Matlab without RF mapping, hence without

the reception test. This is typically the cost of the ray launching and of the ROI test

processes, which remains unchanged with the number of reception points. Hence, all

the other costs incurred by Matlab come from the reception test process, showing

how complex this process is. From this finding, we can see that more than 98% of

Matlab’s complexity comes from its reception process. This highlights the fact that

traditional RT approaches were not designed for RF mapping purposes due to the

complexity of the reception test process.

On the other hand, the results show the effectiveness of our reception test scheme

and that it represents the majority of the gains in terms of execution time. The results

shown here over Terrain 1, also hold for Terrains 2 and 3. Overall, by combining the

efficiency of Embree in performing the intersection test regardless of the number of

triangles and that of our new reception test scheme, we are able to outperform existing

models both in terms of execution time and map precision.

5.5.3 Sensitivity Study

Our technique being based on triangles, we study here the impact of the size of

the triangles, namely the resolution step, on the accuracy of the estimates of our

model. For clarity and consistency, we only show here the study performed over

Terrain 2, however, the other two terrains exhibit the same patterns. Figure 5.20 is

obtained from Terrain 2 with the small angular separation and 5 maximum number

of reflections. It is a box plot that shows the distribution of our model with regards

to the resolution step. This aims to obtain the variation of our model on different

triangle sizes.

This simulation was carried out by choosing a set of locations and their bitrate
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Figure 5.20: Sensitivity study on Terrain 2.

values which correspond to the bitrate of the triangle they lie in. For each resolution

step, the bitrates corresponding to these points were obtained and used to plot this

Figure. We have also added the Matlab distribution to this Figure in order to compare

all our resolution steps with it. This makes it possible to analyze the differences

between each of the resolution steps and that of Matlab. The first observation from

this Figure is that all the resolution steps have the same distribution as Matlab. In

addition, our model is stable to variations in the resolution step. This result is of great

interest since we can choose a resolution step of 50 meters in our model without any

loss in terms of accuracy while minimizing the execution time. This property shows

the robustness of our model and its resilience to estimating signal power received and

producing RF maps.

However, we can notice from the Figure that the smaller the resolution steps are, the

lower the bitrate values we obtain, i.e., more outliers represented by dots in the box

plot. This is also the case for Matlab estimates, since they consider points. Indeed,

as the resolution step decreases, fewer rays are received, which leads to lower values

of the bitrate. Nevertheless, our model remains stable with almost no variation in the
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distributions from the largest to the smallest resolution step chosen. Therefore, our

approach is almost not sensitive to the resolution step and is hence able to produce

accurate maps even with large resolution steps.

5.6 Conclusion

This Chapter presents a novel RF mapping approach capable of generating accu-

rate and precise RF maps at large-scales. Our approach outperforms existing models

in both execution time and RF map precision. We prove in this Chapter that the

traditional RT approaches are not adapted for RF mapping purposes and that the

reception testing process used to determine the rays received by the reception points

accounts for more than 98% of the total RT time in traditional approaches. To over-

come this limitation, we propose a new reception test approach that exploits the

geometric properties of triangles and rays and quickly determines which rays were re-

ceived by which triangle. Moreover, thanks to the triangulation schemes introduced

in our approach to consider the 3D topography, we propose a new ROI testing scheme

that outperforms existing solutions for this process. We show that our model out-

performs existing solutions by dividing the RT execution time by a factor of 50 for

RF mapping purposes. Finally, we show that our approach is not sensitive to the

resolution step when generating RF maps, allowing the choice of a less precise map

without any loss in terms of accuracy.
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Chapter 6

Conclusion and future works

6.1 Conclusion

This thesis focus was on optimizing the complexities related to the processes within

RT, with a particular interest on their application for RF mapping purposes. Through

the different chapters of this thesis, we proved that conventional RT methodologies are

not suited for generating RF maps in large-scale scenarios. They usually suffer from

a high execution time and hardware limitations that prevent them from generating

such maps in large-scale complex scenarios.

One of the primary challenges highlighted in this thesis is the inefficiency of the

conventional ray generation process, particularly the widely used icosahedron tech-

nique. This method, although prevalent, launches rays in all possible directions with-

out consideration of the characteristics of the propagation environment, resulting in

an unnecessary computational overhead. Moreover, existing alternatives and opti-

mizations, while attempting to mitigate these issues, still contribute to a significant

computational overhead by generating rays in all directions, lacking efficiency and

adaptability.

In response to these limitations, we introduced in Chapter 3 a new solution: a

site-specific ray generation technique. By leveraging information about the environ-
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ment, this innovative approach optimizes the ray launching process. Our solution

launches the minimum number of rays necessary to comprehensively cover the area

of interest without compromising the accuracy of the received signal power estimate.

Remarkably, despite launching fewer rays, compared to the state-of-the-art methods,

the proposed technique maintains the accuracy of RT while significantly reducing its

computational load and its memory consumption. Additionally, its remarkable speed

in generating thousands of rays within seconds addresses the computational slowness

of the conventional icosahedron technique.

Furthermore, we addressed in this thesis the critical challenges of generating RF

maps efficiently and accurately, particularly at large scales. Our work unveiled the

inefficiencies of current RT processes for this purpose, notably the reception test

process, which represents a bottleneck in RF mapping due to its inherent complexities.

We demonstrated that due to this complexity, current implementations of RT were

unable to produce accurate and precise RF maps within reasonable timeframes.

To overcome these limitations, we introduced an alternative solution to the re-

ception test process in Chapter 4, laying the foundation for a novel RF mapping ap-

proach. Through diverse experiments, we showcase our model’s ability to consistently

generate accurate and precise RF maps within practical time constraints. However,

this RF mapping is only optimized for terrains exhibiting minimal altitude variation,

thereby necessitating further enhancements for terrains with significant topographical

diversity.

Building upon this foundational work, Chapter 5 extends the applicability of our

approach to consider terrains of all types. Our RF mapping method helps to produce

accurate and precise RF maps on a large-scale, surpassing existing models in both

speed and precision. We proved in this Chapter the inefficiencies of RT acceleration

techniques when used for RF mapping purposes. Additionally, we optimized all the

processes within RT in order to solely use them for RF mapping. To achieve this, we

introduced a new terrain modeling scheme based on triangulation. Leveraging this

approach, we proposed a new reception technique tailored for all types of terrains and
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we also enhanced the efficiency of the ROI testing. Our results demonstrate a drastic

reduction in RT execution time, while maintaining its accuracy. Experimentation

done over diverse terrain types showed that our approach was robust, versatile and

efficient for generating large-scale RF maps.

Finally, by challenging traditional paradigms and by introducing novel techniques

tailored for RF mapping purposes, this thesis not only pushes the boundaries of RT

but it also paved the way for the introduction of new acceleration techniques meant

to reduce the computational complexity of RT for this specific use case.

6.2 Limitations

Despite its accuracy in solving the issues related to RT complexities when used for

RF mapping purposes, our solutions have some limitations.

First, the results presented in this thesis were based on simulations performed in

our model and compared only against the Matlab implementation of SBR. The latter

is also a simulation modeling tool and hence does not stand as a fully trustworthy

ground truth model representing the real-life signal power received. Considering other

RT simulation tools such as Wireless Insite [80] from Remcom and Forsk [81] from

Atoll, would have added a more rigorous validation and performance evaluation.

On the other hand, a validation of our model with real-life measurement datasets

was not performed. This is in fact necessary to assess the match between our model’s

estimation and what is really experienced by end users. This would be useful in the

derivation of correlation factors that can help to move from the signal power estimated

to the real signal power received while considering all the upper layers of the TCP/IP

protocol stack.

Also, from Chapter 4, our new reception test algorithm only considers the circular

cross-sections of rays. In reality, depending on the angle of incidence of the ray with

the plane, this conic section results in either a circle or an ellipse. In some extreme
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cases, mainly when rays traveled long distances before hitting the horizontal place, the

difference between the ellipse and the circles can be very large. Therefore, considering

further optimizations to the model that may enable the use of ellipses can help to

reduce this loss in the accuracy of the model.

6.3 Future works

Having paved the way towards efficient RF map rendering in large-scale scenarios,

further works can be done in order to ensure the generation of accurate and precise

RF maps in reasonable time.

• Enhancing End-User Signal Power Accuracy: Integrating Measure-

ment Data with Ray Tracing in 4G and 5G Networks: This is meant to

ensure that the estimations done by the RT model aligns with the signal power

experienced by end users. This passes by performing several real-life measure-

ments that assess the signal power received in different network conditions within

4G and 5G networks. These measurements are meant to find correlation factors

that will fill the gap between the estimations of our model and the real signal

power received. In real-life scenarios, resources of a BS are shared among the

different users connected to it, and these resources are re-allocated every mil-

lisecond by the BS [82]. These resources coupled with the quality of the channel

decide the instant received signal power by a given end-user. On the other hand,

our simulations only consider the Shannon capacity formula which assumes that

a single user is connected to the BS and is having all the resources. Apart from

this shift in terms of shared resources, the signal power received by end-users

is also influenced by many other uncontrolled factors. The latter includes the

imperfections of the physical layer and the overhead of upper layers’ protocols.

Also, at the moment of receiving the signal, the orientation of the mobile an-

tenna introduces a shift between the estimated signal power and the reality [83].

Due to all these parameters, it is therefore important to compare the results of
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the measurements with the ones of our model in order to calibrate the latter

and ensure that an exact estimation of the received signal power is provided to

end-users.

• Integration in a cartography tool: As mentioned in the beginning of this

thesis, our goal is to provide end-users with a tool that helps them choose the best

MNO depending on their areas of interest. To do this, it is important to apply

our model on a country-scale for instance. This is quite challenging since it may

result in further computational complexities due to this larger scale. Therefore,

it is important to draw space division techniques that will allow to process in

parallel city by city or region by region in order to have full coverage in the

targeted country.

• Consideration of diffraction in large-scale scenarios: In addition to

reflection, diffraction is another propagation mechanism that is often encountered

in urban areas due to the large number of buildings and in rural areas due to the

relief. Whenever diffraction occurs, rays are subdivided into multiple other rays

that must be followed, hence adding an uncontrolled number of rays to track.

This is why we decided to only consider reflection in our model, since it accounts

for most of the energy carried by a ray. Still, considering diffraction will result

in a more accurate model that accounts for various mechanisms when estimating

the signal power received. For this, a more enhanced acceleration technique may

be needed in order to account for all these increasing number of rays.

• Coupling Ray Tracing with Artificial Intelligence to produce RF maps:

The evolution of AI has led to several works in the literature meant to acceler-

ate RT. Some of these works run RT simulations in one area and build an AI

model able to predict the path loss in different other areas [84–87]. In these

works, RT is used to compute the signal power received by samples of reception

points. The signal power received by these points serves as the basis to train an

AI model that will be further used to estimate the signal power received by any
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other reception point in that area of interest. Nevertheless, for these models to

be useful and accurate enough, the RT algorithm must be performed on a large

sample of reception points. As explained throughout this thesis, a large number

of reception points is the main bottleneck of RT preventing the generation of

RF maps in large-scale scenarios. Additionally, an AI model trained on a given

propagation environment does not necessarily generalize on other terrains. In-

deed, RT is said to be accurate since it accounts for every single obstacle in the

propagation environment to estimate the received signal power. Having a gen-

eral model meant to be applied on all types of terrains is like using an empirical

model which is less accurate than the RT model.

To the best of our knowledge, none of the works in the literature associates AI

within RT processes themselves in order to accelerate them for RF mapping

purposes. Nevertheless, recent advances in Deep Learning are interesting paths

to explore for accelerating RT processes. For instance, the Transfer Learning

algorithm [88] offers models pre-trained on millions of datasets. These mod-

els are therefore very accurate and can be useful in detecting all the obstacles

within areas of interest without having to retrain the model. These types of

models can be particularly useful for the Ray/Object Intersection test. Indeed,

an environment-aware ROI test may help to increase the speed of RT.

Furthermore, segmentation algorithms [89] used in Computer Vision have similar

applications as RF mapping. These algorithms are used to classify everything

present in an area of interest in a rapid fashion. These models are quite reliable

in the sense that all the area is segmented without the need for much data,

leading to a quite fast model. Instead of classifying objects in the area, these

models can be used to show the signal power level across every single location in

an area of interest in a continuous fashion. This path can be a groundbreaking

revolution towards real-time RF mapping at large scale.

• Ray Tracing and Meta Surfaces: The 6G and beyond technologies are meant

to work on Terahertz frequency bands [90, 91]. In these bands, the frequency
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ranges from 0.3THz to 10THz in the electromagnetic spectrum [92], leading to

the wavelength to be negligible compared to the size of obstacles. Therefore,

these terahertz waves completely fade when they encounter an obstacle. To

ensure coverage using this technology, an infinite number of antennas must be

deployed, which is not feasible in practice. To avoid having a large number of

antennas, meta-surfaces also known as Reflective Intelligent Surfaces (RIS) were

introduced [93, 94]. Apart from regular surfaces that attenuate the signal and

only follows the regular laws of geometrical optic and theory of diffraction, these

surfaces rather reflect the signal in such a way to reach a targeted receiver despite

the obstacles present in the area. In large-scale scenarios where multiple obstacles

are present, it becomes quite challenging to track the multiple receivers present

in the environment. To ensure signal reception by all the targeted receivers, the

positioning of the RIS becomes crucial. Since RT can fully scan the environment

and show areas with bad and good coverage, it is an interesting technology to

help in the optimal positioning of the RIS. It can be useful to minimize the

number of RIS to be deployed while maintaining comprehensive coverage.
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[78] Simena Dinas and Jose Bañón. A review on delaunay triangulation with appli-

cation on computer vision. IJCSE - International Journal of Computer Science

and Engineering, 3:9–18, 03 2014.

190

https://doi.org/10.1109/APS.2001.958892
https://doi.org/10.1109/25.330150
https://doi.org/10.23919/ISAP47053.2021.9391121
https://doi.org/https://doi.org/10.1016/j.tcs.2008.02.012
https://www.sciencedirect.com/science/article/pii/S0304397508001187
https://www.sciencedirect.com/science/article/pii/S0304397508001187
https://en.wikipedia.org/wiki/Angular_distance
https://geoservices.ign.fr/documentation/services/api-et-services-ogc/calcul-altimetrique-rest
https://geoservices.ign.fr/documentation/services/api-et-services-ogc/calcul-altimetrique-rest
https://data.anfr.fr/


Conclusion and future works 6.3 Future works

[79] Sean Gillies and Shapely contributors. Shapely: manipulation and analy-

sis of geometric objects, 2023. URL https://shapely.readthedocs.io/en/

stable/manual.html. [Online; accessed 18-December-2023].

[80] Remcom. Wireless insite 3d wireless propagation software, 2024. URL https:

//www.remcom.com/wireless-insite-propagation-software. Last accessed

29 February 2024.

[81] Forsk. Propagation modelling, 2024. URL https://www.forsk.com/

propagation-modelling. Last accessed 29 February 2024.

[82] Mamoutou Diarra, Walid Dabbous, Amine Ismail, and Thierry Turletti. Cross-

layer loss discrimination algorithms for mec in 4g networks. In 2021 IEEE 22nd

International Conference on High Performance Switching and Routing (HPSR),

pages 1–6, 2021. doi:10.1109/HPSR52026.2021.9481843.

[83] Yanis Boussad, Mohamed Naoufal Mahfoudi, Arnaud Legout, Leonardo Lizzi,

Fabien Ferrero, and Walid Dabbous. Evaluating smartphone accuracy for rssi

measurements. IEEE Transactions on Instrumentation and Measurement, 70:

1–12, 2021. doi:10.1109/TIM.2020.3048776.

[84] Sotirios K. Goudos, Georgia Athanasiadou, George V. Tsoulos, and Vasileios

Rekkas. Modelling ray tracing propagation data using different machine learning

algorithms. In 2020 14th European Conference on Antennas and Propagation

(EuCAP), pages 1–4, 2020. doi:10.23919/EuCAP48036.2020.9135639.

[85] Aristeidis Seretis, Takahiro Hashimoto, Kun Zeng, and Costas D. Sarris.

Ray-tracing driven ann propagation models for indoor environments at 28

ghz. In 2020 IEEE International Symposium on Antennas and Propaga-

tion and North American Radio Science Meeting, pages 1029–1030, 2020.

doi:10.1109/IEEECONF35879.2020.9330037.
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Appendix A

Ray Tracing implementation from

scratch

In order to be able to enhance the processes involved in Ray Tracing by adapting them

for their use for RF mapping purposes, we built an in-house Ray Tracer. Implementing

this tool gave us hands on RT parameters and helped us to fine-tune them and were

hence able to provide all the groundbreaking optimizations presented in this thesis.

In this appendix, we provide the details about the implementation of this RT tool

and how from scratch one can build such a tool instead of only relying on current

implementations. This is motivated by the fact that no work in the literature explains

this implementation in a programming point of view. The only work in the literature is

from [95] where a simple description of RT’s implementation is provided. Here instead,

we provide detailed information about implementing the Ray Tracer from scratch, by

digging in depth into all the implementation of its processes. We implemented our Ray

Tracer using the Python programming language, however all the concepts explained

here hold for all programming languages.

Designing a Ray Tracer, passes by first modeling the concepts related to RT. There-

fore in Section A.1 we present how RT’s concepts can be modeled in a programming

point of view. Afterwards, one has to implement all the processes of RT. The imple-



A.1 Ray Tracing’s concepts Ray Tracing implementation from scratch

mentation of the Ray generation process is given in Section A.2, the bouncing process

as well as the Ray tracking is provided in Section A.3. Finally, the Ray reception

test process and the power computation are provided in Section A.4. The summary

of this appendix is provided in Section A.5.

A.1 Ray Tracing’s concepts

A.1.1 Antenna

Antennas are characterized by different parameters: geographical coordinates, fre-

quency, bandwidth and gain. In a programming language, an antenna can be modeled

as an array of size 6 as shown below.

Ant = [Latitude, Longitude,Height, Frequency,Bandwidth,Gain] (A.1)

In the case where multiple antennas are present in the environment, the array becomes

a 2D array of dimensions N × 6, where N represents the number of antennas. In

this case, the first element of the array corresponds to the first antenna and the

N th element corresponds to the N th antenna. To ease this operation, one may add

an indexing element to characterize each antenna. This is particularly helpful to

determine from which antenna the ray is being received. Therefore, the index of the

ith antenna will be ”i” and so on, leading to a N × 7 2D array. In Python, one may

use either a List or an array to create this array of antennas.

A.1.2 Buildings

Another fundamental element in RT is building, since they are the ones that constitute

obstacles. In RT, buildings can be modeled by the shapes of their rooftops and their

heights, leading to a 2.5D representation of them. Considering every single details

in to the building leads to a complex data structure to be managed as explained in

Chapter 5.
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Figure A.1: Representation of a building’s rooftop

Consider the building highlighted in Figure A.1. The geometry of its rooftop is

simply a polygon composed of vertices linked together by edges. This polygon is

defined by the geographical coordinates (latitude and longitude) of its vertices (A-B-

C-D-E-F-G-H-A). Note here that, by definition a polygon has a closed-shaped, i.e.,

the first and the last vertices are the same. In addition to this geometry, a building

is also identified by its height, its material type, and an index identifying it among

other buildings. This typically corresponds to a list composed of another list and

other parameters.

To represent the geometry in Figure A.1 as a Polygon, the use of a geometric

library is necessary. This helps to account for the geometry as an obstacle instead

of a simple vector. In Python, Shapely [79] is a library that eases the manipulation

of geometries. In JavaScript, the turf.js [96] also offers this possibility. In C++, the

CGAL [97] library is also necessary to perform this operation.

Instead of doing this modeling per-building, the buildings’ data can be directly

obtained from sources like OpenStreetMap [7] and IGN [98]. All these sources pro-

vide datasets in various Geographic Information System (GIS) data formats such as

geojson, shp, and osm. A complete list of these data formats and the way to use

them is detailed in [99]. The datasets taken from these sources directly contain the

geometries of the buildings, thus removing the need to personally model the build-

ings. GIS tools like Geopandas [100] in Python help to load these datasets and offer

various geometrical operations that ease the manipulation of buildings as polygons.

Figure A.2 shows an example of buildings representation using the Geopandas library.
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Figure A.2: Buildings represented as polygons using Geopandas

Furthermore, The Geopandas representation of some of these buildings is shown in

Figures A.3, where epsilon and mu are the characteristics of the building material.

A list of material electric and magnetic characteristics is given by ITU in [101].

Figure A.3: Geopandas data structure for modeling buildings.
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A.1.3 Ray

In Ray Tracing, rays are the ones emitted and received by antennas. They interact

with buildings and are the ones that are received by the reception point. Therefore,

they represent the fundamental unit of RT as detailed in Section 2.3.3.2. In a pro-

gramming point of view, a ray between a transmitting and a receiving antenna is

a set of successive lines. In another words, a ray is a sequence of successive points

X1, X2, . . . , Xn such that two successive points are joined by a line. A point Xi is de-

scribed by a 1×5 vector which is [Lati, Longi, Elevationi, Distance(i−1,i), Building].

The first three elements of the vector are the geographical coordinates of the point,

Distance is the distance between the previous point and the current point, Building

is the index of the building on which the point lies in. In Figure A.4 for example, this

ray from Tx to Rx is a sequence of three points forming two lines. Note here that

the point at Tx has a distance of 0 because it has not moved and also the point at

Rx has None as building index since it is not on a building. In the example provided

in Figure A.4, the vector representation in a programming language is given below,

where None is replaced by -1 to have items of same type in the array.

Figure A.4: Rays vectors representation

Ray =
[
[43.699632, 7.260275, 30, 0,−1],

[43.699532, 7.260295, 10, 250, 98],

[43.699732, 7.260305, 15, 150,−1]
]
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A.2 Ray Generation

Ray generation consists of launching rays from an antenna in order to fully cover

its 3D radiation pattern. Different techniques have been introduced in the literature

to perform this operation: our site-specific solution and the traditional icosahedron

technique both presented in Chapter 3. In either of these techniques, the goal is

to find the direction of propagation of all the rays as well as the maximum angular

separation with their neighbors.

The algorithm for our site-specific ray generation is given in Algorithm 2. This

algorithm is easy to implement and can be done in any programming language. The

algorithm returns the direction and the maximum angular separations of all the rays,

which are useful information for the Ray Object Intersection test and the reception

test processes respectively.

On the other hand, the icosahedron technique is much more complicated to imple-

ment. Nevertheless, the algorithm in Section 3.2 can be implemented as a program-

ming language function or class (in Object Oriented Programming languages) that

takes a parameter or attribute n, where n is the tessellation frequency. The output of

this algorithm as explained in Section 3.2 is the direction and the maximum angular

separations of all the rays.

Once the directions of propagation of all the rays are found, they can be launched

in the area of interest and their interaction with all the obstacles is tracked. Rays can

be launched at a certain distance, d, from the antenna’s geographical location XA =

[LatAnt, LongAnt, ElevationAnt]
T , which is a column vector. The geographical coor-

dinates of the ray (also a column vector), XR = [LatRay, LongRay, ElevationRay]
T ,

at that distance is given by Equation (A.2), with u = (u1, u2, u3)
T being the unit

vector of the direction of propagation of the ray.

XR = XA + d · u (A.2)
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Since the longitude and the latitude are in decimal degrees bounded respectively by

±180° and ±90°, the distance must also be converted to decimal degrees to ensure

correctness. Approximately, 1° corresponds to 111km in latitude. For the longitude in-

stead, this value is multiplied by the cosine of the latitude. Therefore, Equation (A.2)

becomes Equation (A.3), with · being the dot product.
LatRay

LongRay

ElevationRay

 =


LatAnt

LongAnt

ElevationAnt

+ d


1

111

cos (LatRay)

111

1

 ·

u1

u2

u3

 (A.3)

Figure A.5 is an example of rays launched at a certain distance d of an antenna.

Figure A.5: Rays launched from a transmitter in 2D plane

A.3 Ray Bouncing

The bouncing process starts by choosing the maximum number of reflections K al-

lowed for rays. For each reflection, rays are launched and their behavior is observed.

In a nutshell, whenever a ray is launched, bouncing consists of checking whether or

not a ray hits a building or the ground. This process is repeated K times. In order to

201



A.3 Ray Bouncing Ray Tracing implementation from scratch

determine if a ray hits a building, its intersection with the building’s database is done

using the geometrical library used to manage buildings. In Python, this intersection

test can be done using the Geopandas library. This test consists of checking all the

buildings that are in a ray’s path during its journey from its previous endpoint to

its current endpoint when launched using Equation (A.3). Several Geopandas opera-

tions allow to do this: overlaps, intersection,... A complete list of these operations is

found in the Geopandas documentation [102]. Once all these buildings are provided

by Geopandas, a test is performed afterwards with the heights of these buildings to

determine whether they are obstructions to the signal or not. In the case of obstruc-

tions, the first building that obstructs the signal is considered as being hit by the

ray, and the coordinates of the ray are updated accordingly. On the other hand, if

no building is hit, the intersection of the ray with the ground is tested as follows.

Let di be the distance traveled by the ray between two points. The distance the ray

should travel in order to hit the ground is: dG = −ZA

u3
, where ZA is the height of the

ray in its first endpoint and u3 is the z-component of the unit vector of its direction

of propagation. Finally, the ray hits the ground if di ≥ dG. If this condition is not

satisfied it means that the ray hits no obstacle.

Once the behavior of all the rays is being observed, the next step is to compute the

subsequent direction of rays that went through reflection. Equation 2.44 introduced in

Section 2.3.3.2 gives the direction of the reflected ray as a function of its direction and

the normal to the plane hit by the ray. By applying this Equation to all the rays that

encounter obstacles, the process continues in a recursive fashion until the maximum

number of reflections is reached. In case of no intersection with either buildings and

the ground, the normal to the plane N in Equation (2.44) is N = [0, 0, 0], otherwise

it is N = [0, 0, 1] when the ground is hit. In case of intersection with a building, the

normal is found by performing the cross product between two non-orthogonal vectors

on the building’s facet hit by the ray. Figure A.6 is an example of plane, with two

random non-orthogonal vectors P and Q belonging to the plane. The unit vector N
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is therefore given by Equation (A.4).

N =
P×Q

∥P×Q∥
(A.4)

Figure A.6: Illustration of a plane and its normal

Figure A.7 gives a sample of rays that went through four reflections, it shows how

they interact with buildings and also the paths followed by rays after reflection. After

the maximum number of reflections is reached, the bouncing process gives as output

all the coordinates of the rays, their respective directions and normals, which are

useful information for subsequent processes.

Figure A.7: Example of reflected rays from a transmitter
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A.4 Reception test

Once all the rays are launched and tracked until the maximum number of reflections

is reached, a reception test is performed in order to assess which rays have been

received. If only one receiver is targeted, this process can be done at each reflection,

otherwise it is better to wait until the maximum number of reflections is reached

before performing this reception test. In either case, this reception test simply consists

of checking which rays have been received by which reception point. As explained

in Chapter 2 and Chapter 4, this consists of a matrix multiplication. To be told

differently, it consists of operations between 2D arrays. These matrix operations

are given in Equation (2.46). In Python, the Numpy library [103] can be used to

perform these operations. Note here that, from the radius of the ray formula given

in Equation (3.2), the maximum angular separation α corresponds to the one given

by the ray generation process in Section A.2.

Figure A.8: Coverage map of the city center of Nice

Once this matrix operation is performed, each reception point is associated to the

ray it has received and the corresponding received power is further computed. The

formula for the received power is given by Equation (2.47), which requires Equa-

tions (2.48), (2.49), and (2.50). In Equation (2.50), the direction vector u is the one

obtained during the ray launching and the bouncing process. Also, the normal vector
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N is the one computed using Equation (A.4). Therefore, it is necessary to keep trace

of these two vectors in the form of lists characterizing the rays.

Once the power is computed for all the reception points, the SINR can be computed

using Equation (2.51) and the RF map showing the SINR can be displayed. In

Python, the Folium library [104] offers hands-on tools that help displaying this map.

Figure A.8 is an example of such a map generated by Folium. Apart from Folium,

this map can be saved in a GIS format and be displayed afterwards in GIS tools like

QGIS [105] and ArcGIS [106] for better visualization.

A.5 Summary

In this appendix, we presented how to implement Ray Tracing from scratch in a

programming language. We show that a ray is the fundamental component in Ray

Tracing and that it is identified by its coordinates, its directions and the normal

to all the surfaces it hits. These three characteristics of the ray help to determine

whether the ray is being received or not and are necessary for the power computation.

Throughout this appendix, we provide hands-on tools that help in the implementation

of RT either for computing the signal power received by a single receiver or to produce

RF maps. This appendix is meant to help anyone willing to implement RT from

scratch for their own use to do it in the programming language of their choice.
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