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We can use distances to route information packets Greedy Routing

Is greedy routing a feasible mechanism in large networks?

What are the topological requirements for that to happen?

Can we really map real networks into metric spaces?

Is greedy routing a feasible mechanism in large networks?
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Can we really map real networks into metric spaces?

WE NEED MODELS
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Long range connections depend on the importance of the two cities involved

## Cities' importance is an intrinsic property
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## connection probability: arbitrary integrable function of the form <br> $\left[\frac{(x)}{\left(\frac{1}{c}\right)}\right.$

$$
\rho(\kappa) \propto \kappa^{-\gamma} \longmapsto P(k) \propto k^{-\gamma}
$$
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## The reason is that the model introduces a non-geometric ingredient

## For purely geometric graphs, the main problem comes from the small-world effect

## small-world

## exponential <br> expansion of space

$$
N_{1}(r) \sim b^{r}
$$

number of nodes within a ball of radius $r$
in Euclidean spaces it goes as

$$
N(r) \sim r^{D}
$$
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瞹 hyperbolic spaces $\quad K<0$
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Curvature and temperature of complex networks
D. Krioukov, F. Papadopoulos, A. Vahdat, and M. B. Phys. Rev. E 80, 035101(R) (2009)


Real AS Internet graph
Einsteinian-H2 Model
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Concentration of ASs

## Metabolism and a bipartite version of model are also extremelly congruent



0 Alanine and Aspartate
Purine and Pyrimidine
Glycine and Serine:
Glyoxylate Alanine and Aspartate
Purine and Pyrimidine
Glycine and Serine:
Glyoxylate Alanine and Aspartate
Purine and Pyrimidine
Glycine and Serine:
Glyoxylate
 UMP UDP
M. A. Serrano, M. Boguñá, and F. Sagués, arXiv:1109.1934

A new class of models with metric properties that can be used to model real systems like the Internet

ONavigation is optimally efficient in the Einsteinian- $\mathrm{H}^{2}$ model

OMetric properties are also a connection with the community structure of the network

Ombedding of the real Internet graph offers a readily available solution for inter-domain routing.
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Tesselation with uniform hexagons
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Infinite number of geodesic lines going through C and parallel to $L_{1}$

