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We consider structural and algorithmic questions related to the Nash dynamics of weighted congestion
games. In weighted congestion games with linear latency functions, the existence of pure Nash equilibria
is guaranteed by potential function arguments. Unfortunately, this proof of existence is inefficient and com-
puting pure Nash equilibria in such games is a PLS-hard problem even when all players have unit weights.
The situation gets worse when superlinear (e.g., quadratic) latency functions come into play; in this case, the
Nash dynamics of the game may contain cycles and pure Nash equilibria may not even exist. Given these
obstacles, we consider approximate pure Nash equilibria as alternative solution concepts. Do such equilibria
exist? And if so, can we compute them efficiently?

We provide positive answers to both questions for weighted congestion games with polynomial latency
functions by exploiting an “approximation” of such games by a new class of potential games that we call
W-games. This allows us to show that these games have d!-approximate pure Nash equilibria, where d is
the maximum degree of the latency functions. Our main technical contribution is an efficient algorithm

for computing O(1)-approximate pure Nash equilibria when d is a constant. For games with linear latency
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with maximum degree d > 2, it is d2¢+°(4), The running time is polynomial in the number of bits in the
representation of the game and 1/+. As a byproduct of our techniques, we also show the following interesting
structural statement for weighted congestion games with polynomial latency functions of maximum degree

functions, the approximation guarantee is + O(~) for arbitrarily small v > 0; for latency functions

d > 2: polynomially-long sequences of best-response moves from any initial state to a do(dQ)—approximate
pure Nash equilibrium exist and can be efficiently identified in such games as long as d is constant.

To the best of our knowledge, these are the first positive algorithmic results for approximate pure Nash
equilibria in weighted congestion games. Our techniques significantly extend our recent work on unweighted
congestion games through the use of W-games. The concept of approximating non-potential games by poten-
tial ones is interesting in itself and might have further applications.
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1. INTRODUCTION

Among other solution concepts, the notion of the pure Nash equilibrium plays a central
role in Game Theory. Pure Nash equilibria in a game characterize situations with non-
cooperative deterministic players in which no player has any incentive to unilaterally
deviate from the current situation in order to achieve a higher payoff. Unfortunately,
it is well known that there are games that do not have pure Nash equilibria. Furher-
more, even in games where the existence of equilibria is guaranteed, their computation
can be a computationally hard task. Such negative results significantly question the
importance of pure Nash equilibria as solution concepts that characterize the behavior
of rational players.

Approximate pure Nash equilibria, which characterize situations where no player
can significantly improve her payoff by unilaterally deviating from her current strat-
egy, could serve as alternative solution concepts! provided that they exist and can be
computed efficiently. In this paper, we present the first positive algorithmic results
for approximate pure Nash equilibria in weighted congestion games. Our main con-
tribution is a polynomial-time algorithm that computes O(1)-approximate pure Nash
equilibria under mild restrictions on the game parameters; these restrictions apply to
important subclasses of games in which not even the existence of such approximate
equilibria was known prior to our work.

Problem statement and related work. In a weighted congestion game, players com-
pete over a set of resources. Each player has a positive weight. Each resource incurs
a latency to all players that use it; this latency depends on the total weight of the
players that use the resource according to a resource-specific, non-negative, and non-
decreasing latency function. Among a given set of strategies (over sets of resources),
each player aims to select one selfishly, trying to minimize her individual total cost,
i.e., the sum of the latencies on the resources in her strategy. Typical examples include
weighted congestion games in networks, where the network links correspond to the
resources and each player has alternative paths that connect two nodes as strategies.

The case of unweighted congestion games (i.e., when all players have unit weight)
has been widely studied in the literature. Rosenthal [1973] proved that these games
admit a potential function with the following remarkable property: the difference in
the potential value between two states (i.e., two snapshots of strategies) that differ
in the strategy of a single player equals to the difference of the cost experienced by
this player in these two states. This immediately implies the existence of a pure Nash
equilibrium. Any sequence of improvement moves by the players strictly decreases the
value of the potential and a state corresponding to a local minimum of the potential
will eventually be reached; this corresponds to a pure Nash equilibrium. For weighted
congestion games, potential functions are known only in the case where the latency
functions are linear or exponential (see [Fotakis et al. 2005; Harks and Klimm 2010;
Panagopoulou and Spirakis 2006]). Actually, in games with polynomial latency func-
tions (of constant maximum degree higher than 1), pure Nash equilibria may not exist
[Goemans et al. 2005; Harks and Klimm 2010]. In general, the problem of deciding
whether a given weighted congestion game has a pure Nash equilibrium is NP-hard
[Dunkel and Schulz 2008].

Potential functions provide only inefficient proofs of existence of pure Nash equilib-
ria. Fabrikant et al. [2004] proved that the problem of computing a pure Nash equi-
librium in a (unweighted) congestion game is PLS-complete (informally, as hard as

! Actually, approximate pure Nash equilibria may be more desirable as solution concepts in practical decision
making settings since they can accommodate small modeling inaccuracies due to uncertainty (e.g., see the
arguments in [Christin et al. 2004]).



it could be, given that there is an associated potential function; see [Johnson et al.
1988]). This negative result holds even in the case of linear latency functions [Ack-
ermann et al. 2008]. One consequence of PLS-completeness results is that almost all
states in some congestion games are such that any sequence of players’ improvement
moves that originates from these states and reaches pure Nash equilibria is exponen-
tially long. Such phenomena have been observed even in very simple weighted conges-
tion games (see [Ackermann et al. 2009; Even-Dar et al. 2007]). Efficient algorithms
are known only for special cases. For example, Fabrikant et al. [2004] show that the
Rosenthal’s potential function can be (globally) minimized efficiently by a flow com-
putation in unweighted congestion games in networks when the strategy sets of the
players are symmetric.

The above negative results have led to the study of the complexity of approximate
pure Nash equilibria (or, simply, approximate equilibria). A p-approximate (pure Nash)
equilibrium is a state, from which no player has an incentive to deviate so that she de-
creases her cost by a factor larger than p. In our recent work [Caragiannis et al. 2011],
we present an algorithm for computing O(1)-approximate equilibria in unweighted
congestion games with polynomial latency functions of constant maximum degree. The
restriction on the latency functions is necessary since, for more general latency func-
tions, Skopalik and Vicking [2008] show that the problem is still PLS-complete for
any polynomially computable p (see also the discussion in [Caragiannis et al. 2011]).
Improved bounds are known for special cases. For symmetric unweighted congestion
games, Chien and Sinclair [2011] prove that the (1 + €)-improvement dynamics con-
verges to a (1 + ¢)-approximate equilibrium after a polynomial number of steps; this
result holds under mild assumptions on the latency functions and the participation of
the players in the dynamics. Efficient algorithms for approximate equilibria have been
recently obtained for other classes of games such as constraint satisfaction [Bhalgat
et al. 2010; Nguyen and Tardos 2009], anonymous games [Daskalakis and Papadim-
itriou 2007], network formation [Anshelevish and Caskurlu 2009], and facility location
games [Cardinal and Hoefer 2010].

In light of the negative results mentioned above, several authors have considered
other properties of the dynamics of congestion games. The papers [Awerbuch et al.
2008; Fanelli and Moscardelli 2009; Goemans et al. 2005] consider the question of
whether efficient states (in the sense that the total cost of the players, or social cost,
is small compared to the optimum one) can be reached by best-response moves in lin-
ear weighted congestion games. In particular, Awerbuch et al. [2008] show that using
almost unrestricted sequences of (1 + ¢)-improvement best-response moves, the play-
ers rapidly converge to efficient states. Unfortunately, these states are not approxi-
mate equilibria, in general. Similar approaches have been followed in the context of
other games as well, such as multicast [Charikar et al. 2008; Chekuri et al. 2007], cut
[Christodoulou et al. 2006], and valid-utility games [Mirrokni and Vetta 2004].

Our contribution. To the best of our knowledge, no efficient algorithm for com-
puting approximate equilibria is known for (any broad enough subclass of) weighted
congestion games. We fill this gap by presenting an algorithm for computing O(1)-
approximate equilibria in weighted congestion games with polynomial latency func-
tions of constant maximum degree. For games with linear latency functions, the ap-

proximation guarantee is % + O(~) for arbitrarily small v > 0; for latency functions

of maximum degree d > 2, it is d2¢+°(4), The algorithm runs in time that is polynomial
in the number of bits in the representation of the game and 1/~.

This result is much more surprising than it looks at first glance. In particular,
weighted congestion games with superlinear latency functions do not admit poten-
tial functions, the main tool that is exploited by all known positive algorithmic results



for (approximate) equilibria in congestion games. Given this, it is not even clear that
O(1)-approximate equilibria exist. In order to bypass this obstacle, we introduce a new
class of potential games (that we call ¥-games), which “approximate” weighted con-
gestion games with polynomial latency functions in the following sense. U-games of
degree 1 are linear weighted congestion games. Each weighted congestion game of de-
gree d > 2 has a corresponding ¥-game of degree d defined in such a way that any
p-approximate equilibrium in the latter is a d!p-approximate equilibrium for the for-
mer. As an intermediate new result, we obtain that weighted congestion games with
polynomial latency functions of degree d have d!-approximate equilibria.

So, our algorithm is actually applied to W-games. It has a simple general structure,
similar to our recent algorithm for unweighted congestion games [Caragiannis et al.
2011], but has also important differences that are due to the dependency of the cost of
each player on the weights of other players. Given a U-game of degree d and an arbi-
trary initial state, the algorithm computes a sequence of best-response player moves
of length that is bounded by a polynomial in the number of bits in the representation
of the game and 1/v. The sequence consists of phases so that the players that par-
ticipate in each phase experience costs that are polynomially related. This is crucial
in order to obtain convergence in polynomial time. Within each phase, the algorithm
coordinates the best-response moves according to two different but simple criteria;
this is the main tool that guarantees that the effect of a phase to previous ones is
negligible and, eventually, an approximate equilibrium is reached. The approximation
guarantee is slightly higher than a quantity that characterizes the potential functions
of U-games; this quantity (which we call the stretch) is defined as the worst-case ratio
of the potential value at an almost exact pure Nash equilibrium over the globally op-

timum potential value and is almost 3+2—\/5 for linear weighted congestion games and

d?to(@) for W-games of degree d > 2. Our analysis follows the same main steps as in our
recent paper [Caragiannis et al. 2011] but uses significantly more involved arguments
due to the definition of ¥-games.

We also present a similar but slightly inferior algorithm that is applied directly to
weighted congestion games of maximum degree d > 2 and reveals a rather surprising
structural property of their Nash dynamics: starting from any initial state, the algo-
rithm identifies a polynomially-long sequence of best-response moves that lead to a
do(dQ)-approximate equilibrium. Even though the definition of this algorithm does not
make any use of properties of U-games, the analysis is heavily based on them, similarly
to the analysis of our main algorithm.

We remark that, following the classical definition of polynomial latency functions
in the literature, we assume that they have non-negative coefficients. This is a nec-
essary limitation since the problem of computing a p-approximate equilibrium in (un-
weighted) congestion games with linear latency functions with negative offsets is PLS-
complete for any polynomial-time computable p > 1 [Caragiannis et al. 2011].

Roadmap. We begin with preliminary general definitions in Section 2. Section 3 is
devoted to W-games and their properties. We present our algorithm and its analysis in
Section 4 and conclude with open problems in Section 5. Due to lack of space, many
proofs as well as our structural result have been omitted from this version.

2. DEFINITIONS AND PRELIMINARIES

In general, a game can be defined as follows. It has a set of n players A; each player
u € N has a set of available strategies ¥,. A snapshot of strategies, with one strat-
egy per player, is called a state. Each state S € [], .\ X incurs a positive cost c,(S5)
to player u. Players act selfishly; each of them aims to select a strategy that mini-
mizes her cost, given the strategies of the other players. Given a state S and a strat-



egy s, € %, for player u, we denote by (S_,,s,) the state obtained from S when
player u deviates to strategy s/,. For a state S, an improvement move (or, simply, a
move) for player u is the deviation to any strategy s/, that (strictly) decreases her
cost, i.e., ¢, (S_u,s),) < cu(5). For p > 1, such a move is called a p-move if it satis-

fies ¢, (S—_u, 8,) < # A best-response move is a move that minimizes the cost of the

player (of course, given the strategies of the other players). So, from state .S, a move
of player u to strategy s, is a best-response move (and is denoted by BR,(S)) when
cu(S—u, $),) = minges, ¢, (S—y, s). A state S is called a pure Nash equilibrium (or, sim-
ply, an equilibrium) when ¢, (S) < ¢, (S_y, s,,) for every player v € A and every strat-
egy s, € ¥,. In this case, we say that no player has (any incentive to make) a move.
Similarly, a state is called a p-approximate pure Nash equilibrium (henceforth called,
simply, a p-approximate equilibrium) when no player has a p-move. Also, a state is
called a p-approximate equilibrium for a subset of players A C N if no player in A has
a p-move. We use the term Nash dynamics of a game in order to refer to the directed
graph with nodes that correspond to the possible states of the game and directed edges
that indicate improvement player moves; pure Nash equilibria correspond to sinks of
the Nash dynamics.

A weighted congestion game G can be represented by the tuple
(N, E, (wo)uens (Zw)uens (fe)ecr). There is a set of n players N and a set of re-
sources E. Each player u has a positive weight w, and a set of available strategies 3;
each strategy s, in ¥, consists of a non-empty set of resources, i.e., s, C 2¥. Each
resource ¢ € ' has a non-negative and non-decreasing latency function f. defined over
non-negative reals, which denotes the latency incurred to the players using resource
e; this latency depends on the total weight of players whose strategies include the par-
ticular resource. For a state S, let us define N, (5) to be the multi-set of the weights of
the players that use resource ¢ in S, i.e., N.(S) = {w, : u € N such that e € s,}. Also,
we use the notation L(A) to denote the sum of the elements of a finite multi-set of reals
A. Then, the latency incurred by resource e to a player u that uses it is f.(L(N¢(5))).
The cost of a player u at a state S is the total latency she experiences at the resources
in her strategy s, multiplied by her weight, i.e., c.(S) = wu Y ., fe(L(Ne(5))). We
consider weighted congestion games in which the resources have polynomial latency
functions with (integer) maximum degree d > 1 with non-negative coefficients. More

precisely, the latency function of resource e is f.(x) = ZZ:O ae xz® with ac > 0. The
special case of linear weighted congestion games (i.e., with latency functions of degree
1) is of particular interest. In general, the size of the representation of a weighted
congestion game is the number of bits required to represent the parameters a. ;. of
the latency functions, the weights of the players, and their strategy sets. In weighted
congestion games in networks, the network links are the resources. Each player «
aims to connect a pair of nodes (s,, t,) and her strategies are all paths connecting s,
with ¢, in the network. Note that the representation of such games does not need to
keep the whole set of strategies explicitly; it just has to represent the parameters a. x,
the weight and the source-destination node pair of each player, and the network.
Unweighted congestion games (i.e., when w, = 1 for each player u € N) as well as
linear weighted congestion games are potential games. They admit a potential func-
tion ® : [], X, — RT, defined over all states of the game, with the following property:
for any two states S and (S_,, s/,) that differ only in the strategy of player u, it holds
that ®(S_,, s},) — ®(S) = cu(S—u, s,) — cu(S). Clearly, the local minima of the potential
function correspond to states that are pure Nash equilibria. The existence of a poten-
tial function also implies that the Nash dynamics of the corresponding game is acyclic.
Potential functions for the two classes of games mentioned above have been presented
by Rosenthal [1973] and Fotakis et al. [2005], respectively. Unfortunately, weighted



congestion games with polynomial latency functions of degree at least 2 are not poten-
tial games and may not even have pure Nash equilibria [Goemans et al. 2005; Harks
and Klimm 2010].

3. V-GAMES

Our aim in this section is to define a new class of games which we call ¥-games and
study their properties. We will need the following interesting family of functions which
have also been used in [Caragiannis 2009] in a slightly different context.

Definition 3.1. For integer k£ > 0, the function ¥, mapping finite multi-sets of reals
to the reals is defined as follows: U4 () = 0 for any integer & > 1, ¥4(A) = 1 for any
(possibly empty) multi-set A, and for any non-empty multi-set A = {a1, a2, ...,ar} and
integer k£ > 1,

k
A=k > J]oa

1<d <...<dp<tt=1

So, U, (A) is essentially the sum of all monomials of total degree k on the elements of
A. Each term in the sum has coefficient k!. Clearly, ¥;(A) = L(A). For k > 2, compare
U (A) with L(A)* which can also be expressed as the sum of the same terms, albeit
with different coefficients in {1, ..., k!}, given by the multinomial theorem.

We are ready to define U-games. A U-game G of (integer) degree d > 1 can be repre-
sented by the tuple (N, E, (wy)uen, (Zu)uen's (Gek)ecE k=0,1,....d)- Similarly to weighted
congestion games, there is a set of n players N and a set of resources E. Each player
u has a weight w,, and a set of available strategies X, ; each strategy s, € ¥, consists
of a non-empty set of resources, i.e., s, C 2. Each resource ¢ is associated with d + 1
non-negative numbers a. j for k = 0,1, ..., d. Again, for a state S, we define N.(5) to be
the multi-set of weights of the players that use resource e at state S. Then, the cost of
a player u at a state S is defined as

d
Eu(S) =wu 3 Y ek Vr(Ne(S5)).

e€sy k=0

Of course, the general definitions in the beginning of Section 2 apply also to ¥-games.
With some abuse in notation, we also use 0 to refer to the pseudo-state in which no
player selects any strategy and BR,(0) to denote the best-response of player v assum-
ing that no other player participates in the game.

Clearly, given a weighted congestion game with polynomial latency functions of max-
imum degree d, there is a corresponding W-game with degree d, i.e., the one with the
same sets of players, resources, and strategy sets, and parameters a.j for each re-
source ¢ and integer k = 0, 1, ..., d equal to the corresponding coefficient of the latency
function f.. Observe that ¥-games of degree 1 are linear weighted congestion games.
As we will see below, in a sense, a U-game of degree d > 2 is an approximation of its
corresponding weighted congestion game.

We remark here that a different approximation of weighted congestion games has
been recently considered by Kollias and Roughgarden [2011]. Given a weighted con-
gestion game, they define a new game by answering the following question: how should
the product of the total weight of the players that use the resource times its latency
be shared as cost among these players so that the resulting game is a potential game?
Their games use a different sharing than the weight-proportional one used by weighted
congestion games. In contrast, our approach is to define an artificial latency on each
resource e (by replacing the term a. , L(N,(S))* with a, ;U (N,(9)) in the latency func-
tions) so that weight-proportional sharing yields a potential game. This guarantees the



relation between approximate equilibria in weighted congestion games and ¥-games
presented in Lemma 3.5 below, which is crucial for our purposes. Also, the idea of ap-
proximating non-potential games by potential ones has been recently used in a slightly
different context by Candogan et al. [2011a; 2011b].

3.1. Properties of W-games

The following lemma is proved in (the full version of) [Caragiannis 2009] and is exten-
sively used in our proofs.

LEMMA 3.2. For any integer k > 1, any finite multi-set of non-negative reals A, and
any non-negative real b the following hold:

a. L(A)* < Uy (A) < KIL(A) d. UL(AU{b}) — Uy(A) = kbTj,_y (AU {b})
b Upo_y (A)F < Wy (A)E—1 e. Uy(A) < kU (A)Ty_1(A)
¢ Ur(AU{bY) = Si_g b Wr—e(A) £ WR(AU{b}) < (T({0})VF + Wy (A)/4)"

We now present a very important property of W-games.

THEOREM 3.3. The function ®(S) =3, ZZ:O 757 Vi1 (Ne(9)) is a potential func-
tion for V-games of degree d.
PROOF. Consider a player u, a state S in which u plays strategy s, and state

(S_u,s.,) where u has deviated to strategy s/,. Using the definition of the potential
function, we have

O(S) — (Su, 50,)

ZZ Ge,k \I/kJrl ZZ cek ‘I"k+1 (S*H’S;))

ek() ek()

:sz

e€sy,\s!, k=0

Ne(8)) = Wgs1(Ne(S—u, 57,)))

+ 3 Zk Vst 1 (Ne(S)) = Wpi1 (Ne(S_i, 85,)))

ecs’ \5uk 0
= Z Zae k’wu\I/k Z Zae kwu‘llk S—lu u))
e€sy\s!, k=0 ecs’ \suk 0
d
= Wy Z Za@k‘l/k(Ne Z Zae k‘llk S—ua u))
e€sy k=0 e€s), k=0

= ¢,(S) — éu(S—u, s),)-
The third equality follows by Lemma 3.2d and the facts that N.(S) = N.(S_,, s,,)U{w., }

for every resource ¢ € s, \ s, and N.(S_,,s),) = Ne(S) U {w,} for every resource e €

8!, \ su. The last equality follows by the definition of ¢,. O

As a corollary, we conclude that the Nash dynamics of ¥-games are acyclic; hence,
these games admit pure Nash equilibria. Recall that ¥-games of degree 1 are linear
weighted congestion games; for this specific case, Theorem 3.3 has been proved in
[Fotakis et al. 2005].

In the following, we study the relation between the approximation guarantee of a
state for a U-game and its corresponding weighted congestion game with polynomial
latency functions.



CLAIM 3.4. Consider a weighted congestion game with polynomial latency func-
tions of degree d and its corresponding V-game. Then, for each player u and state S,
cu(9) < é,(5) < dley(S).

Using Claim 3.4, we can obtain a relation between approximate equilibria as well.

LEMMA 3.5. Any p-approximate pure Nash equilibrium for a V-game of degree d
is a d!p-approximate pure Nash equilibrium for the corresponding weighted congestion
game with polynomial latencies.

Since pure Nash equilibria always exist in ¥-games, the last statement (applied with
p = 1) implies the following.

THEOREM 3.6. Every weighted congestion game with polynomial latency functions
of maximum degree d has a d!-approximate pure Nash equilibrium.

3.2. Subgames and partial potentials

We now define restrictions of the potential function of ¥-games. Given a state S and a
set of players A C N, we denote by NA(S) the multiset of the weights of players in A
that use resource e in S. Then, we define

ZZ P (NA(S)).

We can think of ®# as the potential of a subgame in which only the players of A par-
ticipate.

We also use the notion of the partial potential to account for the contribution of
subsets of players to the potential function. Consider sets of players A and B with
B C A C N. Then, the B-partial potential of the subgame among the players in A is
defined as

DA(S) = dA(S) — dA\E(9).

When A = N, we remove the superscript from partial potentials, i.e., ®5(S) = &% (9).
Also, when B is a singleton containing player u, we simplify the notation of the partial
potential to ®2(S). Furthermore, observe that ®4(S5) = ®4(9).

The next four claims present basic properties of partial potentials.

CLAIM 3.7. Let S be a state of a V-game and let B C A C N. Then, @g(S) < Bp(9).

CLAIM 3.8. Let A C N be a set of players and let S and S’ be states such that each
player in A uses the same strategy in S and S’. Then, for every set of players B C A,
D3(5) = 25(S").

CLAIM 3.9. Let S be a state of a V-game and let u be a player. Then, ©,(S) = ¢,(S).

CLAIM 3.10. Let u be a player and A C N a set of players that contains u. Then,
for any two states S and S’ that differ only in the strategy of player u, it holds that
(I)A(S) - (I)A(Sl) = éu(S) - éu(sl)

In particular, Claim 3.10 implies that the A-partial potential can be thought of as a
potential function defined over all states in which each player in N\ A uses the same
strategy.

We proceed with the following interesting property that shows that the potential
function of U-games is cost-revealing. It also implies (for A = N) that the potential of
a state lower-bounds the total cost of all players.



LEMMA 3.11. For every state S of a V-game and any set of players A C N, it holds
that ®A(S) <> ,c4 CulS).

3.3. The stretch of the potential function

An important quantity for our purposes is the stretch of the potential function of W-
games; a general definition that applies to every potential game follows.

Definition 3.12. Consider a potential game with a positive potential function ® and
let S* be the state of minimum potential. The p-stretch of the potential function of
the game is the maximum over all p-approximate pure Nash equilibria S of the ratio
D(S5)/®(57).

The next two statements provide bounds on the p-stretch of the potential function of
U-games of degree 1 (i.e., linear weighted congestion games) and d > 2, respectively.

LEMMA 3.13. For every p € [1,11/10], the p-stretch of the potential function of a
linear weighted congestion game is at most # +6(p—1).

PROOF. Let S* be the state of minimum potential and S be a p-approximate equilib-
rium. For each player u, we denote by s, and s}, the strategies she plays at states S and

S*, respectively. Using the p-approximate equilibrium condition ¢, (S) < p- ¢, (S_y, sk),
the definition of the cost of player u, and the definition of function ¥, we obtain

> eulS) < pwu Y (ae1%1(Ne(S—u, 5%)) + ac)
§ PWy Z (ae,l\Ijl(Ne(S) U {wu}) + ae,())

*
ecsy,

= pwy Z (ae,1 W1 (Ne(S)) + e, 1wy + Gey)-

*
ecsy

By summing over all players, by exchanging sums, and using the definition of N, (5*),
we obtain

D culS) < pD wu Y (ac1V1(Ne(S)) + deawy + ac,o)

$*
ecsy,

PY | acaWi(Ne(8) D wutacs Y, wltaco Y, wa

. * . * . *
ueesy ueesy ueesy,

PZ e 1 W1(Ne(S))W1(Ne(S™)) + e Z W) + ae,0W1(Ne(S*))

. *
ueesy

We now apply the inequality zy < 5 (5\/5—\/15) y? + f;g:cQ that holds for any pair of non-

negative x and y on the rightmost part of the above derivation to obtain
Z cu(S)
V5 -1 o2, V5—
<p> <7ae LWL (N (57)% +

(\}

Qe lqll(Ne(S))Q

)

=

23— V5)

w

(&



. *
uzecsy,

57\/5 *1)2 %
= p; (mae,l (\Ill(Ne(S )) + Z ’Ll)i) +aey()\I/1(Ne(S )))

. *
uecsy

N Z - 3\f (\Ifl(Ne(S*))2 > wi) +%PZ%J‘I’1(N (8))°

ue€sy,

+ae,1 Z w3+ae,()\111(Ne(S*)))

Now, observe that U;(N.(S*))? > Y. ecst w? for every resource e. Furthermore,
W1 (Ne(S*))? 4+ pecs: w2 = Ua(N(5*)). Hence, we have

Zcu(S)

Py <Mae,1%(1ve<s*>>+ae’°‘1’( ) )

4(3 —/5)
< Lﬁpz(“‘;’lwmw*)wae,ew< (57) )

pZae 10 (

= 23-5
55 o V5-2 ,
- mpcb(s )+ 3_\/5p282a6,1\111(Ne(5)) , 1

We now use the definition of ®(5), the fact that for every player v and resource
e € Sy, it holds that w, < ¥1(NV.(9)), and the definition of the cost of player «. We have

B(S) = 3 (G FNAS) + oo (Ne(5)))
= Z ( Z u\Ifl(Ne(S)) +wi) + ae Z 'Ll)u>
3 (% 3 ((6—2\/5)wu\111( N.(S) + (V5 — )ud) +ac0 > wu>

e UIEESy UEESy
— 8- VH 0 X (0N 0c) + (V-2 Tas 3
ecsy UeESy
SUEE) I R
UEESy,
) SACRINCEED D SRCRRICEE) A s
u e UEE Sy, UIEE Sy,
By applying inequality (1) to the rightmost part of this derivation, we obtain
5—-5b
o(S5) < 5 p®(S™) + \/_*2/72%1‘1’ (9)) 72 Zael Zw

UIEE Sy,

+(V5=2)> " ac oW1 (Ne(S))



5-5
2

+2V5—4)p ) (a—; (\Ih(Ne(S))2 + > wi) + ae,o%(Ne<S))>

UeESy

IN

p®(S7)

2

= 2B (s + (VB - )p0(S).

Y5 () 4 (VB - 9p Y (FLHEANLS)) + ac oW1 (N(S)))

The last inequality implies that ®(5) is not larger than %@(S *) which can

be easily proved to be at most (‘”2—\/5 +6(p— 1)) ®(S*) when p € [1,11/10]. O

LEMMA 3.14. The p-stretch of the potential function of a V-game of degree d > 2 is
at most p(p + 1)4(d + 1)*+1,

In the rest of the paper, we denote by 6,(p) the upper bounds on the p-stretch given

by Lemmas 3.13 and 3.14, namely 6, (p) = 325 1-6(p—1) and 0a(p) = p(p+1)4(d+1)*+1.
The next lemma extends these bounds to partial potentials.

LEMMA 3.15. Consider a V-game of degree d and a state S which is a p-approximate
pure Nash equilibrium for a set of players R C N. Then, ®r(S) < 04(p)®r(S*) for any
state S* such that each player in N'\ R uses the same strategy in S and S*.

4. THE ALGORITHM

In this section we describe our algorithm (Algorithm 1; see the table below). The algo-
rithm takes as input a ¥-game G of degree d with n players, an arbitrary initial state S
of the game, and a small positive parameter . It produces as output a state of G. The
algorithm starts by initializing its parameters, namely ¢y ax, ¢min, ™, g, ¢, and p (lines
1-6). It first computes the minimum possible cost ¢,,;, among all players and the maxi-
mum cost ¢, experienced by players in the initial state S. Then, it sets the parameter
m equal to log (émax/¢min); in this way, m is polynomial in the number of bits in the rep-
resentation of the game (i.e., polynomial in the number of bits necessary to store the
parameters a. , and the weights of the players). Then, the parameter g is set close to

-1
1 (namely, ¢ = 1 + ) and parameter p is set close to 6,4(¢) (namely, p = (m — 27) ).

Recall that 0,(q) is the bound on the ¢-stretch of the potential function of U-games of
degree d in the statements of Lemmas 3.13 (for d = 1) and 3.14 (for d > 2).

Then, the algorithm runs a sequence of phases; within each phase, it coordinates
best-response moves of the players. This process starts (line 7) by computing a de-
creasing sequence of boundaries by, b1, bo, ..., b,, that will be used to define the sets
of players that are considered to move within each phase. Then, it executes phase 0
(lines 8-10). During this phase, as long as there are players of cost at least b; that have
a g-move, they play a best-response strategy. Hence, after the end of the phase, all
players with cost higher than b, are in a ¢g-approximate equilibrium. Then, the algo-
rithm uses set F' to keep the players whose strategies have been irrevocably decided;
F is initialized to () in line 11. Phases 1 to m — 1 (lines 12-17) constitute the heart of our
algorithm. During each such phase 7, the algorithm repeatedly checks whether, in the
current state, there is a player that either has cost higher than b; that has a p-move
or her cost is in [b; 11, ;) and has a g-move. While such a player is found, she deviates



input : A VU-game G of degree d with a set A/ of n players, an arbitrary initial state
S,and vy > 0 with v € (0,1/10] ifd =1 and v € (0 , otherwise

output: A state of G

émin < Minyen ¢u(0—y, BR.(0));

Cmax < Maxuen Cu(9);

m < log (émax/émin);

g+ 2 (1 +m(l+ 'y*l))d dony~3;
g1+

—1
1 .
P (@d(Q) 727) ?

7 fori < 0tom do b; < émaxg '
8 while there exists a player u € N such that é.(S) € [b1, +00) and
éu(S—u, BRu(S)) < ¢u(S)/q do
9 | S (S—u,BRu(Y));
10 end
11 F <« 0
12 for phasei <+ 1tom —1 do
13 while there exists a player uw € N\ F such that either ¢,(S) € [b;, +o0) and
Cu(S—u, BRu(S)) < éu(S)/por éu(S) € [bit1,bi) and éu(S—u, BRu(S)) < ¢u(S)/q

1
50,

LI [SUI U

)

do
14 | S+« (S—u,BRu(S));
15 end
16 F+ FU{ueN\F:c(S)€[bi,+0)};
17 end

ALGORITHM 1: Computing approximate equilibria in ¥-games.

to her best-response strategy. The phase terminates when no such player exists and
the algorithm irrevocably decides the strategy of the players that have cost at least
b;. These players are included in set I'; at this point, they are guaranteed to be at a
p-approximate equilibrium. Subsequent moves by other players may either increase
their cost or decrease the cost they could experience by deviating to another strategy.
As we will show, these changes are not significant and each player will still be at an
almost p-approximate equilibrium at the end of all phases. The fact that plays a cru-
cial role towards proving such a claim is that, at the end of each phase i, any player
with cost in [b;11,b;) is guaranteed to be in a g-approximate equilibrium. Note that
b < émin and, eventually, all players will be included in set F.

We remark that the sequence of the phases is similar to the one in our algorithm for
unweighted congestion games with polynomial latency functions of constant degree d
in [Caragiannis et al. 2011]. However, there is an important difference. In that context,
each player is considered to move during only two consecutive phases; these phases
are defined statically based only on the characteristics of the particular player. The
main reason that allows this is that the cost that a player may experience by following
a specific strategy may change by at most a polynomial factor (namely, at most n?)
during the execution of the algorithm. This is not the case in the context of ¥-games
since the fact that the cost of a player depends on the weights of the other players does
not satisfy this polynomial relation. So, in the current algorithm, the players that are
considered to move within each phase are decided dynamically based on the cost they
experience during a phase. In this way, a player may (be considered to) move in many
different phases.

Below, we will prove the following statement.



THEOREM 4.1. Algorithm 1 computes a pq-approximate equilibrium for every V-
game of constant degree d, where p; = 3+2—‘/5 +O(y) and pg € d4+°4). The running time
is polynomial in v~! and in the number of bits in the representation of the game.

Combined with Lemma 3.5, Theorem 4.1 immediately yields the following result for
weighted congestion games.

THEOREM 4.2. When Algorithm 1 is applied to the V-game corresponding to
weighted congestion game with polynomial latency functions of constant degree d, i
computes a state which is a pg-approximate equilibrium for the latter, where p; =

3435 4 O(v) and pg € A0 for d > 2.

The rest of this section is devoted to proving Theorem 4.1. Throughout the section
we consider the application of the algorithm on a U-game of degree d and denote by S°
the state computed by the algorithm after the execution of phase i fori =0,1,...,m — 1.
Also, we use R; to denote the set of players that make at least one move during phase i.
Our arguments are split in three parts. First, we present a key property maintained by
our algorithm stating that the R;-partial potential is small when the phase i > 1 starts.
Then, we use this fact together with the parameters of the algorithm to prove that the
running time is polynomial. The proof of the approximation guarantee follows. Recall
that the players whose strategies are irrevocably decided during phase j > 1 are at a
p-approximate equilibrium at the end of the phase. The purpose of the third part of the
proof is to show that for each such player, neither her cost increases significantly nor
the cost she would experience by deviating to another strategy decreases significantly
after phase j. Hence, the approximation guarantee in the final state computed by the
algorithm is slightly higher than p.

We remark that the analysis follows the same general steps as in our recent paper
on unweighted congestion games [Caragiannis et al. 2011]. However, due to the def-
inition of ¥-games and the dependency of players’ cost on the weights, different and
significantly more involved arguments are required, especially in the first and third
step.

~ Q

4.1. Proving the key property
The key property maintained by our algorithm is the following.

LEMMA 4.3. For every phase i > 1, it holds that ®r,(S*') < v~ !nb;.

PROOF. In order to prove the key property maintained by our algorithm, we will
need the following lemma which relates the R;-partial potential to the cost the players
in R; experience when they make their last move within phase i.

LEMMA 4.4. Let é(u) denote the cost of player u € R; just after making her last move
within phase i > 1. Then,

Pr, (S < Z é(u).

ueER;

PROOF. Rename the playersin R; as ui, uz, ..., u|r,| so that u; is the j-th player that
performed her last move within phase ¢ > 1. Also, denote by S*’ the state in which
player u; performed her last move. Let RLR” = ( and Rj = {ujq1,uj42...,ug, } for
j=0,1,2,....|R;| — 1. Then,

|Ri| , |Ri|
B, (S1) = B(ST) — PV \Ri(gi) Z ((I)N\RJ (5%) _gN\RI™ 1 ) ) Z(I)N\R

Jj=1



= S eV s) < S @y, (57) = 3 éu).

j=1 j=1 wER;

The first three equalities follow by the definition of the partial potential functions and
the definition of sets R;. The fourth equality follows by Claim 3.8 since players in N'\ R}
do not move after state S’/ and until the end of the phase. The inequality follows by
Claim 3.7 and the last equality follows by Claim 3.9 and the definition of ¢(u). O

We now proceed to the proof of Lemma 4.3. For the sake of contradiction, we assume
that ®x,(S*"1) > v !nb; and we denote by P; and Q; the set of players in R; whose last
move was a p-move and g-move, respectively. Since each player in P; decreases her cost
by at least (p — 1)¢é(u) during her last move within phase i (see Claim 3.10), we have

Or,(5) < (ST~ (p—1) Y éu).

u€eP;

By Lemma 4.4 and the fact that each player in Q; experiences a cost of at most b; when
she makes her last move within phase i, we have

D é(u) = g, (S) = > é(u) = g, (S7) - nb;.

u€eP; uUEQ;
Using the last two inequalities and our assumption, we obtain that
D, (S°) < p,(S7Y) = (p— DR, (S) + (p — 1)nbs
< (1L+ (= 1D)1Pr (S — (p— DPr,(S)
which implies that

Bp,(S7) < G) Jr’y) Dp, (5171,

Now, consider state S~ ! and let X; and Y; be the sets of players in R; with cost at
least b; and smaller than b;, respectively. Notice that, by the definition of phase i — 1,
Si~1is a g-approximate equilibrium for the players in X;. We construct a new ¥-game
of degree d among the players in N as follows. The new game has all resources of the
original game; the parameters a.  for these resources are the same as in the original
game. In addition, the new game has a new resource ¢, for each player u € Y;; the
parameters for this resource are ac, o = b;/w, and a., = 0for k =1, ..., d. Each player
in N\ Y; has the same set of strategies in the two games. The strategy set of player
u € Y; consists of the strategy s, she uses in S*~! as well as strategy s/, U {e, } for each
strategy s, # s, she has in the original game.

Let Si~! be the state of the new game in which all players play their strategies in
Si=1. Clearly, state S*~! is a g-approximate equilibrium for the players in X;. Also, at
state Si~!, each player u € Y; experiences a cost equal to the cost she experiences at
state S'~! of the original game, i.e., smaller than b;. In the new game, any deviation of
u would include resource e,, and would increase the cost of player u to at least wya., o =
b;. Hence, S"~! is a g-approximate equilibrium for the players of Y; as well. We use ®
to denote the potential of the new game. Since the players use the same strategies in
states S*~! and S~! and the parameters a. ;, of the original resources are the same in
both games, we have ®p, (S'™1) = g, (S71).

Now, let S® be the state in which each player in A/ \ Y; uses her strategy in S* and
the strategies for the players in Y; are defined as follows. Let u be a player of Y; and
s' be the strategy she uses at state S° of the original game. Her strategy in state S’ of



the new game is s/, U {e, } if 5|, # s, and s, otherwise. Observe that, by the definition
of the partial potential, we have that the partial potential ® g, (S’) of the new game at
state S is by at most ), .y ac, 0¥1(Ne, (57)) < nb; higher than the partial potential of
the original game at state S’ (due to the contribution of the additional resources to the
potential value). Hence,

) ) 1 )
(S) < B, (S°) + nb; < (; + 27) Dp, (S

1 — - 1 -

=42y | g, (871 = ——Pp,(ST).
(p ’ 7) n 5T = g )
So, we have identified a state S*~! of the new game which is a g-approximate equilib-
rium for the players in R; and another state S* such that the players in V' \ R; use the
same strategies in S°~! and S* and ®g, (S°"!) > 04(q)Pr, (S?). This contradicts Lemma
3.15 and, subsequently, it also contradicts our assumption ®g,(S"!) > v~ Inb;. The
lemma follows. O

4.2. Bounding the running time
We will now use Lemma 4.3 and the properties of U-games to prove that the algorithm
terminates quickly.

LEMMA 4.5. The algorithm terminates after a number of steps that is polynomial

in the number of bits in the representation of the game and v~ .

PROOF. Clearly, if the number of strategies is polynomial in the number of re-
sources, computing a best-response strategy for a player u can be trivially performed in
polynomial time (by the definition of ¢, ). This is also the case for weighted congestion
games in networks (where the number of strategies of a player can be exponential)
using a shortest path computation. So, it remains to bound the total number of player
moves.

At the initial state, the total cost of the players and, consequently (by Lemma 3.11),
its potential is at most né,,.c. Each of the players that move during phase 0 decreases
her cost and, consequently (by Theorem 3.3), the potential by at least (¢ — 1)b; =
~vg 'émax. Hence, the total number of moves in phase 0 is at most ny~'g. For i > 1,
we have @, (S%) < nb;y~! (by Lemma 4.3). Each of the players in R; that move during
phase i decreases her cost and, consequently (by Claim 3.10), the R;-partial potential
by at least (¢—1)b; 11 = b;g~'~. Hence, phase i completes after at most ngy~2? moves. In
total, we have at most mngy~2 moves. The theorem follows by observing that g depends
polynomially on m, n, and y~!. O

4.3. Proving the approximation guarantee

It remains to prove that our algorithm computes approximate equilibria. Our proofs
will exploit Lemma 4.3 as well as the following lemma which relates the cost of a player
in a state to the partial potential of two different subgames.

LEMMA 4.6. Consider a V-game of degree d, a player u and a set of players R C
N\ {u}. Then, for every state S and every € > 0, it holds that

eu(S) < (1+ e @VE(S) + gy (),
where £ = (14 1/€)%d? — 1.

Using Lemmas 4.3 and 4.6, we will show that neither the cost of a player increases
significantly after the phase at the end of which her strategy was irrevocably decided



(in Lemma 4.7), nor the cost she would experience by deviating to another strategy
decreases significantly (in Lemma 4.8).

LEMMA 4.7. Let u be a player whose strategy was irrevocably decided at phase j.
Then, é,(S™™1) < (1 4 2v)e.(S7).

PROOF. For every i > j and ¢ > 0, we apply Lemma 4.6 for strategy S, player u,
and the set of players R; that move during phase i to obtain

eu(S) < (14 @)V + gy M (57
= (1+ @R (51 4 gy 1 (57)

(1+ €)@, (S 1) + &Pr, (S)
(1+ G)é'u(si_l) + &P, (Si_l)'
The equality holds by Claim 3.8 since the players in N\ R; do not move during phase
i. The second inequality follows by Claim 3.7. The last one follows by Claim 3.9 and
since the R;-partial potential decreases during phase 1.

We now set € = (14+7)'/™—1. This implies that (1+¢)™ = I+yand € > X (147)/m~1 >
(m (1+7_1))_1 and, by the definition of the parameters g and v, &, = (1-+m/(14+y1))4d¢—
1< 97 <

<
<

. Using the above inequality together with these observations, we

PR
obtaln
m—1
Gu(S™) < (L™ eu(S) H e Y (LT TR (ST
i=j+1
< (14 )™ (S7) + (1 + e)™e. §:<p (1)
i=j+1
< (147 + (1 +7é > nby™!
i=j+1
m—1—j

(1+7)ea(S7) + (1 +~1)enb; Z g7

(1+7)éu(S7) +2(1+ 7 ")éenbig ™
(1+7)eu(S7) + b,
(1+29)éu(S7).

The second inequality is obvious, the third one follows by Lemma 4.3 and by the rela-
tion between ¢ and v, the equality follows by the definition of b;, the fourth inequality
follows since g > 2 which implies that >°.., g=* < 2¢~!, the fifth one follows by our
observation about & above, and the last one follows since, by the definition of the al-
gorithm, the fact that the strategy of player u is irrevocably decided at phase j implies
that ¢,(57) > b;. O

ININ TN

LEMMA 4.8. Let u be a player whose strategy was irrevocably decided at phase j
and let s, be any of her strategies. Then, ¢,(S™ %, s.) > (1 — 27)éu (57, s.).

We are now ready to use the last two lemmas in order to prove the approximation
guarantee of the algorithm. This will complete the proof of Theorem 4.1.



LEMMA 4.9. Given a V-game of degree d, the algorithm computes a pq-approximate
equilibrium with p; < 3+2—‘/5 +O0(7y) and pg < Jato(d).

PrOOF. Consider the application of the algorithm to a W-game and let « be any
player whose strategy is irrevocably decided at the end of phase j of the algorithm.
Also, let s/, be any other strategy of this player. By Lemmas 4.7 and 4.8 and since, by
the definition of the algorithm, player u has no incentive to make a p-move at state 57,
we have

Wlfr) UAh) ) 1tk (9d<1 )‘7)_1'

eSS sy T (1=29) eu(S7,,s) T 1-2v 147y

Hence, the right-hand side of the above inequality upper-bounds the approximation
guarantee of the algorithm. For d = 1, the parameter ~ takes values in (0, 1/10]. Since
~v € (0,1/10] and 64 (14~) = #Jr&y (see Lemma 3.13), by making simple calculations,
we obtain that the algorithm computes a p;-approximate equilibrium with

3 5
p1 < +2\f + 110+.
For larger values of d, the algorithm uses v € (0, ﬁ@)]' Since 6,(1+) is non-decreasing
—1
in v, we have that (m - 27) < 304(2). Also, we have that v < 1/34 and hence

%ﬁ < 2. By using the value for 64(2) from Lemma 3.14, we have that the algorithm

computes a pg-approximate equilibrium with j; < 3¢+ (d + 1)4+! € gé¢+o@), o

5. CONCLUSIONS AND OPEN PROBLEMS

Our work reveals interesting open problems. The obvious one is whether approximate
equilibria with a better approximation guarantee can be computed in polynomial time.
We believe that our techniques have reached their limits for linear weighted conges-
tion games. However, in the case of superlinear latency functions, approximations of
weighted congestion games by potential games different than U-games might yield im-
proved (existential or algorithmic) approximation guarantees. On the conceptual level,
it is interesting to further explore applications of approximations of non-potential
games by potential ones like the one we have exploited in the current paper.
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