DRAFT version for discussion.
Analysis of FIRE facility usage in the FIRE research projects.

This analysis is divided in two parts one for call 2 STREPs and one for call 5 STREPS. 

The research projects in FIRE cover many areas in the FI area and many of the projects perform development and experiments with results derived in the projects. The total FIRE portfolio is described below with a catchword attached to each project.  
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Figure 1.

The description of the facility projects is of course very brief.  For example, the actual content of OneLab is not only Planetlab but also a wireless test bed (NITOS) and two measurement testbeds. PII includes several testbeds that are IMS oriented, but the main tool, TEAGLE, could be used in more general cases. SmartSantander will integrate not only Wisebed but also other wireless test beds.

Analysis of call 2 STREP projects.
The Call 2 projects are the ones to the left in figure 1.   

The use of FIRE experimental facilities have not expanded as hoped for. This lack of usage has several explanations and this analysis attempts to look at the FIRE call 2 STREPs in order to create an understanding why this is the case.

The current FIRE experimental facility availability is briefly described below:

1. OneLab/PlanetLab facilities have been available before call2 project start. The NITOS wireless test bed as federated with OneLab facilities is working in addition to PlanetLab. OneLab/PlanetLab has at the order of 40-60 European institutes attached to PlanetLab Europe and has developed use policies and user documentation.  

2. The Wisebed sensor facilities will accept external users beginning of September 2010.  User documentation is expected to become available at that time. Real use rather than testing of the facilities has not happened yet.

3. PanLab/PII is still discussing how to create a business offer for users outside the PII consortium. PanLab demonstrated in connection to the Barcelona FIA (July 2010) a set of experiments by PII partners using the TEAGLE tool. This should allow external use outside the consortium in a reasonable future. The research projects Vital++ and Self-Net have shown usage of TEAGLE.

4. Federica has since fall 2009 a set of users, but will not be able to accept much larger experimental community since the experimental resources are quite limited. FEDERICA has developed acceptable use polices and user documentation. The number of running experiments is at the order of 20. 

5. The IBBT virtual wall is not part of FIRE facilities, but is used by many projects especially in the call 5 portfolio (all these projects are in some way connected to IBBT Gent).

The questions this analysis attempts are:

· To what extent has it been possible for the research projects to use the facilities and to what extent have the facilities been used so far by Call 2 research projects? 
· Would a higher degree of usage been possible if facilities had been available earlier or if other actions to promote usage had been taken?

This analysis is created as a walkthrough of all call2 projects using available information on their experiments. Due to the lack of available information and difficulties to reach all projects this analysis is certainly still incomplete.

ECODE

ECODE performs research on cognitive routing. One of the use cases in ECODE is directed towards the development of a solution for speeding up the BGP path exploration process and allowing fast network recovery. This can today be experimented using the IBBT Virtual wall (EMULAB copy) supporting programmable control of the network environment. The basic functionality of ECODE is to use a “Machine Learning Engine” that will create the basis for the control of the functionality and of recovery after failures. The IBBT virtual wall allows control of all aspects that may trigger error behavior that ECODE technology wants to manage. However, IBBT virtual wall is not a FIRE facility.

Further experimentation has been planned to use PlanetLab, however this is not documented yet. The use of PlanetLab for cognitive routing might become difficult, due to the fact that control of all routing aspects are not fully available today in OneLab/PlanetLab since the “Routing in a slice” technology is not yet available. Use of FEDERICA could have been possible but this has to be further evaluated.  PlanetLab and Emulab (not a FIRE facility) do offer emulation capabilities on an overlay network, but without more detailed knowledge of the experiments planned, it is not possible to say whether they could have been used. 
N4C
N4C does experimentation on delay tolerant networking applied in rural areas of Sweden and Slovenia. The goal is both to experiment with the applications and the delay tolerant networking technology. The experiments are based on developed technology within the project and commercially available technology. Initially some of the infrastructure (in northern Sweden) was going to be based on the old analogue infra-structure for mobile telephony (450Mhz) that was going to be converted into a digital system for rural areas. However, this effort went bankrupt and had to be cancelled.  The project had to be redefined partly relying on WiMax technology.

Existing and planned FIRE facilities would not be able to meet the requirements of the experimenters. An emulation environment like the IBBT Virtual Wall or the NITOS wireless test bed could possibly been used for the initial application development. PlanetLab would be inappropriate and so would Federica. PanLab/TEAGLE would not help much since the composition of test beds is not a major problem in N4C. Wisebed facilities would have been out of scope for the project.

 SELF-Net

The goal of one of the use cases demonstrated by SELF-Net is to automatically create a hand-over to a new channel in WiMax/WiFi applications when overload or a requirement for overload is detected. The test environment contains a WiMax base station and terminals that are down-loading videos. 

The test case scenario is divided into the following stages:

a) Activation of a newly deployed WiFi AP, and optimal channel selection, for the demonstration of the self-Configuration process.
b) Self-Optimization of the network topology due to high load and assisted vertical handover of terminals from the loaded to neighboring less loaded APs or BSs.
c) Self-Optimization of the network topology due to high interference situation and channel reallocation to the problematic AP.
This use case is described in:

http://www.youtube.com/watch?v=B0Pbj9iMdts
The experimentation in SELF-Net has recently used TEAGLE in experiment test bed definition. The TEAGLE tool has been used to setup a test environment. Use of PlanetLab is judged not beneficial since SELFnet is a wireless environment. The NITOS wireless test bed in the OneLab federation should have been possible to use. This should have been investigated in the project.

RESUMENET

Resilience in networking is the main target of REUMENET. The goal is to both be able to handle failures and malicious nodes. The testing environment is directed towards wireless networks.

The currently available deliverables do not fully describe the testing environment since they are due during the second year of project life. The first study case investigates the challenge of node misbehavior in a wireless multi-hop network. However, available information indicates that usage of the NITOS test bed should have been investigated. However, the need of the NITOS test bed was not great since one of the partners has provided an alternative, i.e. ETH Zürich wireless testbed (TIKnet).

This shows that there is an overlap in available test beds, but the possible federation of the NITOS and the Zürich test bed is not discussed and could have been profitable in case a larger scale test would have been desired.  Scaling-up of wireless networks in order to create the effect of much larger cells of larger populations of wireless clients served by adjacent cells is an open and important question at present, one which FIRE should put special focus on.  It appears that the scale up and federation goals of the existing wireless platforms are not well articulated.  This set of issues may also be more complex than the project objectives and funding envision.

PERIMETER 
PERIMETER’s main objective is to establish a new paradigm for user-centricity in advanced networking architectures. In contrast with network-centric approaches, user-centric strategies could achieve seamless mobility driven by actual user needs rather than simply business considerations. Putting the users at the centre rather than the operator enables them to finely control their identity, preferences and credentials. 

PERIMETER implements middleware architecture able to support generic QoE models, signaling-content adaptation, etc. PERIMETER will develop prototype applications and services for obtaining user-centric seamless mobility.  User-centric seamless mobility, middleware components and its integrated applications and services will be tested in two large-scale interconnected test-beds on real users. One PERIMETER use case is described in 

http://www.youtube.com/watch?v=DZTD9f2h2sY
One important aspect of PERIMETER is to perform research on usability testing. Such tools are not available in FIRE. PII has a work package with the aim to produce tools for UDI.  However, these tools are still too rudimentary to be used. The “Living Labs” have no facilities and tools integrated in the FIRE experimental facilities.

Recently PERIMER has integrated a slice of the FEDERICA test bed to be used in experimentation (however actual experimentation has not yet started). The FEDERICA slice procured by PERIMETER consists of five Virtual Nodes. These nodes will be used to deploy the PERIMETER Support Nodes and will allow for a natural maturation of the of the interconnection from a Layer 3 to a Layer 2 connection between the Waterford Institute of Technology (WIT) and the Technische Universitaet Berlin (TUB) test beds used in PERIMETER. The slice will be used for a variety of purposes within PERIMETER including scalability, performance, network overloading and disruptive testing.
The testing facilities used are part of the ArcLab (WIT Ireland) and TUB test bed (Berlin) facilities which are outside of FIRE facilities Used facilities are similar to the facilities available in PII/PanLab, which could have been an alternative and a collaboration partner, especially since TUB is partner both in PERIMETER and PII.

SMART-Net Smart Antenna Multi Mode wireless mesh network
SMART-Net project is based on a simulation-based test-bed. The main objective of the simulation test bed is to simulate large-scale variants of the SMART-Net architecture. SMART-Net has chosen OPNET as the simulator for deploying the simulation test bed. SMART-Net will interconnect its simulation test bed and a real-life test bed, enabling real life evaluation. More precisely, the “real” SMART gateway (WiMAX mesh BS) will be connected, on one hand, to a set of stations located in the real-life test bed and, on the other hand, to additional virtual SMART stations, which belong to the simulation test bed. 

One objective is to conduct both stand alone simulations, focusing on different aspects of the protocols, and complex experiments combining the real-life test bed and the simulation test-bed. Some advantages of such an approach are: (a) interoperability (this is a natural step between testing a network or protocol in simulation only and building a real prototype or production device and testing it separately); (b) one can analyze the effects of a simulated network on a real application; (c) the simulation may be used as a traffic generator to load a real network; ( (d) one can test the performance of a new protocol being developed by driving real network traffic over a simulated network. An approach as this allows comparisons between the simulation model and the hardware network behaviors. 

The interest for other facility projects could be to take up the technology in combining a simulation environment with a real networking test bed for usage e.g. in traffic generation.

It is not clear from the available documentation if Smart-Net is providing their experimental facility to external users. Existing FIRE facilities do not include simulation environment thus its connection to the existing FIRE facilities is weak and it would be difficult to reach the goals of this project using FIRE.  This is in contrast with the situation in GENI, in which one leading candidate for its control plane is emulation-oriented, and provides this support in a fairly natural way.
VITAL++

VITAL++ develops P2P in a combined IMS and standard P2P environment. The project has been able to integrate some of the features of IMS (as e.g. charging, security) into standard Internet P2P.  VITAL++ is sometimes called a facility provider but the actual project should rather be considered a facility user. VITAL++ has recently demonstrated usage of its technology using the PII/Panlab tool TEAGLE to create a virtual test bed on which the algorithms of Vital++ could be tested.

However, large scale testing has not been demonstrated and implementation an environment as e.g. PlanetLab should show important aspects today only shown in simulation.

NanoDataCenters

Nanodatacenters proposes a solution to data hosting and delivery. The current data delivery architecture is “network centric”, with content stored in data centers connected directly to Internet backbones. The Nanodatacenters project takes a orthogonal approach through what is called “nano” data centres, which are deployed in boxes at the edge of the network (i.e. in home gateways, set-top-boxes, etc.) and accessed using a new peer-to-peer communication infrastructure. 

Nanodatacenters develops communication architecture with security and incentive mechanisms. The full Nanodatacenters architecture will be implemented (i.e. a Nanodatacenters box will be fully specified and implemented). Virtualisation will be used to partition and manage box resources efficiently. Two interactive applications – multiplayer games and VoD – will be designed as a proof of concept. 

The Nanodatacenters project is to a high degree an architecture project and less an experimental environment. It is difficult to envisage profitable usage of the FIRE facilities as an experimental resource since the architecture involving mainly local connectivity and the most important problems in the project are architectural issues as security and business aspects (as e.g. do I want to let someone else use my electricity). Possibly PlanetLab could be used in some of the experiments.

OPNEX

Not possible to evaluate since NO public deliverable is available on the web site of OPNEX.

OPNEX, Optimization Driven Multihop Network Design and Experimentation, delivers the first approach of principle to the design of architectures and protocols for multi-hop wireless networks. Systems and optimization theory is used as the foundation for algorithms that provably achieve full transport capacity of wireless systems. Subsequently, a plan for converting the algorithms termed in abstract network models to protocols and architectures in practical wireless systems is given. Finally a validation methodology through experimental protocol evaluation in real network test-beds is proposed.

The project content suggests that use of OneLab/NITOS test bed could be interesting.
Analysis of call 5 STREP projects 
The call 5 projects are in some cases similar to the call 2. Examples of new aspects that are researched are smart buildings, flexible radio and large scale data handling. The following overview of the projects is very rudimentary and can only be considered as a discussion on what could be expected in usage of existing and coming facilities. The description of the new facility projects are found in a previous report.
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Figure 2.

The Figure 2 describes the current plans (as far as has been possible to deduct from available documentation and personal communication). The arrows in blue are describing planned usage and the arrows having a ?-mark is usage under discussion. Further usage may be planned but has not been documented yet.

CONECT
CONECT will deliver a holistic network design approach aiming at enhancement of the performance of wireless networks by unlocking the hidden potential of the broadcast wireless medium. 
 The fundamental idea is to remove the boundaries among received signals, such that they are not classified as desired or interfering ones. Contrary to existing approaches, different received signals are allowed to mix, superimpose themselves on each other, and interact. This key observation unlocks the potential to exploit the open broadcast wireless medium. Nodes located within the broadcast range of a transmitter are no longer passive listeners trying to distinguish the signal intended for them. Instead, they cooperate among themselves in order to realize efficient and reliable information forwarding by essentially pooling the overheard information.
CONECT experimentation will be based on the OpenAirInterface test beds for flexible radio network design and the NITOS test beds for cooperative wireless access and transport. Experiments will be performed on delay sensitive video multicast and streaming applications.

CONVERGENCE

The Internet is evolving into an Internet of services, an Internet of media, an Internet of people and an Internet of ‘things’ rather than the classical ‘network of hosts’,. This leads to a shift from ‘host-centric’ to ‘content-centric’ and ‘data-centric’ networking. Against this background, Convergence proposes to enhance the Internet with a novel, content-centric, publish/subscribe service model, based on the Versatile Digital Item (VDI): a common container for all kind of digital content, derived from the MPEG21 standard.
The experimentation is expected to be run on large scale FIRE facilities. However these are not specified in available documentation but a guess could possibly be PlanetLab.

EULER

The main objective of the EULER exploratory research project is to investigate new routing paradigms so as to design, develop, and validate an experimentally distributed and dynamic routing scheme suitable for the Internet and its evolution. The resulting routing scheme(s) is/are intended to address the fundamental limits of current stretch-1 shortest-path routing in terms of routing table scalability but also topology and policy dynamics. The driving idea of this research project is to make use of the structural and statistical properties of the Internet topology as well as the stability and convergence properties of the Internet policy in order to specialise the design of a distributed routing scheme known to perform efficiently under dynamic network and policy conditions when these properties are met.

EULER is addresses new aspects of routing problems but sharing experimental methodology with the call2 ECODE project. The experimentation will take place in the IBBT emulation facilities and if possible in OneLab/PlanetLab.  It seems reasonable to ask whether their proposed alternate routing could be tested at still higher bandwidth by working with OFELIA’s programmable OpenFlow routers.
HOBNET
HOBNET is oriented towards smart buildings.

Key objectives of HOBNET are to create:

· A scalable all IPv6/6LoWPAN network architecture to support Future Internet services and applications, particularly for the smart/green building domain.
· A coherent set of novel models and high quality algorithmic solutions that have been implemented, tested and validated along with high-level technical recommendations for smart building scenarios
· An interface layer between the building management system and FIRE experimentation platforms to be used for the rapid development and the evaluation of building management applications
· Contribution to 6lowApp and its standardization towards a new embedded application protocol for building automation

The experimentation is expected to run on FIRE facilities. However, the use of facilities as Wisebed and PlanetLab seems a bit unclear still.

LAWA
The LAWA project on Longitudinal Analytics of Web Archive data will build an Internet-based experimental test bed for large-scale data analytics. Its focus is on developing a sustainable infrastructure, scalable methods, and easily usable software tools for aggregating, querying, and analysing heterogeneous data at Internet scale. Particular emphasis will be given to longitudinal data analysis along a timeline of Web data that has been trawled over an extended period.

The LAWA project looks at finding possibilities to use the BonFIRE facilities to deploy their web services for data exploration in a cloud environment. 

The plan to use PlanetLab looks clearly straightforward and possible.

NOVI
NOVI concentrates on methods, algorithms and information systems that will enable users to compose and manage isolated slices, baskets of virtual resources and services provided by diverse yet federated Future Internet (FI) platforms. NOVI will also enrich the FIRE facility with federated models and methods enabling comprehensive and reproducible experiments.
NOVI plans to create federation between PLE, FEDERICA and GEANT as a main target and extend the virtualization to both facilities.

SCAMPI

The Scampi project envisions a future environment where users will carry personal mobile devices such as cameras, smart phones and PDAs, with a number of resources (several wireless interfaces, a lot of memory, powerful CPUs, components able to generate multimedia content). The resulting networking environment, viewed as a whole, will therefore feature a multitude of heterogeneous resources. The goal of Scampi is to enable each user to benefit not only from the resources available on their own device, but also to opportunistically exploit the other resources of the environment, including those on other users’ devices, with confidence and security. Scampi will thus enable users to utilise the functionality of the different resources available in the network, so that users enjoy more than what is solely available on their own device.                                                                         
The experimentation in SCAMPI has not planned to use any of the existing or coming experimental facilities.

Spitfire

Spitfire works towards the realisation of a stronger connection between the natural and the digital worlds. It will investigate unified concepts, methods, and software infrastructures that allow the efficient development of robust applications that span and integrate the Internet and the embedded world. Essentially Spitfire will significantly reduce the effort required for the development of robust and interoperable applications on the ‘Internet of Things’. This will facilitate building new kinds of applications and services that were not possible before, thus having an impact on research, industry, and private households. Industry will be able to evaluate new solutions and pick those that operate satisfactorily under realistic conditions. As a result, the architecture developed in Spitfire that unifies the IoT and the Web of Things domains has the potential to increase European competitiveness in ICT technology. Due to the enabling technologies provided by Spitfire, IoT-related technology could permeate private households and enterprises in a way not seen to date.

Spitfire project will rely on the work performed in WISEBED and could be viewed as an additional continuation of that project.

Short summary of the facility projects and their cross connections.

The facility projects in FIRE are now becoming a large set with different facility properties and also with co-usage and usage of facilities external (the facilities in the middle could be considered outside of FIRE) to FIRE. The figure below attempts to describe most of those connections and some of the major external facilities. The dotted lines show that decisions are still not taken but discussed. Some facilities available within the projects are not shown (too much to fit in one page). The federation of several facilities will occur and even though projects like BonFIRE and TEFIS show many similarities they have different focus. OneLab has federated PlanetLab, NITOS and test beds mainly working on measurement aspects. Further federation is planned. 
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Figure 3.

Short description of research project coverage.

The projects in FIRE cover a large number of areas and are mainly not overlapping. Of course some areas are more often represented but in most cases different aspects are treated. Clustering of activities has not been performed (at least not documented). Below is an indication on what issues can/could create collaboration either on test bed usage or research collaboration. In some cases this is performed and in other the projects are continuation of each other.

	Wireless
	OPNEX, Smart-NET, Self-Net, N4C,CONECT,RESUMNET

	Sensors
	Hobnet,Wisebed, Spitfire

	Routing
	ECODE, EULER

	Learning technologies for  

Automation of mgmt
	ECODE, Self-Net

	DTN
	N4C, OneLab

	P2P
	Nanodatacenter, Vital++

	UDI/Usability
	Perimeter, PanLab,TEFIS,N4C (?)

	Large scale data
	Lawa,BonFIRE,TEFIS

	Internet of things
	Spitfire, SCAMPI

	
	

	
	

	
	


Conclusions
The projects are naturally concentrating on their research own issue and the project time schedule. The non availability of fire facilities ahead of project proposal time has made it difficult to risk the project results on the possible availability of results from other projects.

Possible use of FIRE facilities by Call 2 research projects

Research projects are in some cases not able to use existing experimental facilities without changing the project content dramatically. However not using existing facilities will in many cases reduce the possibilities to benchmark experiments with similar goals, which should be a scientific requirement.

The area of benchmarking should be examined in more detail in ongoing and future research projects. 

Projects CREW (Call 5) and OneLab2 (Call 2) have WP:s including benchmarking but this should be extended to all research projects using an experimental facility.

A project like N4C does not seem to benefit from any of the experimental facilities in FIRE. The tryout of their application in a real setting is a major goal of the project.

A project like ECODE could possibly benefit from the planned OneLab “routing in a slice” feature. 

ResumeNet and Self-Net could possibly have use of NITOS/OneLab but these were not available at project definition time. However, planning for a common experimental facility should have been beneficial.

SmartNet could possibly have used the NITOS/OneLab test bed to connect to the OPNET simulation tool.

NanoDatacenters have not yet presented their experimental environment and is mainly a architecture project. It is not clear if OneLab/PlanetLab would be beneficial.

PERIMETER is to a large extent a project concerning usability aspects. Collaboration with the UDI efforts in PII has not been established. Perimeter is able to use an existing test beds provided by ArcLabs/WIT and TUB (Berlin) but have not been involved in PanLab/PII which could have been beneficial. The recent inclusion of FEDERICA in the experimental facility shows that the need of heterogeneous facilities will become more and more important in FIRE projects.

VITAL++ has shown that the TEAGLE tool of PII can be used in one use case in the project. However, up to now much of the work in Vital++ concerns their P2P architecture and large scale simulation of the developed algorithms. Large scale experimentation has not been shown.

OPNEX has no published deliverables and cannot be fully analyzed. However, the OneLab/NITOS test bed looks like a candidate.

Conclusions for Call 5 projects

Even though several projects are planning to use existing facilities, this is mainly directed towards the emulation facilities in Gent, Federica and OneLab facilities.
The call 5 projects have the possibility to fund users on their facilities, however only a few experiments (less than 10) will be supported. Without further work on attracting users the facilities will not be used to a large percentage.
Final conclusions

This analysis does only include FIRE research projects. It is well known that PlanetLab is widely used in many projects outside FIRE and FEDERICA (not even a FIRE project) has most of its users outside FIRE. 

In order to create greater use of experimental facilities, projects must plan to use facilities already at project definition phases. This has not been possible in Call 2 since knowledge of available facilities was not present. This was still not possible for Call 5 proposers and could still become a problem for Call 7 and Call 8 proposers, due to the fact that many of the facilities are not yet available. Out of the coming Call 5 facility provider projects expected first external users could be accepted mid 2011. 

A project proposal should in its work description and in its state of the art analysis include a description of possible usage of existing facilities with clear motivation why existing facilities cannot be used if this is the case. 

Creating awareness of project requirements for experimentation should have been a major part of the effort in FIREWORKS with support from the research projects. This should now become part of FIRESTATION project.  Proposers should be supported to find appropriate facilities and to plan extensions to existing facilities that are needed for their experimental work.

The wireless NITOS test bed in OneLab should have been a candidate for many of the projects, which emphasizes the need of efforts to create awareness of existing and planned facilities.

The use of FEDERICA as a federated test bed in experiments performed e.g. in PERIMETER and PII shows a need for support of heterogeneous federation. This need is also emphasized by the work in integrating the OPNET simulation environment to the physical equipment in the experiments performed by SMART-Net.

There is an evident overlap in testing facilities in Europe and since many of the research projects use experimental facilities available with partners rather than using FP7 supported facilities. Either these facilities should be federated with the FIRE facilities or support of existing facilities should be removed. This should be changed in future projects in order to reduce waste of resources.

The end of the OneLab, PII and Federica projects late 2010 will strongly hamper the development of FIRE experimental facilities for European research. This problem should be managed in Call 7 and Call 8.

Background material

Project web sites are indicated below, but when available also deliverables relevant to the analysis have been used and in some cases published scientific reports.
www.onelab.eu
http://nitlab.inf.uth.gr/NITlab/index.php/testbed
www.panlab.net and demos in connection to Barcelona FIA June 2010

www.wisebed.eu  and discussions with Stefan Fischer Uni Lübeck.
www.ict-vitalpp.upatras.gr and demos in connection to Barcelona FIA June 2010

www.fp7-federica.eu/
www.nanodatacenters.eu
www.ecode-project.eu
www.n4c.eu
www.opnex.eu
www.ict-perimeter.eu
http://perimeter.tssg.org/2010/07/perimeter_and_federica.html
resumenet.eu
http://www.ict-selfnet.eu/
https://www.ict-smartnet.eu/
Future Internet Research and Experimentation an Overview of the European FIRE

Initiative and its projects august 2010 (EU commission Unit 4).
http://www.conect-ict.eu
http://www.ict-convergence.eu
http://www.euler-fire-project.eu/
http://www.hobnet-project.eu
http://www.lawa-project.eu
http://www.fp7-novi.eu
http://www.ict-scampi.eu/
http://www.spitfire-project.eu
