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1. Introduction 
 
Considering that the foundational principles of the Internet routing system 
are i) distribution (local computation of the routing table entries), ii) 
adaptivity (to topology and policy dynamics) and iii) policing (decision 
process, routing updates filtering, etc.), the most fundamental challenges 
faced nowadays by its architecture are: scalability, adaptation cost, 
convergence time, and stability of its underlying protocols. These elements 
are further documented in Annex 1 (paper titled "Modeling the Internet 
Routing System and Protocol Architecture"). These challenges result from i) 
the increasing number of routing entries and thus routing states amplified 
by the design and usage of the addressing system (including prefix de-
aggregation practices for traffic engineering purposes, and site multi-
homing), ii) the short-term topology and policy dynamics and iii) the 
longer-term topology evolution (increasing meshedness). Their combination 
together with the intrinsic limits of the BGP architecture and its 
underlying properties leads to a very complex problem.  
 
In order to address these challenges altogether, we have modeled in Task 
2.1 (and documented in Deliverable D2.1) the routing system by identifying 
its functional components, their relationships, and their spatio-temporal 
distribution (functional model) together with the information properties, 
operations and relationships (information model). The spatial distribution 
of the above-referenced elements (function and information) is 
characteristic of distributed systems like the Internet and the temporal 
distribution of these elements (in particular, the information) is the main 
source that explains the complexity in specifying an alternative routing 
protocol to BGP. Note also that in distributed systems like the Internet, 
the routing decisions are locally performed by each (abstract) node 
independently of the others using the exchanged information (i.e., 
discovered information) but individual nodes decision affects other 
router's decision. It is therefore fundamental to capture these 
interactions as part of the functional model up to the level appropriate 
for further routing system and protocol engineering. 

This approach enables also to thoroughly identify which routing (sub-
)functions are currently under-specified or mis-specified but also which 
routing (sub-)functions can be replaced, added or even removed from their 
specification as documented in existing scientific literature. Comparison 
between the different routing schemes (and associated operations) is also 
facilitated as functional modeling offers at the same time a detailed 
functional analysis grid. Complementarily, the information model provides 
the mean to perform a detailed information analysis. Finally, it is to be 
emphasized that demonstrating performance gain and improvements and on the 
other hand proving efficiency as well as utility are equally important.  
 
The present document follows and further develops the architectural 
approach documented in Task 2.1; it also exploits the results obtained from 
several activities conducted in the context of WP3. It then details the 
relationship between the Internet routing system and protocol architecture 
together with the current limits that can be identified by applying the 
method developed in Task 2.1 to identify architectural limits of BGP. After 
identifying the root causes for the absence of suitable alternatives to 
BGP, the operational feedback obtained from the first Technical Advisory 
Board (TAB) is analyzed in order to understand the necessary and sufficient 
conditions for protocol migration. The next section documents and positions 
the proposed novel incremental improvements to BGP, the research work 
dedicated to path-vector routing together with the work dedicated to the 
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investigation on genuine alternative to BGP in particular for what concern 
multicast routing. 
  



FP7-ICT-2009-5 – EULER: Experimental UpdateLess Evolutive Routing 

Deliverable D2.2                                                       Page 6 / 60 

2. Internet Routing System and Protocol Architecture 
 

2.1 BGP Architectural Limits  
 
The following table provides an overview of BGP coverage against the 
functionality outlined here above showing that the base functionality is 
mostly covered by the Border Gateway Protocol (BGP) besides security. The 
latter still remains a major operational concern for the operational 
community.    
 

Table I. BGP functionality coverage 

Routing functional area BGP Coverage 
Any-to-any connectivity Yes 
Distribution with asynchronous 
messaging/processing 

Yes 

Adaptivity 
- Topology dynamics 
- Policy dynamics 
- Traffic dynamics 

 
Yes 
Yes 
Limited 

Policy Yes but node-based decision only 
Security Secure channels, information 

verification is ongoing (cf. SIDR 
effort)  

Advanced functionality BGP Coverage 
Traffic engineering Limited (mainly by means of 

spatial/prefix de-aggregation) 
Multicast Yes but requires specific extensions 

(MP-BGP) 
 
Applying the functional and information analysis to BGP leads to the 
following crucial observations: 
 

• The routing information exchange process is asymmetric: the RIB_In 
is actually decoupled from the Loc_RIB whereas the RIB_Out is driven 
by the selection/update rate of routing entries. The subsequent 
addition of a threshold to the routing update rate (i.e., the MRAI) 
at the sender-side is certainly a direct transposition of the "be 
liberal in what you accept and be conservative in what you send" 
design principle but in the meantime, the ratio RIB/FIB (function of 
the number of BGP peering sessions per BGP speaker) can easily reach 
an order of 10 (if not more since the number of BGP peering sessions 
is independent of the number of physical interfaces). Thus, routers 
have often to process an order to 10M routing entries to derive 
about 450k active routing table entries. Remember that the BGP 
update process "pushes" routing updates to neighbors. This mechanism 
defines probably the most basic technique for routing (data)base 
synchronization but its simplicity may actually be the root cause of 
the memory size scaling and adaptation cost observed nowadays. This 
observation leads to possibly rethink the routing update 
distribution process and not (only) the route selection process.   

 

• The BGP route selection being driven by a node-based decision 
process, little flexibility is left to update neighbors on a per 
neighbor-basis beside application of outbound filters. This design 
is certainly desirable for inbound BGP speakers (with respect to the 
flow of routing updates) peering with BGP routers belonging to the 
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same AS but less robust for outbound routers peering with different 
AS's. 

 

• The nature of the routing update information (and its distribution 
process) is prone to induce path exploration; the question that 
stems though is why selecting a route subject to path exploration at 
first place. The answer is essentially because i) routing update 
information processing does not differentiate between updates with 
respect to their root cause, their identification (origin), etc. 
during the route selection process, and ii) the route selection 
process itself performs solely by applying network-wide criteria on 
the spatial properties of the AS-Path attributes (carried in routing 
updates) that are assumed to be immutable when processed. Thus, in 
addition to the routing update process itself, the information it 
distributes would have to be extended to incorporate temporal and 
infer causal properties. 

  

• The BGP route selection process performs "on-path" regarding the 
flow of routing information updates. This design choice seriously 
compromises the possibility for introducing any simple routing 
information verification mechanism crucial for security reasons (as 
a routing path and its associated routing update flow are 
congruent). Such mechanism aims at enabling the receiving BGP router 
to verify that the originating AS is authorized to advertise an 
address prefix by the holder of that prefix, whether the originating 
AS is accurately identified by the originating AS Number (ASN) in 
the advertisement, and the validity of both the address prefix and 
the ASN.  

 

2.2 Identifying root causes for the absence of suitable 
alternatives to BGP 

 
One of the main root causes of the absence of suitable alternative to BGP 
resides in the lack of architectural modeling of the global routing system 
when designing a routing protocol and its associated routing algorithm(s). 
Indeed, such design is to be performed in accordance to the routing system 
and addressing model describing their components and relationships (and not 
independently). Next, the procedures for routing information exchange and 
routing path computation can be specified and their impact on the global 
routing system can be analyzed and evaluated by using the architectural 
model. Following a systematic architectural method does not specify how to 
implement the routing procedures and data structures themselves. However, 
the proper exploitation of this method enables to systematically determine 
and analyze the composition and the different relations between these 
procedures and data structures as well as the functional and the behavioral 
properties these procedures would have to satisfy in order to ensure that 
the Internet routing system meets its objectives. When the routing system 
is not properly modeled, the impact of these design choices on the global 
routing system is almost impossible to evaluate beforehand making any 
improvement a trial-and-error experiment. Moreover, experience shows that 
without well-defined routing system architecture, adding/removing or 
replacing routing functionality increases its architectural complexity.  
 
As explained here above, prominent research efforts have been conducted 
over last decades to address the challenges related to the Internet routing 
system. However, their design tends to follow (at least since so far) the 
exact same approach as the one pursued by BGP. This statement is 
corroborated by the following observations:   
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• The routing algorithm still exclusively determines the behavior of 
the routing system whereas a proper method would assume that the 
routing system architecture (which comprises a non-local information 
acquisition function) determines which class of algorithms produces 
the needed output from the available input (and under which 
conditions); 

• Certain performance objectives are verified by the routing algorithm 
but without accounting for their dependency on the spatial and 
temporal properties of the information/input and running conditions 
(e.g., memory space consumption is minimized in stationary 
conditions up to the point that adaptivity cost and convergence time 
objectives become unachievable); 

• The functional distinction between the routing information 
acquisition function being either explicit (push/pull) or implicit 
(local inference) and the routing path computation function is often 
neglected. On the other hand, little work has been realized since so 
far in terms of architectural modeling of the Internet routing 
system with the purpose of deriving alternative routing schemes (and 
subsequently routing protocols).  

 
This situation has led to a deadlock in terms of routing research since 
approaching the problem space requires the design of routing algorithm(s) 
and protocol but also the specification of the routing architecture that 
couples both information and functional model. We argue that failing to 
work simultaneously and in symbiosis with these three dimensions altogether 
explains for a large part the reason why no suitable alternative to the 
BGP-based routing system has been proposed since so far but also why only a 
limited number of the numerous improvements to BGP have been deployed since 
so far. The other reason is the lack of analytical model translating the 
behavior (in particular, the spatio-temporal properties) of the entities 
inducing network dynamics but on which the behavior of the routing system, 
the routing protocol and the routing algorithm strongly depends. 
 

2.3 Operational Feedback 
 
Following the first Technical Advisory Board (TAB) meeting of the EULER 
project that was organized on June 8, 2012 at Ghent University, the main 
operational concerns relate to routing system and protocol functionality. 
This functionality include in order of priority: adaptivity, policing, and 
security that BGP offers today (if we would include security considerations 
as developed in SIDR IETF Working Group). Moreover, incentives for 
migration to a new routing model/protocol shall be justified by at least 
one order of magnitude of performance improvement (e.g. memory size) 
WITHOUT deteriorating other functionality and/or performance currently 
provided by BGP.  
 
This statement indicates that routing protocol migration would be primarily 
driven by i) additional functionality; following Table I the extend to 
which these improvements can be actually considered is rather limited; and 
ii) as core/edge routers can accommodate O(1M) IPv4 active routes (in 
Loc_RIB) and O(10M) routes in the Adj_RIB_In, there is sufficient headroom 
at current deployment rate; in other terms, there should be a significant 
increase in the routing table growth rate (and associated dynamics) to 
justify such migration.   
 
Moreover, if the replacing routing model/protocol would induce the use of a 
different current locator space (compared to the current IPv4/IPv6 space) 
further justification in terms of reduction of operational complexity and 
cost (beside the cost of migration) but also new functionality shall be 
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offered as deep operational impact would follow. Such migration would be 
justified only if the new routing protocol offers new "business 
opportunities" and not only improves the cost of scale/performance of the 
Internet routing system. Internet routing protocol is and remains mainly 
"problem-driven" and not exclusively driven by improvements of protocol 
performance aspects.    
 
For this purpose, the main interest expressed covers i) the investigation 
of the IPv6 routing table growth (compared to IPv4) and impact on routing 
system, ii) the stability of the routing system/routing paths, and iii) the 
heterogeneity of the environments where BGP can be deployed and perform 
(assuming extension in data centers for instance).  
 

2.4 Bottomline 
 
Performance improvement is not a sufficient condition for migration to a 
new routing protocol (assuming that routing protocol would exist) and 
functional preservation if not improvement is a necessary condition. 

 

Moreover, next to the functional aspects, capturing the spatio-temporal 

properties of the routing information (as none of the alternative routing 

algorithm has its pre-conditions verified to provide its output) becomes 

the main blocking point. This observation is critical in the context of the 

project because acting at both functional/procedural and information level 

is required to expect finding an alternative routing protocol. This further 

corroborates the relevance of the approach followed in Task 2.1 and guides 

three main directions for designing an alternative routing scheme: 

  

• Capture as part of the protocol formats, the non-deterministic 

nature of the routing information, i.e., their variation over time 

(distribution functions instead of time-invariant numeric values or 

symbols). 

 

• Combine routing information discovery function with the computation 

procedure(s) but do not inter-twin them; specify a routing 

information distribution protocol i) by means of communication 

sessions that are not necessarily congruent with the selected paths 

(as mandated by the BGP node decision process) in order to enable 

exchange of information not necessarily used locally by the 

computation function and ii) that supports information exchange that 

can operate in hybrid push-pull mode (so as to avoid the drawbacks 

associated to push-only discovery protocols). 

 

• Design the computation function such as to support different rates 

of arrivals of routing information (multi-modality) while limiting 

the increase in computation complexity.  
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3. Positioning against routing space 
 
Prominent research efforts have been conducted over last decades to address 
the challenges related to the Internet routing system and its underlying 
routing protocol. These efforts can be classified as follows: i) 
incremental improvements to BGP, ii) new class of path-based routing 
protocols, and iii) new routing paradigms. It is also important to mention 
that we do not consider as part of the new routing paradigm class known 
mechanisms which for various technical reasons were never used (e.g., 
source routing) or never deployed (e.g., hierarchical link-state routing).  
 
In the following, we use the same classification to position our effort and 
activities aiming at specification of:  
 

• Incremental improvements to BGP:  
o Stability-based route selection criteria 
o (Partial) route-verification process 

 
• Path-vector routing1:  

o The (partial) route verification process being generic, it can 
expectedly also be applied to new path-vector routing 
protocols. 

 
• New routing paradigms:  

o As stated above since the design of alternative routing scheme 
requires new foundational elements that still remain to be 
identified, the possible exploitation of certain components 
related to routing schemes such as stochastic routing (as it 
enables processing of routing information subject to 
uncertainty and adapts accordingly), greedy routing (which 
builds a set of local routing entries whose memory size is 
proportional to the degree of each node if we exclude the 
memory mobilized for storing the results of the operations for 
coordinate assignment), geometric routing (which operates by 
assigning to nodes (virtual) coordinates in a metric space; 
these (virtual) coordinates are then used as addresses to 
perform point-to-point routing in this space) but also compact 
routing (for the introduction of the notions of variable 
neighborhood and coloring or classes of names).  

o Segmentation between the discovery of routing information and 
the computation/selection algorithm, discovery function that 
if specified generically enough can also be applied to path-
vector routing (but also to any routing scheme requiring non-
local knowledge of the topology and its properties to 
operate). As the focus of the project is on distributed 
adaptive routing, this new approach for the distribution of 
routing information is documented as part of the components to 
be considered in the context of new routing paradigms.   

o Designed independently of the underlying unicast routing 
protocol, the compact multicast routing scheme that has been 
developed can run on top of any unicast routing topology. The 
proposed approach is competitive against both existing compact 
multicast routing schemes and existing IP multicast routing 
protocols such as PIM (RFC 4601) or Multicast BGP (RFC 2858). 

 

                            
1 Note that examples of path-vector routing protocols are documented in the paper reproduced 
in Annex 1 
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3.1 Incremental improvements to BGP 

3.1.1 Stability-based route selection criteria 
Following the work initiated in Task 3.2, we have defined several stability 
metrics to characterize the local effects of BGP policy- and protocol-
induced instabilities on the routing tables (for more details see Annex 2 - 
 
Our experimental results show that the proposed method enables to locally 
detect instability events that are affecting routing tables' entries, and 
deriving their impact on the local stability properties of the routing 
tables. We have also defined a differential stability-based decision 
criterion that can be taken into account as part of the BGP route selection 
process.  
 
After documenting needed preliminaries, the following sections document the 
novelty of the proposed method relying on the definition of a new BGP route 
selection rule derived from the differential stability metric, the 
experimental results verifying the Consistency of the stability-based 
selection criteria, and the selection rule itself and its usage. 
 
i) Prior work and Novelty of the Proposed Method 

 
Numerous studies on BGP dynamics properties have been conducted over last 
twenty years. Work began in the early 1990s on an enhancement to the BGP 
called Route Flap Damping (RFD). The purpose of RFD was to prevent or limit 
sustained route oscillations that could potentially put an undue processing 
load on BGP. At that time, the predominant cause of route oscillation was 
assumed to result from BGP sessions going up and down because established 
on circuits that were themselves persistently going up and down. This would 
lead to a constant stream of BGP update messages from the affected BGP 
sessions that could propagate through the entire network. The first version 
of the RFD algorithm specification appeared in 1993, updates and revisions 
lead to RFC 2439 in 1998 [1]. 

Mao et al. [2] published in 2002 a paper that studied how the use of RFD, 
as specified in RFC 2439, can significantly slowdown the convergence times 
of relatively stable routing entries. This abnormal behavior arises during 
route withdrawal from the interaction of RFD with "BGP path exploration" 
(in which in response to path failures or routing policy changes, some BGP 
routers may try a sequence of transient alternate paths before selecting a 
new path or declaring the corresponding destination unreachable). Bush et 
al. [3] summarized the findings of Mao et al. [2] and presented some 
observational data to illustrate the phenomena. The overall conclusion of 
this work was to avoid using RFD so that the overall ability of the network 
to re-converge after an episode of "BGP path exploration" was not 
needlessly slowed.  

More recently, solutions such as the enhanced path vector routing protocol 
(EPIC) [4] propose to add a forward edge sequence numbers mechanism to 
annotate the AS paths with additional “path dependency’’ information. This 
information is combined with an enhanced path vector algorithm to limit 
path exploration and to reduce convergence time in case of failure. EPIC 
shows significant reduction of convergence time and the number of messages 
in the fail-down scenario (a part of the network is disconnected from the 
rest of the network) but only a modest improvement in the fail-over 
scenario (edges failures without isolation). The main drawback of EPIC is 
the large amount of extra information stored at the nodes and the increase 
of the size of messages. Another solution, BGP with Root Cause Notification 
(RCN) [5] proposes to reduce the BGP convergence delay by announcing the 
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root cause of a link failure location. This solution also offers a 
significant reduction of the convergence time in the fail-down scenario. 
However, the convergence time improvement achieved with RCN is modest on 
the Internet topology compared to legacy BGP (in the fail-over scenario). 
More advanced techniques such as the recently introduced Path Exploration 
Damping (PED) [6] augments BGP for selectively damping the propagation of 
path exploration updates. PED selectively delays and suppresses the 
propagation of BGP updates that either lengthen an existing AS Path or vary 
an existing AS-Path without shortening its length.  

All these approaches try to mitigate instability effects and/or to 
accelerate convergence after occurrence of a perturbation event, but none 
of them ask the fundamental question why selecting a route subject to path 
exploration at first place. The answer is essentially because none of these 
mechanisms perform rely on the actual quantification of the instability 
effect and still use network-wide spatial criteria that for AS-Path 
selection. 

 
ii) Preliminaries 

 
The autonomous system (AS) topology underlying the routing system is 
described as a graph G = (V,E), where each vertex (or abstract node) u ∈ V, 
|V| = n, represents an AS, and each edge e ∈ E, |E| = m, represents a link 
between an AS pair denoted (u,v), where u, v ∈ V. Each AS comprises a set 
of physical nodes referred to as routers; the AS representation of the 
topology combines thus both its partitioning and its abstraction. The 
subset of physical nodes of interest for this paper comprises the routers 
running the path-vector algorithm (typically sitting at the periphery of 

each AS). At each of these routers, a route r per destination d (d ∈ D) is 
selected and stored as an entry in the local routing table (RT). The total 
number of entries is denoted by N, i.e., |RT| = N. A route ri to 
destination d at time t is defined by ri(t) = {d, (vk=u, vk-1,…,v0=v), A} 
with k > 0 | ∀ j, k ≥ j > 0, {vj, vj−1} ∈ E and i ∈ [1,N], where (vk=u, vk-
1,…,v0=v) represents the AS-Path, vk-1 the next hop of v along the AS-Path 
from the abstract node u to v, and A its attribute set. Let P(u,v),d denote 
the set of paths from node u to v towards destination d where each path 
p(u,v) is of the form {(vk=u, vk-1,…,v0=v), A}. A routing information update 
leads to a change of the AS-Path (vk, vk-1,…,v0) or an element of its 

attribute set A. Next, a withdrawal is denoted by an empty AS-Path (ε) and 
A = ∅: {d,ε,∅}. According to the above definition, if there is more than 
one AS-Path per destination d, they will be considered as multiple distinct 
routes.  
 
BGP being in the context of this paper the path-vector routing protocol 
considered; we further detail its storage data structures, referred to as 
Routing Information Bases (RIBs), used to store its routes ri(t). At each 
BGP speaker, the RIB consists of three distinct parts: the Adj-RIB-In, the 
Loc-RIB, and the Adj-RIB-Out. The Adj-RIB-In contains unprocessed routing 
information that has been announced to the local BGP speaker by its peers. 
The Loc-RIB which corresponds to the BGP local routing table (RT) contains 
the routes that have been selected following the local BGP speaker's 
decision process. Finally, the Adj-RIB-Out organizes the routes for 
announcement to specific peers. When a router receives a route 
announcement, it first applies inbound filtering process (using some import 
policies) to the received routing information. If accepted, the route is 
stored in the Adj-RIB-In. The collection of routes received from all 
neighbors (external and internal) that are stored in the Adj-RIB-In defines 
the set of candidate routes (for that destination). Subsequently, the BGP 
router invokes a route selection process - guided by locally defined 



FP7-ICT-2009-5 – EULER: Experimental UpdateLess Evolutive Routing 

Deliverable D2.2                                                       Page 13 / 60 

policies - to select from this set a single best route for each 
destination. After this selection is performed, the selected best route is 
stored in the Loc-RIB and is subject to some outbound filtering process and 
then announced to all the router's neighbors. Importantly, prior to being 
announced to an external neighbor, but not to an internal neighbor in the 
same AS, the AS path carried in the announcement is prepended with the ASN 
of the local AS.  
 
We introduce in [7] the definition of differential stability between the 
most stable route in the Adj_RIB_In and the selected route stored in the 
Loc_RIB for the same destination d characterizes the stability of the 
currently selected routes for a given destination d against most stable 
routes as learned from upstream neighbors. The corresponding metric 
provides a measure of the stability of the learned routes compared to the 
stability of the currently selected route. A variant of this metric, 

denoted δϕi(t), i ∈ [1,|D|] where D is the total number of destination 
prefixes, characterizes the stability of the newly selected path p*(u,v) at 
time t for destination d against the stability of the path p(u,v) that is 
stored as time t in the Loc_RIB for destination d and that would be 

replaced at time t+1 by the path p*(u,v): δϕi(t) = ϕi(t) - ϕi*(t). In turn, 

if the differential stability metric δϕi(t) > 0, then the replacement of 
route ri(t) by the route ri*(t) increases the stability of the route to 
destination d; otherwise, the safest decision is to keep the currently 
selected route ri(t) stored in the Loc_RIB. 
 
iii) Consistency of the stability-based selection  

Application of the differential stability metric δϕi during the BGP 
selection process would prevent replacement (in the Loc_RIB) of more stable 
routes by less stable ones but also enable selection of more stable routes 
than the currently selected routes. However, for this assumption to hold, 
we must also prove the consistency of the stability-based selection with 
the existing preferential-based route selection model that relies on a path 

ranking function (i.e., a non-negative, integer-value function λu, defined 

over P(u,v),d, such that if p1(u,v) and p2(u,v) ∈ P(u,v),d and λu(p1) < λu(p2) 
then p2(u,v) is said to be preferred over p1(u,v)). The route selection 

problem is consistent with the stability function δϕ(t), if ∀ u ∈ V and 
p1(u,v) and p2(u,v) ∈ P(u,v),d (1) if λu(p1) < λu(p2) then δϕ(t) = ϕ1(t) - ϕ2(t) 
≥ 0 and (2) λu(p1) = λu(p2) then δϕ(t) = 0. We show in [7] that if p1(u,v) 
and p2(u,v) ∈ P(u,v),d ∧ p2(u,v) is embedded in p1(u,v), then the route 

selection problem is consistent with the stability function δϕ and the 
route selection is not stretch increasing. By stretch decreasing, we mean 

here that the length ρi*(t) of the path p*(u,v) (measured in terms of 
number of AS hops in case of BGP route) associated at time t to the route 
ri* is smaller than the length ρi(t) of the path p(u,v) associated at time t 

to the route ri: δρi(t) = ρi*(t) - ρi(t) < 0. 
  

iv) Experimental Verification 

The results obtained (see Fig.1) shows that the cumulated percentage of 
routes with respect to the AS-path length difference between the selected 
and the most stable route. A positive difference indicates that the 
replacement of the selected route (using the BGP path ranking function) by 
the most stable route would decrease the AS-path length compared to the 

selected route (δρ < 0). A negative difference indicates that such 
replacement would increase the AS-path length (δρ > 0).  
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From this figure, we can deduce that such replacement would be advisable 

for about 90% of the selected routes since δρ ≤ 0. Moreover, for 25% 
percent of the routes, this replacement would also lead to an AS-path 

length decrease since for these routes δρ < 0. Interestingly, only 10% of 
the routes would be affected by a length increase if they would be selected 
based on the stability criteria since for these routes δρ > 0. Among this 
percentage of 10%, we can also observe from this figure that a significant 
fraction of the routes would be covered if an AS-path length increase of 

one-hop would be considered as acceptable (in average δρ ≅ 1.15). These 
observations corroborate the fact that the stability-based selection rule 
does not lead to a stretch increase for a significant fraction of the 
routes (90%). On the other hand, by admitting a stretch increase 
corresponding to one additional AS-hop in the AS-path, only a minor 
fraction of the routes (about 2%) would be penalized by a higher stretch 
increase of two AS-hops (and above for a fraction of routes << 1%). This 
observation can be seen as the experimental evidence that enforcing 
stability would not come at the detriment of increasing the stretch of the 
AS-paths. 
 
iv) Differential Stability-based decision criteria 

 
The BGP route selection process can thus be enhanced by the stability-

based decision criteria, following the differential stability metric 
defined here above. Using this additional rule the BGP route selection 
process would be driven by the rules detailed in Fig.1. The inclusion of 
this new route set of decision rules as part of the BGP route selection 
process is shown in Fig.2. 

if δϕi(t) > 0  

then if δρi(t)  ≤ 0 
     then select ri(t) per δϕi(t)  

     else if δρi(t) < γ 
             then select ri(t) per δϕi(t)  
             else select ri(t) per  
                  default BGP selection rules 
 

if δϕi(t) ≤ 0  
then select ri(t) per  
     default BGP selection rules 

Fig.1. Differential stability based decision criteria 

 
 

 

 

 

 

 

 

 

 

 

Fig.2. Differential stability based decision criteria in BGP route selection process 
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In this selection process, the positive integer parameter γ is determined 
by the increase of the multiplicative stretch considered as acceptable. 
Hence, the actual problem becomes to find a mean to actually determine (or 
at least estimate) the acceptable stretch increase of the routing path that 
would result from the application of the stability-based decision criteria. 
Past experiments dedicated to the measure of the BGP AS-path length have 
shown that even if the average length of AS-paths is relatively stable 
(about 4 to 5), a significant fraction of AS-paths has a length up to 10 
[11]. From this perspective, if we assume that a 10% increase of the 
multiplicative stretch would be acceptable (resulting multiplicative 
stretch would be equal to 1.1 instead of 1.0), then routes with an average 
AS-path length increase of one (1) AS-hop would instead be selected. Note 
that this study does not evaluate the increase in memory consumption 
required to store the routes with longer AS-path attributes. Moreover, the 
application of the stability-based decision criterion prevents propagation 
of the routing updates churn resulting from the occurrence of a path 
exploration event when the following conditions are met i) the route 
corresponding to the next stable state is locally stored in the Adj_RIB_In 
and ii) this route corresponds to the most stable (next) route in the 
Adj_RIB_In. Indeed, if such event occurs, then the selection of a stable 
route becomes possible without delaying local convergence resulting from 
the exploration of all intermediate routing states (e.g., AS-paths of 
increasing length). Nevertheless, if the path exploration event also 
affects the route corresponding to the next state corresponding to the most 
stable next route, then selecting the AS-path that is the least 
topologically correlated2 to the previous state provides the safest 
decision. 
 
Importantly, the applicability of the stability-based decision criterion 
does not only depend on the point-value of the differential stability 
metric but also on its evolution over time. This means in practice that we 
have also to ensure that when the stability criteria are met at time t, and 
the corresponding selection rules are applied at time t, they also remain 

applicable at time t+1, and more generally at time t+∆t, where ∆t >> 0. The 
reason stems as follows: at a given router once a route is selected at time 
t based on its stability properties, reverting unilaterally to the default 

BGP selection rules at time t+∆t can itself increase the instability 
induced by the concerned routes on its downstream routers.  
 
Here again, our stability metrics provide a suitable method to estimate the 
deviation over time and the robustness of the selection process. Indeed, it 
suffices to notice that (even if it is impossible to locally anticipate all 
occurrence of BGP instability events before they occur) these metrics 
enable to determine over time the candidate replacement routes that are 
more stable compared to the set of possible alternative routes that do not 
show the same stability properties. When such alternative route does not 
exist, the exchange process of BGP routing updates between the local router 
and its downstream neighbors (with respect to the direction of propagation 
of the routing updates) requires enhancement in order to enable a smooth 
transition between the route selection rules. This mechanism performs as 
follows: anticipatively once no candidate replacement route is available 
for the route currently selected based on the stability criteria, that 
route is advertized to downstream neighbors together with the route that 
would be selected based on the default BGP selection rules. This process 
enables each downstream router to tune its decision process based on its 

                            
2 Two AS_paths are topologically correlated if they share at least one common edge, i.e., an AS adjacency. 
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own selection rules for that route. Note that this process enables to 
advertize both routes, i.e., the one selected based on the stability 
criteria and the one selected based on the BGP default rules. 
 
v) Potential effectiveness of the stability-based decision criteria 

 
Even if selecting a more stable routing path could be considered as 
valuable from a routing level perspective, it does not necessarily imply 
that the corresponding forwarding path(s) would be itself more stable.  
 
Henceforth, our first objective consists in determining if the dynamics of 
the Internet routing and forwarding system (through the analysis of routing 
and forwarding path instability) show different properties. If this 
assumption is verified then as one can not straightforwardly derive the one 
from the other; our second objective becomes to investigate the 
relationship between the stability of the forwarding path followed by the 
traffic and the corresponding routing path as selected by the path-vector 
routing protocol. For this purpose, we locally relate at the router level, 
the stability measurements carried on forwarding paths with the 
corresponding routing paths following the method developed in [8]. 
 
In the paper available in Annex 3, we provide an overview on prior work 
concerning the BGP routing system stability. We document the measurement 
and processing methodology together with the real datasets onto which these 
metrics have been applied. Finally, we report on the measurement results. 
Our analysis shows that the main cause of instability results from the 
forwarding plane (the dominant instability behavior is characterized by a 
majority of (FP_unstable,RP_stable) events). This observation further 
corroborates the assumption that the dynamic properties of the forwarding 
and the routing system are different. However, it can also be observed that 
a second order effect relates forwarding and routing path instability 
events. This observation provides first indication that a BGP route 
selection criteria path based on differential stability (see [7] [8]) is 
derived that can safely be taken into account as part of the BGP route 
selection process.   
    

3.2 Path-vector routing  

3.2.1 Route Verification 
 
This currently ongoing work aims to investigate partial route verification 
in BGP and its relation with AS administrators' policies. Our work 
originates from the following two observations: 
 
(1) BGP with/without route verification is/is not incentive-compatible. 
(2) Route verification is extremely costly and, hence, impractical. 
 
Still, incentive compatibility is an important objective since it will 
decrease the impact of policing in routing. So, we consider partial route 
verification of the following form: instead of checking whether the whole 
path declared by an AS is true, pick a few links in its path and verify 
that they indeed carry traffic from this AS. In its simplest form, such a 
scheme will check only one link per AS. Now, there are several issues 
related to whether such a (cheap) verification is effective. First, can it 
catch a lying AS? Well, it if it done deterministically, the answer is, in 
general, no: the AS can adapt is policy according to the verification and 
still manipulate BGP. 
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However, the use of randomness can improve this situation. By picking a few 
random links (e.g., one or two, given that paths are short in practice 
anyway) in the path declared by the AS, the lying agent can be caught with 
considerable probability. Then, a reasonable (and standard in the Economics 
literature) definition for the rationality of AS administrators is that it 
is an expected utility maximizer. Essentially, the AS will deviate from 
truth-telling only if such a policy will increase his gain. Of course, this 
requires the adoption of a convincing utility model which is not obvious by 
the definition of BGP (ASes declare preferences on paths as opposed to 
exact utilities for each of them). Here, we can assume utility models for 
each AS that are consistent to its ordinal preference. Based on such models 
(but without using the specific utilities for each AS), we can then design 
probabilistic verification schemes that are strategy-proof in expectation 
(i.e., the ASes have no incentive to deviate from BGP since their expected 
utility will not increase). 
 
These ideas, in slightly different contexts, have been considered in two 
recent papers that appeared in ACM EC 2012 [9] [10]. The former defines the 
notion of probabilistic verification in mechanism design and presents 
positive and negative characterization and complexity results. The latter 
examines the role of underlying utilities in preference aggregation. Our 
current work on BGP is heavily influenced by these two works. Soon, we will 
have more concrete BGP-related results. 
 

3.3 New routing paradigms 

3.3.1 Components 
As explained in Section 2, a complete protocol alternative to BGP is not  
  
i) Locators assigned from Geometric space  

 
Geometric routing refers to a class routing schemes that operate by 
assigning to nodes (virtual) coordinates in a metric space; these (virtual) 
coordinates are then used as addresses to perform point-to-point routing in 
this space. In this case, the routing paths whose destination is designated 
by a locator (logical spatial designator of an attachment point to the 
network topology) is derived from a geometric metric space, e.g., 
coordinate. Note this association can be either direct or indirect 
(requiring resolution).  
 
The salient feature of geometric routing is that it relies on a locator 
space but this space is not equivalent to the usual topologically-dependent 
value space corresponding to network attachment points (like IPv4 assigned 
on an Ethernet interface). Indeed, coordinates can be inferred from the 
position of the node according to a reference space, in particular the 
hyperbolic space. Henceforth, automated address allocation can be 
considered by means of a coordinate inference procedure. However, no 
efficient technique (meaning technique not deteriorating other performance 
metrics such as the stretch) is currently known that would prevent the 
construction of a single and global coordinate space. Moreover, 
applicability of this locator-based addressing scheme for multicast groups 
(*,G) and (S,G) but also mobile nodes remains to be determined.  
 

ii) Greedy routing 

 
In greedy routing, each node performs distance computation for each packet 
based on local routing information it stores from local neighbor discovery.  
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To understand the term greedy we need to distinguish between routing paths 
corresponding to the logical concatenation of local decisions (without any 
associated local state) and the routing paths corresponding to the result 
of a distributed computation that is stored locally and to which a soft- or 
a permanent state is associated. In the former case, routing paths have no 
associated state whereas in the second case each routing path is associated 
to a local state. We refer to this distinction as "greedy routing" (also 
referred to as stateless routing) vs. "stateful routing".  
 
To ensure that routing paths are loopfree, greedy routing relies on 
distance preserving embedding of the "observable" topology (being the 
actual router/POP topology). The embedding of undirected graph G = (V,E) in 

a metric space (X,d) : G = (V,E) → (X,d) is defined as a one-to-one 

mapping function µ: V(G) → X. An embedding is distance preserving if ∀ s, 
t ∈ V(G), s ≠ t,  dG(s,t) → dX(µ(s),µ(t)). A distance preserving embedding 

possesses the following property: ∀ s, t ∈ V(G), s ≠ t, ∃ u ∈ V(G) such 
that (s,u) ∈ E(G), d(µ(s),µ(t)) > d(µ(u),µ(t)). Hence, ∀ s, t ∈ V(G), s ≠ 
t, a distance decreasing path from µ(s) to µ(t) always exist. The path 

(v0(=s),v1, ..., vm(=t)) is distance decreasing if d(vi-1,vm) > d(vi,vm), ∀ i. 
Moreover, an embedding of G = (V,E) → metric space (X,d) is said to be 
greedy iff greedy routing is always successful (i.e., a distance decreasing 
path can always be found in the embedded space X) [12]. In order words, 
each node of G is assigned the coordinates of the corresponding point of X 
and the distance between the points of X is the only information necessary 
for the route computation. 
  
The fundamental challenges in greedy routing are to i) Find appropriate 
mapping function µ together with polynomial-time algorithm to embed V(G) in 
X so as to produce low stretch greedy routing paths using the metric d 
associated to that space, ii) Find procedure that does lead (in the worst 
case) to routing path stretch linear in n instead of poly-logarithmic in n 
(~log(n)), and iii) More importantly topology update such as node joining 
or leaving the network requires O(n) operations as the greedy property of 
the entire embedding can be invalidated. Current procedures requires 
knowledge of the full topology in advance (a link must be aware that it is 
"long"). Hence, one needs to reduce the communication cost and associated 
overhead without imposing drawbacks of centralized static routing scheme. 
 
Nevertheless, the capability to build a set of local (per node) routing 
entries whose total memory size is proportional to the degree of each node 
(if we exclude the memory mobilized for storing the results of the 
operations for coordinate assignment) to forward traffic along distance 
decreasing paths is the main feature to be retained from this approach.  
 
iii) Stochastic routing 

 
The main idea underlying stochastic routing consists in i) performing 
routing decision by relying only on the local communication used by each 
node as the result of the minimization or maximization of (multiple) 
objective functions possibly subject to a set of constraints and ii) 
keeping accurate statistics on which routing decisions lead to optimize 
these functions, i.e., minimal delivery times. The salient feature of 
stochastic routing is its capability to account for uncertainty in routing 
information.   
 
Stochastic routing is in the "hallways" since about 20 years and there is 
no scalable mean to take full benefit of the reinforcement learning 
algorithm embedded into each node. One possible way would consist in 
aggregating the state maintenance problem into an agent-based model where 
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each agent would be responsible for a state sharing similar 
characteristics. Even each router/node would be viewed a single macro-agent 
[11] and the routing system as a Multi-Agent System (MAS) is viewed as a 
single macro-agent, joint action learner rapidly faces the curse of 
dimensionality, as both state and action spaces are tensor products of 
individual state and action space. Their size thus increases exponentially 
with the number of agents; only two agents are for instance considered in 
[11]. Moreover, this approach requires agents to somehow communicate 
instantly with each other (or at least access the state of the 
environment). While this hypothesis is unrealistic, the communication 
requirement can be relaxed by assuming that only some agents communicate 
with the others, or receive information from some master nodes. 

3.3.2 Compact Multicast Routing 
Dynamic compact multicast routing algorithms enable the construction of 
point-to-multipoint routing paths from any source to any set of destination 
nodes (or leaf nodes). The tree determined by a point-to-multipoint routing 
path is commonly referred to as a Multicast Distribution Tree (MDT) as it 
enables the distribution of multicast traffic from any source to any set of 
leaf nodes. By means of such dynamic routing scheme, MDTs can dynamically 
evolve according to the arrival of leaf-initiated join/leave requests. The 
routing algorithm creates and maintains the set of local routing states at 
each node part of the MDT. From this state, each nodes part of the MDT can 
derive the required entries to forward the multicast traffic received from 
a given source to its leaves. 

In [15] we introduce a dynamic compact multicast routing algorithm that 
enables the construction of point-to-multipoint routing paths (referred to 
as Multicast Distribution Tree or MDT) for the distribution of multicast 
traffic from any source to any set of leaf nodes. An extended version of 
the compact multicast routing algorithm is further documented in Annex 4 
(paper: "Design and Performance Analysis of Dynamic Compact Multicast 
Routing"). The novelty of the proposed algorithm relies on the information 
obtained locally and proportionally to the node degree instead of requiring 
knowledge of the global topology information (proportional to the network 
size). During the MDT construction, the routing information needed to reach 
a given multicast distribution tree is acquired by means of an incremental 
two-stage search process. This process, triggered whenever a node decides 
to join a given multicast source, starts with a local search covering the 
leaf node's neighborhood. If unsuccessful, the search is performed over the 
remaining unexplored topology (without requiring global knowledge of the 
current MDT). The returned information provides the upstream neighbor node 
along the least cost branching path to the MDT rooted at the selected 
multicast source node. The challenge consists thus here in limiting the 
communication cost, i.e., the number of messages exchanged during the 
search phase, while keeping an optimal stretch - memory space tradeoff.   
 
i) Comparison with other Compact Multicast Routing schemes 

 
AS far as our knowledge goes, prior work on compact multicast routing is, 
mainly concentrated around the routing schemes developed in the seminal 
paper authored by Abraham in 2009 [13]. One of the reasons we can advocate 
is that despite the amount of research work dedicated to compact unicast 
routing, current schemes are not yet able to efficiently cope with the 
dynamics of large scale networks. Therefore, running compact multicast 
routing independently of the underlying unicast routing system would be 
beneficial.  
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Compared to the Abraham compact multicast routing scheme [13], our name-
independent compact multicast routing algorithm is also i) leaf-initiated 
since join requests are initiated by the leaf nodes; however, contrary to 
the Abraham scheme it operates without requiring prior local dissemination 
of the node set already part of the MDT or keeping specialized nodes 
informed about nodes that have joined the MDT, and ii) dynamic since 
requests are processed on-line as they arrive without re-computing and/or 
re-building the MDT. Moreover, our proposed algorithm is iii) distributed 
since transit nodes process homogeneously the incoming requests to derive 
the least cost branching path to the MDT without requiring any centralized 
processing by the root of the MDT or any specialized processing by means of 
pre-determined center nodes, and iv) independent of any underlying sparse 
cover construction grown from a set of center nodes (which induce node 
specialization driving the routing functionality): the local knowledge of 
the cost to direct neighbor nodes is sufficient for the proposed algorithm 
to properly operate. It is important to emphasize that the sparse cover 
underlying the Abraham scheme is constructed off-line and requires global 
knowledge of the network topology to properly operate. 
 
ii) Comparison with current IP Multicast Routing schemes 

 
This independence is the fundamental concept underlying multicast routing 
schemes such as Protocol Independent Multicast (PIM) [14]. Its variants for 
any-source multicast (PIM-SM) and single-source multicast (PIM-SSM) are the 
most commonly deployed routing protocols even if limited in scope (single 
carrier). Nevertheless, we also observe that the scaling problems 
experienced by these routing protocols and more generally all multicast 
routing approaches developed by the research community, remain largely 
unaddressed since so far. Indeed, multicast currently operates as an 
addressable IP overlay (Class D group addresses) on top of unicast routing 
topology, leaving up to an order of 100millions of multicast routing table 
entries. Hence, the need to enable point-to-multipoint routing paths (for 
bandwidth saving purposes) while keeping multicast addressing at the edges 
of the network and building shared but selective trees inside the network. 
In our approach, multicast forwarding relies on local port information 
only. Thus, the memory capacity savings comes from i) keeping 1:N 
relationship between network edge node and the number of multicast groups 
(N), and ii) local port-based addressing for the local processing of 
multicast traffic. Further, we argue that compact multicast routing by 
providing the best memory-space vs. stretch tradeoff, can possibly address 
the memory scaling challenges without requiring deployment of a compact 
unicast routing scheme. 
 
BGPv4 has also been extended to support multicast discovery protocol. This 
extension relies on the multiprotocol BGP (MBGP) feature defined in RFC 
2858. The multi-protocol capability of BGP enables multicast routing and to 
connect multicast topologies within and between BGP autonomous systems. In 
other words, multiprotocol BGP (MBGP) is an enhanced BGP that carries IP 
multicast routes. BGP carries two sets of routes, one set for unicast 
routing and one set for multicast routing. The routes associated with 
multicast routing are used by the Protocol Independent Multicast (PIM) to 
build data distribution trees. More recently, this feature has further been 
extended and BGPv4 can now also be used as multicast signaling protocol; 
hence, avoiding the use of PIM. 
 
iii) Overview of our Compact Multicast Routing algorithm 

 
The objective of the proposed compact multicast routing algorithm (referred 
to as PPC) is to minimize the routing table sizes of each node part of the 
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MDT at the expense of i) routing the packets on point-to-multipoint paths 
with relative small deviation compared to the optimal stretch obtained by 
the Steiner Tree (ST) algorithm, and ii) higher communication cost compared 
to the Shortest Path Tree (SPT) algorithm. For this purpose, the proposed 
algorithm reduces the local storage of routing information by keeping only 
direct neighbor-related entries rather than tree structures (as in ST) or 
network graph entries (as in both SPT and ST). In other terms, the novelty 
of the proposed algorithm is on requiring maintenance of only local 
topology information while providing the least cost next hop during the MDT 
construction. That is, our algorithm does not rely on the knowledge of the 
global topology information or involve the construction of global network 
structures such as sparse covers. The information needed to reach a given 
multicast source is acquired by means of a two-stage search process that 
returns the upstream node along the least cost branching path to the MDT 
sourced at s. This process is triggered whenever a node decides to join a 
given multicast source s, root of the MDT. After a node becomes member of 
an MDT, a multicast routing entry is dynamically created and stored in the 
local tree information base (TIB). From these routing table entries, 
multicast forwarding entries are locally instantiated.  
 
As stated before, the reduction in memory space consumed by the routing 
table entries results however in higher communication cost compared to the 
reference algorithms, namely the SPT and the ST. Higher cost may hinder the 
applicability of our algorithm to large-scale topologies such as the 
Internet. Hence, to keep the communication cost as low as possible, the 
algorithm's search process is segmented into two different stages. The 
rationale is to put tighter limits on the node space by searching locally 
in the neighborhood (or vicinity) of the joining leaf node before searching 
globally. Indeed, the likelihood of finding a node of the MDT within a few 
hops distance from the joining leaf is high in large topologies (whose 
diameter is logarithmically proportional to its number of nodes) and this 
likelihood increases with the size of the MDT. Hence, we segment the search 
process by executing first a local search covering the leaf node's vicinity 
ball, and, if unsuccessful, by performing a global search over the 
remaining topology. By limiting the size (or order) of the vicinity ball 
while taking into account the degree of the nodes it comprises, one ensures 

an optimal communication cost. For this purpose, a variable path budget πb 
is used to limit the distance travelled by leaf initiated requests to 
prevent costly (in terms of communication) local search or global search. 
Additionally, as the most costly searches are resulting from the initial 
set of leaf nodes joining the multicast traffic source, each source 
constructs a domain (referred to as source ball). When a request reaches 
the boundary of that domain it is directly routed to the source. 
 
The proposed compact multicast routing algorithm is further documented in 
Annex 4 (paper: "Design and Performance Analysis of Dynamic Compact 
Multicast Routing"). This paper evaluates the performance of the proposed 
algorithm in terms of the stretch of the point-to-multipoint routing paths 
it produces, the size and the number of routing table entries, and the 
communication/messaging cost. Performances have been evaluated by 
simulation on synthetic power-law graphs (modeling the Internet topology) 
and the CAIDA map of the Internet topology comprising 32k nodes. It also 
compares its performance against legacy multicast routing algorithms (the 
Shortest Path Tree and the Steiner Tree algorithm). In that respect, the 
performance obtained with the proposed compact multicast routing scheme 
shows substantial gain in terms of the number of RT entries compared to the 
Steiner-Tree (ST) heuristic (minimum factor of 3,21 for sets of 4000 leaf 
nodes, i.e., 12,5% of the topology size) and the memory space required to 
store them. The stretch deterioration compared to the ST algorithms ranges 
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between 8% and 3% (for multicast group size of 500 to 4000, respectively); 
thus, decreasing with increasing group sizes. The proposed two-phase search 
process -local search first covering the leaf's node vicinity, and if 
unsuccessful, a global search over the remaining topology- combined with 
the vicinity ball construction at the source node enables to keep the 
communication cost of the proposed algorithm within reasonable bounds 
compared to the reference Shortest Path Tree (SPT) scheme and sub-linearly 
proportional to the size of the leaf node set. Future work will determine 
if these promising performance results can still be verified for dynamic 
sequences of node join and node leave events and non-stationary topologies.  
 
The comparison by the proposed algorithm and by the Abraham routing scheme 
as specified in [13] (for dynamic join only events) of their performance in 
terms of the stretch of the point-to-multipoint routing paths and the 
memory space required show that i) considering an aspect ratio3 of 6 (and a 
network of 32k nodes the stretch of the Abraham scheme is about 3.5. Thus 
the stretch upper bound of the point-to-multipoint routing path produced by 
the Abraham scheme, even if universal (applicable to any graph), is about 3 
times higher than the one produced by our scheme, ii) following its 
specification, the Abraham scheme requires a memory storage of about 
700kbits per node for a tree comprising 4000 leaf nodes. For the same leaf 
set size, our compact multicast routing scheme requires about 1250kbits. 
These results seem to show that the proposed scheme provides a different 
stretch-memory tradeoff than the Abraham scheme noticing that the 
degradation in memory space is relatively limited. 

                            
3 In this formula, the factor ∆ is the aspect ratio defined as the ratio between max d(u,v) and min d(u,v), 
for any u, v ∈ V.  
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4. Conclusion 
 
It is relatively difficult to draw definitive conclusion concerning the 
potentiality of a specification that would provide a suitable alternative 
to the BGP routing protocol and that can be positioned as a genuine 
alternative routing paradigm. It is indeed not possible at this point in 
time, to infirm or to conform whether such alternative can ever be designed 
or not. What is clear though is that performance improvement is not a 

sufficient condition for migration to a new routing protocol (assuming that 
routing protocol would exist); moreover, functional preservation (if not 
improvement) is a necessary condition to meet by any potential candidate. 

The alternative paradigms considered so far and the possible combination of 

their salient features together with the experiments to be conducted during 

the third year of the project may provide further evidences that such 

ultimate goal is achievable.   

 
Assuming such alternative would not be achievable, the efforts conducted in 
the context of the Task 2.2 have also led to propose genuine improvements 
to the BGP routing protocol (even if some are incremental) but also propose 
foundational building blocks to path-vector routing such as the inception 
of a routing information exchange process to replace the base push-model of 
BGP and a partial route verification process. 
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Annex 1: Paper "Modeling the Internet Routing System 

and Protocol Architecture" 
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Annex 2: Paper "Stability metrics and criteria for 

path-vector routing" 
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Annex 3: Paper "Relationship between path-vector 

routing and forwarding path stability" 
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Annex 4: Paper "Design and Performance Analysis of 

Dynamic Compact Multicast Routing" 
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