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1. Introduction

Considering that the foundational principles of the Internet routing system
are i) distribution (local computation of the routing table entries), ii)
adaptivity (to topology and policy dynamics) and iii) policing (decision
process, routing updates filtering, etc.), the most fundamental challenges
faced nowadays by its architecture are: scalability, adaptation cost,
convergence time, and stability of its underlying protocols. These elements
are further documented in Annex 1 (paper titled "Modeling the Internet
Routing System and Protocol Architecture"). These challenges result from i)
the increasing number of routing entries and thus routing states amplified
by the design and usage of the addressing system (including prefix de-
aggregation practices for traffic engineering purposes, and site multi-
homing), ii) the short-term topology and policy dynamics and iii) the
longer-term topology evolution (increasing meshedness). Their combination
together with the intrinsic 1limits of the BGP architecture and its
underlying properties leads to a very complex problem.

In order to address these challenges altogether, we have modeled in Task
2.1 (and documented in Deliverable D2.1) the routing system by identifying
its functional components, their relationships, and their spatio-temporal
distribution (functional model) together with the information properties,
operations and relationships (information model). The spatial distribution
of the above-referenced elements (function and information) is
characteristic of distributed systems like the Internet and the temporal
distribution of these elements (in particular, the information) is the main
source that explains the complexity in specifying an alternative routing
protocol to BGP. Note also that in distributed systems like the Internet,
the routing decisions are locally performed by each (abstract) node
independently of the others using the exchanged information (i.e.,
discovered information) but individual nodes decision affects other
router's decision. It is therefore fundamental +to capture these
interactions as part of the functional model up to the level appropriate
for further routing system and protocol engineering.

This approach enables also to thoroughly identify which routing (sub-
)Yfunctions are currently under-specified or mis-specified but also which
routing (sub-)functions can be replaced, added or even removed from their
specification as documented in existing scientific literature. Comparison
between the different routing schemes (and associated operations) is also
facilitated as functional modeling offers at the same time a detailed
functional analysis grid. Complementarily, the information model provides
the mean to perform a detailed information analysis. Finally, it is to be
emphasized that demonstrating performance gain and improvements and on the
other hand proving efficiency as well as utility are equally important.

The present document follows and further develops the architectural
approach documented in Task 2.1; it also exploits the results obtained from
several activities conducted in the context of WP3. It then details the
relationship between the Internet routing system and protocol architecture
together with the current limits that can be identified by applying the
method developed in Task 2.1 to identify architectural limits of BGP. After
identifying the root causes for the absence of suitable alternatives to
BGP, the operational feedback obtained from the first Technical Advisory
Board (TAB) is analyzed in order to understand the necessary and sufficient
conditions for protocol migration. The next section documents and positions
the proposed novel incremental improvements to BGP, the research work
dedicated to path-vector routing together with the work dedicated to the
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investigation on genuine alternative to BGP in particular for what concern
multicast routing.
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2. Internet Routing System and Protocol Architecture

2.1 BGP Architectural Limits

The following table provides

an overview of BGP coverage against the

functionality outlined here above showing that the base functionality is
mostly covered by the Border Gateway Protocol (BGP) besides security. The
latter still remains a major operational concern for the operational

community.

Table I. BGP functionality coverage

Routing functional area

BGP Coverage

Any-to-any connectivity Yes
Distribution with asynchronous Yes
messaging/processing

Adaptivity

- Topology dynamics Yes

- Policy dynamics Yes

- Traffic dynamics Limited

Policy

Yes but node-based decision only

Security

Secure channels, information
verification is ongoing (cf. SIDR
effort)

Advanced functionality

BGP Coverage

Traffic engineering

Limited (mainly by means of
spatial/prefix de-aggregation)

Multicast

Yes but requires specific extensions
(MP-BGP)

Applying the functional and information analysis to BGP leads to the

following crucial observations:

e The routing information exchange process is asymmetric: the RIB_In

is actually decoupled from the Loc_RIB whereas the RIB_Out is driven
by the selection/update rate of routing entries. The subsequent
addition of a threshold to the routing update rate (i.e., the MRAI)
at the sender-side is certainly a direct transposition of the "be
liberal in what you accept and be conservative in what you send"
design principle but in the meantime, the ratio RIB/FIB (function of
the number of BGP peering sessions per BGP speaker) can easily reach
an order of 10 (if not more since the number of BGP peering sessions
is independent of the number of physical interfaces). Thus, routers
have often to process an order to 10M routing entries to derive
about 450k active routing table entries. Remember that the BGP
update process "pushes" routing updates to neighbors. This mechanism
defines probably the most basic technique for routing (data)base
synchronization but its simplicity may actually be the root cause of
the memory size scaling and adaptation cost observed nowadays. This
observation leads to possibly rethink the routing update
distribution process and not (only) the route selection process.

The BGP route selection being driven by a node-based decision
process, little flexibility is 1left to update neighbors on a per
neighbor-basis beside application of outbound filters. This design
is certainly desirable for inbound BGP speakers (with respect to the
flow of routing updates) peering with BGP routers belonging to the
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same AS but less robust for outbound routers peering with different
AS's.

e The nature of the routing update information (and its distribution
process) is prone to induce path exploration; the question that
stems though is why selecting a route subject to path exploration at
first place. The answer is essentially because i) routing update
information processing does not differentiate between updates with
respect to their root cause, their identification (origin), etc.
during the route selection process, and ii) the route selection
process itself performs solely by applying network-wide criteria on
the spatial properties of the AS-Path attributes (carried in routing
updates) that are assumed to be immutable when processed. Thus, in
addition to the routing update process itself, the information it
distributes would have to be extended to incorporate temporal and
infer causal properties.

e The BGP route selection process performs "on-path" regarding the
flow of routing information updates. This design choice seriously
compromises the possibility for introducing any simple routing
information verification mechanism crucial for security reasons (as
a routing path and 1its associated routing update flow are
congruent). Such mechanism aims at enabling the receiving BGP router
to verify that the originating AS 1is authorized to advertise an
address prefix by the holder of that prefix, whether the originating
AS is accurately identified by the originating AS Number (ASN) in
the advertisement, and the validity of both the address prefix and
the ASN.

2.2 Identifying root causes for the absence of suitable
alternatives to BGP

One of the main root causes of the absence of suitable alternative to BGP
resides in the lack of architectural modeling of the global routing system
when designing a routing protocol and its associated routing algorithm(s).
Indeed, such design is to be performed in accordance to the routing system
and addressing model describing their components and relationships (and not
independently). Next, the procedures for routing information exchange and
routing path computation can be specified and their impact on the global
routing system can be analyzed and evaluated by using the architectural
model. Following a systematic architectural method does not specify how to
implement the routing procedures and data structures themselves. However,
the proper exploitation of this method enables to systematically determine
and analyze the composition and the different relations between these
procedures and data structures as well as the functional and the behavioral
properties these procedures would have to satisfy in order to ensure that
the Internet routing system meets its objectives. When the routing system
is not properly modeled, the impact of these design choices on the global
routing system is almost impossible to evaluate beforehand making any
improvement a trial-and-error experiment. Moreover, experience shows that
without well-defined routing system architecture, adding/removing or
replacing routing functionality increases its architectural complexity.

As explained here above, prominent research efforts have been conducted
over last decades to address the challenges related to the Internet routing
system. However, their design tends to follow (at least since so far) the
exact same approach as the one pursued by BGP. This statement is
corroborated by the following observations:
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e The routing algorithm still exclusively determines the behavior of
the routing system whereas a proper method would assume that the
routing system architecture (which comprises a non-local information
acquisition function) determines which class of algorithms produces
the needed output from the available input (and under which
conditions);

* Certain performance objectives are verified by the routing algorithm
but without accounting for their dependency on the spatial and
temporal properties of the information/input and running conditions
(e.g., memory space consumption is minimized in stationary
conditions up to the point that adaptivity cost and convergence time
objectives become unachievable);

e The functional distinction between the routing information
acquisition function being either explicit (push/pull) or implicit
(local inference) and the routing path computation function is often
neglected. On the other hand, little work has been realized since so
far in terms of architectural modeling of the Internet routing
system with the purpose of deriving alternative routing schemes (and
subsequently routing protocols).

This situation has led to a deadlock in terms of routing research since
approaching the problem space requires the design of routing algorithm(s)
and protocol but also the specification of the routing architecture that
couples both information and functional model. We argue that failing to
work simultaneously and in symbiosis with these three dimensions altogether
explains for a large part the reason why no suitable alternative to the
BGP-based routing system has been proposed since so far but also why only a
limited number of the numerous improvements to BGP have been deployed since
so far. The other reason is the lack of analytical model translating the
behavior (in particular, the spatio-temporal properties) of the entities
inducing network dynamics but on which the behavior of the routing system,
the routing protocol and the routing algorithm strongly depends.

2.3 Operational Feedback

Following the first Technical Advisory Board (TAB) meeting of the EULER
project that was organized on June 8, 2012 at Ghent University, the main
operational concerns relate to routing system and protocol functionality.
This functionality include in order of priority: adaptivity, policing, and
security that BGP offers today (if we would include security considerations
as developed in SIDR IETF Working Group). Moreover, incentives for
migration to a new routing model/protocol shall be justified by at 1least
one order of magnitude of performance improvement (e.g. memory size)
WITHOUT deteriorating other functionality and/or performance currently
provided by BGP.

This statement indicates that routing protocol migration would be primarily
driven by i) additional functionality; following Table I the extend to
which these improvements can be actually considered is rather limited; and
ii) as core/edge routers can accommodate O(1M) IPv4 active routes (in
Loc_RIB) and O(1@M) routes in the Adj_RIB_In, there is sufficient headroom
at current deployment rate; in other terms, there should be a significant
increase in the routing table growth rate (and associated dynamics) to
justify such migration.

Moreover, if the replacing routing model/protocol would induce the use of a
different current locator space (compared to the current IPv4/IPv6 space)
further justification in terms of reduction of operational complexity and
cost (beside the cost of migration) but also new functionality shall be
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offered as deep operational impact would follow. Such migration would be
justified only if the new routing protocol offers new "business
opportunities" and not only improves the cost of scale/performance of the
Internet routing system. Internet routing protocol is and remains mainly
"problem-driven" and not exclusively driven by improvements of protocol
performance aspects.

For this purpose, the main interest expressed covers i) the investigation
of the IPv6 routing table growth (compared to IPv4) and impact on routing
system, ii) the stability of the routing system/routing paths, and iii) the
heterogeneity of the environments where BGP can be deployed and perform
(assuming extension in data centers for instance).

2.4 Bottomline

Performance improvement is not a sufficient condition for migration to a
new routing protocol (assuming that routing protocol would exist) and
functional preservation if not improvement is a necessary condition.

Moreover, next to the functional aspects, capturing the spatio-temporal
properties of the routing information (as none of the alternative routing
algorithm has its pre-conditions verified to provide its output) becomes
the main blocking point. This observation is critical in the context of the
project because acting at both functional/procedural and information level
is required to expect finding an alternative routing protocol. This further
corroborates the relevance of the approach followed in Task 2.1 and guides
three main directions for designing an alternative routing scheme:

e Capture as part of the protocol formats, the non-deterministic
nature of the routing information, i.e., their variation over time
(distribution functions instead of time-invariant numeric values or
symbols).

* Combine routing information discovery function with the computation
procedure(s) but do not inter-twin them; specify a routing
information distribution protocol i) by means of communication
sessions that are not necessarily congruent with the selected paths
(as mandated by the BGP node decision process) in order to enable
exchange of information not necessarily used 1locally by the
computation function and ii) that supports information exchange that
can operate in hybrid push-pull mode (so as to avoid the drawbacks
associated to push-only discovery protocols).

* Design the computation function such as to support different rates
of arrivals of routing information (multi-modality) while limiting
the increase in computation complexity.
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3. Positioning against routing space

Prominent research efforts have been conducted over last decades to address
the challenges related to the Internet routing system and its underlying
routing protocol. These efforts can be classified as follows: i)
incremental improvements to BGP, ii) new class of path-based routing
protocols, and iii) new routing paradigms. It is also important to mention
that we do not consider as part of the new routing paradigm class known
mechanisms which for various technical reasons were never used (e.g.,
source routing) or never deployed (e.g., hierarchical link-state routing).

In the following, we use the same classification to position our effort and
activities aiming at specification of:

e Incremental improvements to BGP:
0 Stability-based route selection criteria
0 (Partial) route-verification process

e Path-vector routing':
0 The (partial) route verification process being generic, it can
expectedly also be applied to new path-vector routing
protocols.

* New routing paradigms:

0 As stated above since the design of alternative routing scheme
requires new foundational elements that still remain to be
identified, the possible exploitation of certain components
related to routing schemes such as stochastic routing (as it
enables processing of routing information subject to
uncertainty and adapts accordingly), greedy routing (which
builds a set of 1local routing entries whose memory size is
proportional to the degree of each node if we exclude the
memory mobilized for storing the results of the operations for
coordinate assignment), geometric routing (which operates by
assigning to nodes (virtual) coordinates in a metric space;
these (virtual) coordinates are then used as addresses to
perform point-to-point routing in this space) but also compact
routing (for the introduction of the notions of variable
neighborhood and coloring or classes of names).

0 Segmentation between the discovery of routing information and
the computation/selection algorithm, discovery function that
if specified generically enough can also be applied to path-
vector routing (but also to any routing scheme requiring non-
local knowledge of the topology and its properties to
operate). As the focus of the project is on distributed
adaptive routing, this new approach for the distribution of
routing information is documented as part of the components to
be considered in the context of new routing paradigms.

0 Designed independently of the wunderlying unicast routing
protocol, the compact multicast routing scheme that has been
developed can run on top of any unicast routing topology. The
proposed approach is competitive against both existing compact
multicast routing schemes and existing IP multicast routing
protocols such as PIM (RFC 4601) or Multicast BGP (RFC 2858).

! Note that examples of path-vector routing protocols are documented in the paper reproduced
in Annex 1
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3.1 Incremental improvements to BGP

3.1.1 Stability-based route selection criteria

Following the work initiated in Task 3.2, we have defined several stability
metrics to characterize the local effects of BGP policy- and protocol-
induced instabilities on the routing tables (for more details see Annex 2 -

Our experimental results show that the proposed method enables to locally
detect instability events that are affecting routing tables' entries, and
deriving their impact on the 1local stability properties of the routing
tables. We have also defined a differential stability-based decision
criterion that can be taken into account as part of the BGP route selection
process.

After documenting needed preliminaries, the following sections document the
novelty of the proposed method relying on the definition of a new BGP route
selection rule derived from the differential stability metric, the
experimental results verifying the Consistency of the stability-based
selection criteria, and the selection rule itself and its usage.

1) Prior work and Novelty of the Proposed Method

Numerous studies on BGP dynamics properties have been conducted over last
twenty years. Work began in the early 1990s on an enhancement to the BGP
called Route Flap Damping (RFD). The purpose of RFD was to prevent or limit
sustained route oscillations that could potentially put an undue processing
load on BGP. At that time, the predominant cause of route oscillation was
assumed to result from BGP sessions going up and down because established
on circuits that were themselves persistently going up and down. This would
lead to a constant stream of BGP update messages from the affected BGP
sessions that could propagate through the entire network. The first version
of the RFD algorithm specification appeared in 1993, updates and revisions
lead to RFC 2439 in 1998 [1].

Mao et al. [2] published in 2002 a paper that studied how the use of RFD,
as specified in RFC 2439, can significantly slowdown the convergence times
of relatively stable routing entries. This abnormal behavior arises during
route withdrawal from the interaction of RFD with "BGP path exploration”
(in which in response to path failures or routing policy changes, some BGP
routers may try a sequence of transient alternate paths before selecting a
new path or declaring the corresponding destination unreachable). Bush et
al. [3] summarized the findings of Mao et al. [2] and presented some
observational data to illustrate the phenomena. The overall conclusion of
this work was to avoid using RFD so that the overall ability of the network
to re-converge after an episode of "BGP path exploration" was not
needlessly slowed.

More recently, solutions such as the enhanced path vector routing protocol
(EPIC) [4] propose to add a forward edge sequence numbers mechanism to
annotate the AS paths with additional “path dependency’’ information. This
information is combined with an enhanced path vector algorithm to limit
path exploration and to reduce convergence time in case of failure. EPIC
shows significant reduction of convergence time and the number of messages
in the fail-down scenario (a part of the network is disconnected from the
rest of the network) but only a modest improvement in the fail-over
scenario (edges failures without isolation). The main drawback of EPIC is
the large amount of extra information stored at the nodes and the increase
of the size of messages. Another solution, BGP with Root Cause Notification
(RCN) [5] proposes to reduce the BGP convergence delay by announcing the
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root cause of a 1link failure 1location. This solution also offers a
significant reduction of the convergence time in the fail-down scenario.
However, the convergence time improvement achieved with RCN is modest on
the Internet topology compared to legacy BGP (in the fail-over scenario).
More advanced techniques such as the recently introduced Path Exploration
Damping (PED) [6] augments BGP for selectively damping the propagation of
path exploration wupdates. PED selectively delays and suppresses the
propagation of BGP updates that either lengthen an existing AS Path or vary
an existing AS-Path without shortening its length.

All these approaches try to mitigate instability effects and/or to
accelerate convergence after occurrence of a perturbation event, but none
of them ask the fundamental question why selecting a route subject to path
exploration at first place. The answer is essentially because none of these
mechanisms perform rely on the actual quantification of the instability
effect and still use network-wide spatial criteria that for AS-Path
selection.

ii) Preliminaries

The autonomous system (AS) topology underlying the routing system is
described as a graph G = (V,E), where each vertex (or abstract node) u 0OV,
|[V|] = n, represents an AS, and each edge e O E, |E| = m, represents a link
between an AS pair denoted (u,v), where u, v O V. Each AS comprises a set
of physical nodes referred to as routers; the AS representation of the
topology combines thus both its partitioning and its abstraction. The
subset of physical nodes of interest for this paper comprises the routers
running the path-vector algorithm (typically sitting at the periphery of
each AS). At each of these routers, a route r per destination d (d O D) is
selected and stored as an entry in the local routing table (RT). The total
number of entries is denoted by N, i.e., |RT| = N. A route r; to
destination d at time t is defined by ri;(t) = {d, (vi=u, Vi.1,..,Ve=V), A}
with k > @ | O j, k 2 3j > 0, {v5, vy} O E and i O [1,N], where (vi=u, V.
1,-,Ve=V) represents the AS-Path, vy, the next hop of v along the AS-Path
from the abstract node u to v, and A its attribute set. Let P,.),q denote
the set of paths from node u to v towards destination d where each path
p(u,v) is of the form {(vi=u, Vi 1,..,Ve=v), A}. A routing information update
leads to a change of the AS-Path (v, Vi.1,..,Ve) Or an element of its
attribute set A. Next, a withdrawal is denoted by an empty AS-Path (g¢) and
A = 0O: {d,e,0}. According to the above definition, if there is more than
one AS-Path per destination d, they will be considered as multiple distinct
routes.

BGP being in the context of this paper the path-vector routing protocol
considered; we further detail its storage data structures, referred to as
Routing Information Bases (RIBs), used to store its routes r;(t). At each
BGP speaker, the RIB consists of three distinct parts: the Adj-RIB-In, the
Loc-RIB, and the Adj-RIB-Out. The Adj-RIB-In contains unprocessed routing
information that has been announced to the local BGP speaker by its peers.
The Loc-RIB which corresponds to the BGP local routing table (RT) contains
the routes that have been selected following the 1local BGP speaker's
decision process. Finally, the Adj-RIB-Out organizes the routes for
announcement to specific peers. When a router receives a route
announcement, it first applies inbound filtering process (using some import
policies) to the received routing information. If accepted, the route is
stored in the Adj-RIB-In. The collection of routes received from all
neighbors (external and internal) that are stored in the Adj-RIB-In defines
the set of candidate routes (for that destination). Subsequently, the BGP
router invokes a route selection process - guided by locally defined
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policies - to select from this set a single best route for each
destination. After this selection is performed, the selected best route is
stored in the Loc-RIB and is subject to some outbound filtering process and
then announced to all the router's neighbors. Importantly, prior to being
announced to an external neighbor, but not to an internal neighbor in the
same AS, the AS path carried in the announcement is prepended with the ASN
of the local AS.

We introduce in [7] the definition of differential stability between the
most stable route in the Adj_RIB _In and the selected route stored in the
Loc_RIB for the same destination d characterizes the stability of the
currently selected routes for a given destination d against most stable
routes as 1learned from upstream neighbors. The corresponding metric
provides a measure of the stability of the learned routes compared to the
stability of the currently selected route. A variant of this metric,
denoted &b;(t), i O [1,|D|] where D is the total number of destination
prefixes, characterizes the stability of the newly selected path p*(u,v) at
time t for destination d against the stability of the path p(u,v) that is
stored as time t in the Loc_RIB for destination d and that would be
replaced at time t+1 by the path p*(u,v): 80;(t) = ¢;(t) - ¢;*(t). In turn,
if the differential stability metric o¢;(t) > @, then the replacement of
route r;(t) by the route r;*(t) increases the stability of the route to
destination d; otherwise, the safest decision is to keep the currently
selected route r;(t) stored in the Loc_RIB.

111) Consistency of the stability-based selection

Application of the differential stability metric 0&¢; during the BGP
selection process would prevent replacement (in the Loc_RIB) of more stable
routes by less stable ones but also enable selection of more stable routes
than the currently selected routes. However, for this assumption to hold,
we must also prove the consistency of the stability-based selection with
the existing preferential-based route selection model that relies on a path
ranking function (i.e., a non-negative, integer-value function A,, defined
over P,v),d» such that if p;(u,v) and py(u,v) O P,vy,a and Ay(p1) < Au(p2)
then p,(u,v) is said to be preferred over p;(u,v)). The route selection
problem is consistent with the stability function o¢(t), if O u O V and
p1(u,v) and py(u,v) O Pe,vy,qg (1) if Ay(p1) < Au(p2) then 3¢(t) = ¢i(t) - ¢2(t)
> 0 and (2) Au(p1) = Au(pz) then &b(t) = @. We show in [7] that if p;(u,v)
and py(u,v) O Pq,v,e O pa(u,v) 1is embedded in p;(u,v), then the route
selection problem is consistent with the stability function &b and the
route selection is not stretch increasing. By stretch decreasing, we mean
here that the length p;*(t) of the path p*(u,v) (measured in terms of
number of AS hops in case of BGP route) associated at time t to the route
r;* is smaller than the length p;(t) of the path p(u,v) associated at time t
to the route ry: Opi(t) = pi*(t) - pi(t) < o.

iv) Experimental Verification

The results obtained (see Fig.1) shows that the cumulated percentage of
routes with respect to the AS-path length difference between the selected
and the most stable route. A positive difference indicates that the
replacement of the selected route (using the BGP path ranking function) by
the most stable route would decrease the AS-path length compared to the
selected route (dp < ©). A negative difference indicates that such
replacement would increase the AS-path length (dp > 0).
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From this figure, we can deduce that such replacement would be advisable
for about 90% of the selected routes since dp < ©. Moreover, for 25%
percent of the routes, this replacement would also lead to an AS-path
length decrease since for these routes op < ©. Interestingly, only 10% of
the routes would be affected by a length increase if they would be selected
based on the stability criteria since for these routes &p > 0. Among this
percentage of 10%, we can also observe from this figure that a significant
fraction of the routes would be covered if an AS-path length increase of
one-hop would be considered as acceptable (in average op [ 1.15). These
observations corroborate the fact that the stability-based selection rule
does not lead to a stretch increase for a significant fraction of the
routes (90%). On the other hand, by admitting a stretch increase
corresponding to one additional AS-hop in the AS-path, only a minor
fraction of the routes (about 2%) would be penalized by a higher stretch
increase of two AS-hops (and above for a fraction of routes << 1%). This
observation can be seen as the experimental evidence that enforcing
stability would not come at the detriment of increasing the stretch of the
AS-paths.

iv) Differential Stability-based decision criteria

The BGP route selection process can thus be enhanced by the stability-
based decision criteria, following the differential stability metric
defined here above. Using this additional rule the BGP route selection
process would be driven by the rules detailed in Fig.1l. The inclusion of
this new route set of decision rules as part of the BGP route selection
process is shown in Fig.2.

if op;(t) >0
then if &pij(t) <O
then select r;(t) per &(t)
else if opi(t) <y
then select r;(t) per &(t)

el se select ri(t) per
default BGP sel ection rules

if di(t) <0
then select r;(t) per
default BGP sel ection rules

Fig.1l. Differential stability based decision criteria

if Bp,(£) » 0
then if &g (t) £ 0
then select r,(t) par dp, (t)
else if do(t) < 7y
then sslect r,(t) per dp,(t)

else select r;(t) per
default BGP selection rules
if dp;(t) £ 0 H
then select r it} per In BGP rOUte
default BGP =slaction rules selection process
]
peer 1 Loc-RIB peer x
: >

Best routes

peerj .| Route selection . Ej .
: rules

peerp] ;" @ (rules) , peery.
: . | Adj-RIB-Out
: Adj-RIB-In +

Fig.2. Differential stability based decision criteria in BGP route selection process
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In this selection process, the positive integer parameter y is determined
by the increase of the multiplicative stretch considered as acceptable.
Hence, the actual problem becomes to find a mean to actually determine (or
at least estimate) the acceptable stretch increase of the routing path that
would result from the application of the stability-based decision criteria.
Past experiments dedicated to the measure of the BGP AS-path length have
shown that even if the average 1length of AS-paths is relatively stable
(about 4 to 5), a significant fraction of AS-paths has a length up to 10
[11]. From this perspective, if we assume that a 10% increase of the
multiplicative stretch would be acceptable (resulting multiplicative
stretch would be equal to 1.1 instead of 1.0), then routes with an average
AS-path length increase of one (1) AS-hop would instead be selected. Note
that this study does not evaluate the increase in memory consumption
required to store the routes with longer AS-path attributes. Moreover, the
application of the stability-based decision criterion prevents propagation
of the routing updates churn resulting from the occurrence of a path
exploration event when the following conditions are met i) the route
corresponding to the next stable state is locally stored in the Adj_RIB_In
and ii) this route corresponds to the most stable (next) route in the
Adj_RIB_In. Indeed, if such event occurs, then the selection of a stable
route becomes possible without delaying local convergence resulting from
the exploration of all intermediate routing states (e.g., AS-paths of
increasing 1length). Nevertheless, if the path exploration event also
affects the route corresponding to the next state corresponding to the most
stable next route, then selecting the AS-path that is the least
topologically correlated®> to the previous state provides the safest
decision.

Importantly, the applicability of the stability-based decision criterion
does not only depend on the point-value of the differential stability
metric but also on its evolution over time. This means in practice that we
have also to ensure that when the stability criteria are met at time t, and
the corresponding selection rules are applied at time t, they also remain
applicable at time t+1, and more generally at time t+At, where At >> @. The
reason stems as follows: at a given router once a route is selected at time
t based on its stability properties, reverting unilaterally to the default
BGP selection rules at time t+At can itself increase the instability
induced by the concerned routes on its downstream routers.

Here again, our stability metrics provide a suitable method to estimate the
deviation over time and the robustness of the selection process. Indeed, it
suffices to notice that (even if it is impossible to locally anticipate all
occurrence of BGP instability events before they occur) these metrics
enable to determine over time the candidate replacement routes that are
more stable compared to the set of possible alternative routes that do not
show the same stability properties. When such alternative route does not
exist, the exchange process of BGP routing updates between the local router
and its downstream neighbors (with respect to the direction of propagation
of the routing updates) requires enhancement in order to enable a smooth
transition between the route selection rules. This mechanism performs as
follows: anticipatively once no candidate replacement route is available
for the route currently selected based on the stability criteria, that
route is advertized to downstream neighbors together with the route that
would be selected based on the default BGP selection rules. This process
enables each downstream router to tune its decision process based on its

2 Two AS_paths are topologically correlated if they share at least one common edge, i.e., an AS adjacency.
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own selection rules for that route. Note that this process enables to
advertize both routes, i.e., the one selected based on the stability
criteria and the one selected based on the BGP default rules.

v) Potential effectiveness of the stability-based decision criteria

Even 1if selecting a more stable routing path could be considered as
valuable from a routing level perspective, it does not necessarily imply
that the corresponding forwarding path(s) would be itself more stable.

Henceforth, our first objective consists in determining if the dynamics of
the Internet routing and forwarding system (through the analysis of routing
and forwarding path instability) show different properties. If this
assumption is verified then as one can not straightforwardly derive the one
from the other; our second objective becomes to investigate the
relationship between the stability of the forwarding path followed by the
traffic and the corresponding routing path as selected by the path-vector
routing protocol. For this purpose, we locally relate at the router level,
the stability measurements carried on forwarding paths with the
corresponding routing paths following the method developed in [8].

In the paper available in Annex 3, we provide an overview on prior work
concerning the BGP routing system stability. We document the measurement
and processing methodology together with the real datasets onto which these
metrics have been applied. Finally, we report on the measurement results.
Our analysis shows that the main cause of instability results from the
forwarding plane (the dominant instability behavior is characterized by a
majority of (FP_unstable,RP_stable) events). This observation further
corroborates the assumption that the dynamic properties of the forwarding
and the routing system are different. However, it can also be observed that
a second order effect relates forwarding and routing path instability
events. This observation provides first indication that a BGP route
selection criteria path based on differential stability (see [7] [8]) is
derived that can safely be taken into account as part of the BGP route
selection process.

3.2 Path-vector routing

3.2.1 Route Verification

This currently ongoing work aims to investigate partial route verification
in BGP and its relation with AS administrators' policies. Our work
originates from the following two observations:

(1) BGP with/without route verification is/is not incentive-compatible.
(2) Route verification is extremely costly and, hence, impractical.

Still, incentive compatibility 1is an important objective since it will
decrease the impact of policing in routing. So, we consider partial route
verification of the following form: instead of checking whether the whole
path declared by an AS is true, pick a few links in its path and verify
that they indeed carry traffic from this AS. In its simplest form, such a
scheme will check only one 1link per AS. Now, there are several issues
related to whether such a (cheap) verification is effective. First, can it
catch a lying AS? Well, it if it done deterministically, the answer is, in
general, no: the AS can adapt is policy according to the verification and
still manipulate BGP.
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However, the use of randomness can improve this situation. By picking a few
random links (e.g., one or two, given that paths are short in practice
anyway) in the path declared by the AS, the lying agent can be caught with
considerable probability. Then, a reasonable (and standard in the Economics
literature) definition for the rationality of AS administrators is that it
is an expected utility maximizer. Essentially, the AS will deviate from
truth-telling only if such a policy will increase his gain. Of course, this
requires the adoption of a convincing utility model which is not obvious by
the definition of BGP (ASes declare preferences on paths as opposed to
exact utilities for each of them). Here, we can assume utility models for
each AS that are consistent to its ordinal preference. Based on such models
(but without using the specific utilities for each AS), we can then design
probabilistic verification schemes that are strategy-proof in expectation
(i.e., the ASes have no incentive to deviate from BGP since their expected
utility will not increase).

These ideas, in slightly different contexts, have been considered in two
recent papers that appeared in ACM EC 2012 [9] [10]. The former defines the
notion of probabilistic verification in mechanism design and presents
positive and negative characterization and complexity results. The latter
examines the role of underlying utilities in preference aggregation. Our
current work on BGP is heavily influenced by these two works. Soon, we will
have more concrete BGP-related results.

3.3 New routing paradigms

3.3.1 Components
As explained in Section 2, a complete protocol alternative to BGP is not

1) Locators assigned from Geometric space

Geometric routing refers to a class routing schemes that operate by
assigning to nodes (virtual) coordinates in a metric space; these (virtual)
coordinates are then used as addresses to perform point-to-point routing in
this space. In this case, the routing paths whose destination is designated
by a locator (logical spatial designator of an attachment point to the
network topology) is derived from a geometric metric space, e.g.,
coordinate. Note this association can be either direct or indirect
(requiring resolution).

The salient feature of geometric routing is that it relies on a locator
space but this space is not equivalent to the usual topologically-dependent
value space corresponding to network attachment points (like IPv4 assigned
on an Ethernet interface). Indeed, coordinates can be inferred from the
position of the node according to a reference space, in particular the
hyperbolic space. Henceforth, automated address allocation can be
considered by means of a coordinate inference procedure. However, no
efficient technique (meaning technique not deteriorating other performance
metrics such as the stretch) is currently known that would prevent the
construction of a single and global coordinate space. Moreover,
applicability of this locator-based addressing scheme for multicast groups
(*,G) and (S,G) but also mobile nodes remains to be determined.

11) Greedy routing

In greedy routing, each node performs distance computation for each packet
based on local routing information it stores from local neighbor discovery.
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To understand the term greedy we need to distinguish between routing paths
corresponding to the logical concatenation of local decisions (without any
associated local state) and the routing paths corresponding to the result
of a distributed computation that is stored locally and to which a soft- or
a permanent state is associated. In the former case, routing paths have no
associated state whereas in the second case each routing path is associated
to a local state. We refer to this distinction as "greedy routing"” (also
referred to as stateless routing) vs. "stateful routing".

To ensure that routing paths are 1loopfree, greedy routing relies on
distance preserving embedding of the "observable" topology (being the
actual router/POP topology). The embedding of undirected graph G = (V,E) in
a metric space (X,d) : G = (V,E) - (X,d) is defined as a one-to-one
mapping function p: V(G) - X. An embedding is distance preserving if O s,
t O V(G), s # t, dg(s,t) - dx(p(s),u(t)). A distance preserving embedding
possesses the following property: O s, t O V(G), s # t, O u O V(G) such
that (s,u) O E(G), d(u(s),u(t)) > d(u(u),u(t)). Hence, O s, t O V(G), s #
t, a distance decreasing path from p(s) to p(t) always exist. The path
(ve(=s),Vvi, ..., Vu(=t)) is distance decreasing if d(vi.i,Vvy) > d(vi,vy,), O i.
Moreover, an embedding of G = (V,E) - metric space (X,d) is said to be
greedy iff greedy routing is always successful (i.e., a distance decreasing
path can always be found in the embedded space X) [12]. In order words,
each node of G is assigned the coordinates of the corresponding point of X
and the distance between the points of X is the only information necessary
for the route computation.

The fundamental challenges in greedy routing are to i) Find appropriate
mapping function p together with polynomial-time algorithm to embed V(G) in
X so as to produce low stretch greedy routing paths using the metric d
associated to that space, ii) Find procedure that does lead (in the worst
case) to routing path stretch linear in n instead of poly-logarithmic in n
(~log(n)), and iii) More importantly topology update such as node joining
or leaving the network requires 0(n) operations as the greedy property of
the entire embedding can be invalidated. Current procedures requires
knowledge of the full topology in advance (a link must be aware that it is
"long"). Hence, one needs to reduce the communication cost and associated
overhead without imposing drawbacks of centralized static routing scheme.

Nevertheless, the capability to build a set of local (per node) routing
entries whose total memory size is proportional to the degree of each node
(if we exclude the memory mobilized for storing the results of the
operations for coordinate assignment) to forward traffic along distance
decreasing paths is the main feature to be retained from this approach.

1i11) Stochastic routing

The main idea underlying stochastic routing consists in i) performing
routing decision by relying only on the local communication used by each
node as the result of the minimization or maximization of (multiple)
objective functions possibly subject to a set of constraints and ii)
keeping accurate statistics on which routing decisions lead to optimize
these functions, i.e., minimal delivery times. The salient feature of
stochastic routing is its capability to account for uncertainty in routing
information.

Stochastic routing is in the "hallways" since about 20 years and there is
no scalable mean to take full benefit of the reinforcement learning
algorithm embedded into each node. One possible way would consist in
aggregating the state maintenance problem into an agent-based model where
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each agent would be responsible for a state sharing similar
characteristics. Even each router/node would be viewed a single macro-agent
[11] and the routing system as a Multi-Agent System (MAS) is viewed as a
single macro-agent, Jjoint action 1learner rapidly faces the curse of
dimensionality, as both state and action spaces are tensor products of
individual state and action space. Their size thus increases exponentially
with the number of agents; only two agents are for instance considered in
[11]. Moreover, this approach requires agents to somehow communicate
instantly with each other (or at least access the state of the
environment). While this hypothesis is unrealistic, the communication
requirement can be relaxed by assuming that only some agents communicate
with the others, or receive information from some master nodes.

3.3.2 Compact Multicast Routing

Dynamic compact multicast routing algorithms enable the construction of
point-to-multipoint routing paths from any source to any set of destination
nodes (or leaf nodes). The tree determined by a point-to-multipoint routing
path is commonly referred to as a Multicast Distribution Tree (MDT) as it
enables the distribution of multicast traffic from any source to any set of
leaf nodes. By means of such dynamic routing scheme, MDTs can dynamically
evolve according to the arrival of leaf-initiated join/leave requests. The
routing algorithm creates and maintains the set of local routing states at
each node part of the MDT. From this state, each nodes part of the MDT can
derive the required entries to forward the multicast traffic received from
a given source to its leaves.

In [15] we introduce a dynamic compact multicast routing algorithm that
enables the construction of point-to-multipoint routing paths (referred to
as Multicast Distribution Tree or MDT) for the distribution of multicast
traffic from any source to any set of leaf nodes. An extended version of
the compact multicast routing algorithm is further documented in Annex 4
(paper: "Design and Performance Analysis of Dynamic Compact Multicast
Routing"). The novelty of the proposed algorithm relies on the information
obtained locally and proportionally to the node degree instead of requiring
knowledge of the global topology information (proportional to the network
size). During the MDT construction, the routing information needed to reach
a given multicast distribution tree is acquired by means of an incremental
two-stage search process. This process, triggered whenever a node decides
to join a given multicast source, starts with a local search covering the
leaf node's neighborhood. If unsuccessful, the search is performed over the
remaining unexplored topology (without requiring global knowledge of the
current MDT). The returned information provides the upstream neighbor node
along the 1least cost branching path to the MDT rooted at the selected
multicast source node. The challenge consists thus here in limiting the
communication cost, 1i.e., the number of messages exchanged during the
search phase, while keeping an optimal stretch - memory space tradeoff.

1) Comparison with other Compact Multicast Routing schemes

AS far as our knowledge goes, prior work on compact multicast routing 1is,
mainly concentrated around the routing schemes developed in the seminal
paper authored by Abraham in 2009 [13]. One of the reasons we can advocate
is that despite the amount of research work dedicated to compact unicast
routing, current schemes are not yet able to efficiently cope with the
dynamics of 1large scale networks. Therefore, running compact multicast
routing independently of the underlying unicast routing system would be
beneficial.
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Compared to the Abraham compact multicast routing scheme [13], our name-
independent compact multicast routing algorithm is also i) leaf-initiated
since join requests are initiated by the leaf nodes; however, contrary to
the Abraham scheme it operates without requiring prior local dissemination
of the node set already part of the MDT or keeping specialized nodes
informed about nodes that have joined the MDT, and ii) dynamic since
requests are processed on-line as they arrive without re-computing and/or
re-building the MDT. Moreover, our proposed algorithm is iii) distributed
since transit nodes process homogeneously the incoming requests to derive
the least cost branching path to the MDT without requiring any centralized
processing by the root of the MDT or any specialized processing by means of
pre-determined center nodes, and iv) independent of any underlying sparse
cover construction grown from a set of center nodes (which induce node
specialization driving the routing functionality): the local knowledge of
the cost to direct neighbor nodes is sufficient for the proposed algorithm
to properly operate. It is important to emphasize that the sparse cover
underlying the Abraham scheme is constructed off-line and requires global
knowledge of the network topology to properly operate.

11) Comparison with current IP Multicast Routing schemes

This independence 1is the fundamental concept underlying multicast routing
schemes such as Protocol Independent Multicast (PIM) [14]. Its variants for
any-source multicast (PIM-SM) and single-source multicast (PIM-SSM) are the
most commonly deployed routing protocols even if limited in scope (single
carrier). Nevertheless, we also observe that the scaling problems
experienced by these routing protocols and more generally all multicast
routing approaches developed by the research community, remain largely
unaddressed since so far. Indeed, multicast currently operates as an
addressable IP overlay (Class D group addresses) on top of unicast routing
topology, leaving up to an order of 100millions of multicast routing table
entries. Hence, the need to enable point-to-multipoint routing paths (for
bandwidth saving purposes) while keeping multicast addressing at the edges
of the network and building shared but selective trees inside the network.
In our approach, multicast forwarding relies on local port information
only. Thus, the memory capacity savings comes from i) keeping 1:N
relationship between network edge node and the number of multicast groups
(N), and ii) 1local port-based addressing for the 1local processing of
multicast traffic. Further, we argue that compact multicast routing by
providing the best memory-space vs. stretch tradeoff, can possibly address
the memory scaling challenges without requiring deployment of a compact
unicast routing scheme.

BGPv4 has also been extended to support multicast discovery protocol. This
extension relies on the multiprotocol BGP (MBGP) feature defined in RFC
2858. The multi-protocol capability of BGP enables multicast routing and to
connect multicast topologies within and between BGP autonomous systems. In
other words, multiprotocol BGP (MBGP) is an enhanced BGP that carries IP
multicast routes. BGP carries two sets of routes, one set for unicast
routing and one set for multicast routing. The routes associated with
multicast routing are used by the Protocol Independent Multicast (PIM) to
build data distribution trees. More recently, this feature has further been
extended and BGPv4 can now also be used as multicast signaling protocol;
hence, avoiding the use of PIM.

ii1) Overview of our Compact Multicast Routing algorithm

The objective of the proposed compact multicast routing algorithm (referred
to as PPC) is to minimize the routing table sizes of each node part of the
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MDT at the expense of i) routing the packets on point-to-multipoint paths
with relative small deviation compared to the optimal stretch obtained by
the Steiner Tree (ST) algorithm, and ii) higher communication cost compared
to the Shortest Path Tree (SPT) algorithm. For this purpose, the proposed
algorithm reduces the local storage of routing information by keeping only
direct neighbor-related entries rather than tree structures (as in ST) or
network graph entries (as in both SPT and ST). In other terms, the novelty
of the proposed algorithm 1is on requiring maintenance of only 1local
topology information while providing the least cost next hop during the MDT
construction. That is, our algorithm does not rely on the knowledge of the
global topology information or involve the construction of global network
structures such as sparse covers. The information needed to reach a given
multicast source is acquired by means of a two-stage search process that
returns the upstream node along the least cost branching path to the MDT
sourced at s. This process is triggered whenever a node decides to join a
given multicast source s, root of the MDT. After a node becomes member of
an MDT, a multicast routing entry is dynamically created and stored in the
local tree information base (TIB). From these routing table entries,
multicast forwarding entries are locally instantiated.

As stated before, the reduction in memory space consumed by the routing
table entries results however in higher communication cost compared to the
reference algorithms, namely the SPT and the ST. Higher cost may hinder the
applicability of our algorithm to 1large-scale topologies such as the
Internet. Hence, to keep the communication cost as low as possible, the
algorithm's search process is segmented into two different stages. The
rationale is to put tighter limits on the node space by searching locally
in the neighborhood (or vicinity) of the joining leaf node before searching
globally. Indeed, the likelihood of finding a node of the MDT within a few
hops distance from the joining leaf is high in large topologies (whose
diameter is logarithmically proportional to its number of nodes) and this
likelihood increases with the size of the MDT. Hence, we segment the search
process by executing first a local search covering the leaf node's vicinity
ball, and, if unsuccessful, by performing a global search over the
remaining topology. By limiting the size (or order) of the vicinity ball
while taking into account the degree of the nodes it comprises, one ensures
an optimal communication cost. For this purpose, a variable path budget T
is used to 1imit the distance travelled by leaf initiated requests to
prevent costly (in terms of communication) local search or global search.
Additionally, as the most costly searches are resulting from the initial
set of leaf nodes joining the multicast traffic source, each source
constructs a domain (referred to as source ball). When a request reaches
the boundary of that domain it is directly routed to the source.

The proposed compact multicast routing algorithm is further documented in
Annex 4 (paper: "Design and Performance Analysis of Dynamic Compact
Multicast Routing"). This paper evaluates the performance of the proposed
algorithm in terms of the stretch of the point-to-multipoint routing paths
it produces, the size and the number of routing table entries, and the
communication/messaging cost. Performances have been evaluated by
simulation on synthetic power-law graphs (modeling the Internet topology)
and the CAIDA map of the Internet topology comprising 32k nodes. It also
compares its performance against legacy multicast routing algorithms (the
Shortest Path Tree and the Steiner Tree algorithm). In that respect, the
performance obtained with the proposed compact multicast routing scheme
shows substantial gain in terms of the number of RT entries compared to the
Steiner-Tree (ST) heuristic (minimum factor of 3,21 for sets of 4000 leaf
nodes, i.e., 12,5% of the topology size) and the memory space required to
store them. The stretch deterioration compared to the ST algorithms ranges
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between 8% and 3% (for multicast group size of 500 to 4000, respectively);
thus, decreasing with increasing group sizes. The proposed two-phase search
process -local search first covering the 1leaf's node vicinity, and 1if
unsuccessful, a global search over the remaining topology- combined with
the vicinity ball construction at the source node enables to keep the
communication cost of the proposed algorithm within reasonable bounds
compared to the reference Shortest Path Tree (SPT) scheme and sub-linearly
proportional to the size of the leaf node set. Future work will determine
if these promising performance results can still be verified for dynamic
sequences of node join and node leave events and non-stationary topologies.

The comparison by the proposed algorithm and by the Abraham routing scheme
as specified in [13] (for dynamic join only events) of their performance in
terms of the stretch of the point-to-multipoint routing paths and the
memory space required show that i) considering an aspect ratio® of 6 (and a
network of 32k nodes the stretch of the Abraham scheme is about 3.5. Thus
the stretch upper bound of the point-to-multipoint routing path produced by
the Abraham scheme, even if universal (applicable to any graph), is about 3
times higher than the one produced by our scheme, ii) following its
specification, the Abraham scheme requires a memory storage of about
700kbits per node for a tree comprising 4000 leaf nodes. For the same leaf
set size, our compact multicast routing scheme requires about 1250kbits.
These results seem to show that the proposed scheme provides a different
stretch-memory tradeoff than the Abraham scheme noticing that the
degradation in memory space is relatively limited.

3 In thisformula, the factor A isthe aspect ratio defined as the ratio between max d(u,v) and min d(u,v),
forany u,vOV.
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4., Conclusion

It is relatively difficult to draw definitive conclusion concerning the
potentiality of a specification that would provide a suitable alternative
to the BGP routing protocol and that can be positioned as a genuine
alternative routing paradigm. It is indeed not possible at this point in
time, to infirm or to conform whether such alternative can ever be designed
or not. What is clear though is that performance improvement 1is not a
sufficient condition for migration to a new routing protocol (assuming that
routing protocol would exist); moreover, functional preservation (if not
improvement) 1is a necessary condition to meet by any potential candidate.
The alternative paradigms considered so far and the possible combination of
their salient features together with the experiments to be conducted during
the third year of the project may provide further evidences that such
ultimate goal is achievable.

Assuming such alternative would not be achievable, the efforts conducted in
the context of the Task 2.2 have also led to propose genuine improvements
to the BGP routing protocol (even if some are incremental) but also propose
foundational building blocks to path-vector routing such as the inception
of a routing information exchange process to replace the base push-model of
BGP and a partial route verification process.
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Annex 1: Paper "Modeling the Internet Routing System
and Protocol Architecture"

Modeling the Internet Routing System and Protocol
Architecture

D Papadinatrion, M.Camelo 5.5ahbhaf, J.-C.Delvenne N Hanusse, C.Glacet
B Sales Univ. de Girona, Spain W.Tavernier UC Louvain Univ. of Bordeaux
Alcatel-Lucent D.Caresho Ghent University Lowvain-la-Mewve, Bordesrx, France
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engineer complex distributed systems. Due
hisd!uhp“pntkuuﬂﬂﬂu}mfrmh,lﬁsm
haes since so far been underexploited for the desizm of the Intermet
and it protocols which remain stroctured along relatively weak
architectural foundations For instamce, one of the root camses of

properties these procedures wonld have fo safisfy i order to
ensore fhat the Internet ronting system meets its objectives.

Eeywords-component; rondrg, medel, architectire, prodocol

L INTRODUCTION

Pouting is an essential function of the Imternet at the
networking bat also at applicative layers. In the former case, it
is referred to s packet, datazram or data traffic routing and in
the latter to as information routing. In distribused routing, each
node part of the routing system implements a routing fimction
that conputes for any reachable destination 2 loop-free routing
path so that incoming packets directed to that destination can
reach it. The term adigriive routing refers to the capacity of the
routing system to proactively or reactively respond in a timely
and cost-effective mamner when internal or external events
ocour that affects its walue delivery. Adsptivity &= concerned
with i) topology changes (doe o network engineering eg,
sddremove link or node or nerwork failures), i) the spatio-
temporal varsbility of the traffic (leading to raffic engmineering
decisions andfor nerwork enmineering decisions) and i) the
ability to support arbitrary non-techmical constaints andior
decisions/males (droven by cost minimizstion, profitTevemme
maximnzation, eic.), also refemred to as policing. The coupling
between distribution and adsptivity together with the
decentralized operation and sdministration of the inter-domain
routing system (up to the so-called per-hop decision process)

leads to a commumication smd processing of routing
information that &= asyochronous (no tminssequencing),
independent (policed on per-router/per-A4.5 basis), and balanced
(pr master-slave relationship in routing adjacencies) As
slready foreseen twenty years agoe [1], the most fundamental
challenges faced by the Internet are related to its inber-domain
routing system, which comprises as of Sep 2012 about 42k
autonomous  systems (AS), and 430k active moutes [2].
Considering that the foumdational principles of the Inbernet
routing system are i) distribution (Jocal computstion of the
routing tsble enfries), ii) adsptivity (to topology and policy
dymamics) and iif) policing (decision process, routing updates
filtering, etc), the most findsmenm] challenges faced
nowadays by it architecme are:

«  Scalabalify: the memory space consumption (also referred
to a5 memory complexity) by the local routing tables
stored to sustain an increasing momber of enfries resolting
from the srowing momber of nodesTomers, networks, and
autonomons systems. Itis to also to be emphasized that the
size of the routing tables is a consequence of the shortest
ie., the Border Gatewsy Protecol (BGE) [3].

* Adapéation cost: propartionslly to the momber of routing
states and mmmber of routing adjscencies, the rate of

e i . ; i frefiarred to
a5 commumication cost) for the locsl routing fimction to
properly operate incresses. Combined with the topology
and policy dymamics, the resulting adaptation cost, also
referred as the cost of dynamics, becomes one of the main
issues of the current routing system.

« Comvergence fime upon ooommence of 3 external and’or
infernal perturbation event, e.g., physical topelogy change
(link andor node fHEilume), routing topology change
(routing adjecency fhilure) or protocol configuration
change, the converzence properties of the routing system
shonld minimize the mumber of operations/execution steps
(expressing the comvergence time) needed to reach a new
mhlemmngstste[-ﬂf][ﬂ[ﬂ This state results from the
local recomputation andfor re-selection of new routing
paths The properties of this new state chall verify i)
consistency (do not result in sny formarding loop due to
this event) and ii) globally stsble (do not lead to amy
subsequent re-computation of routing table entries due to
this event). Convergence is thus tightly associated with the
zlobal stability properties of the routing system [7].
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o Swabilify: the individual local routing states and associated
routing path shouold remain (at least marginally) stable
upon oocumence of pemobation resultimg ) the
exploration of the routing state space (compared to the
BGP uninformed path exploration infrinsic o shorest-path
(compared to BGP routing policy inferactions that can lead
mmmmmmmmmm;
states, and "dispute wheels", ie, non-deterministic and
mhm:hdhmnnslﬂ:lesns][ﬂ][?].

These challenges result from i) the increasing mumber of
routing entries and thos routing states amplified by the desizn
and usage of the addressing system (incleding prefix de-
apFTezation practices for fraffic engineering purposes, and site
mn]u]nlmn,g} ii) the short-term topology and policy dynamics
and §ii) the longerterm topology evolution (mcreasing
meshedness). Their combinstion together with the inirinsic
limits of the BGP architechmre and its mmderlying properties
leads to a very complex problem.

Alongside, one of the main root canses of the sbsence of
suitshle alternative to BGP resides in the lack of architectural
modeling of the global rouwting systern when designing a
routing protoce] and its sssociated rowting sl gorithm(s). Indead,
such design i= to be performed in accordsnce to the rowting
system and addressing model describing their components and
relstionships (and not independently). Next, the procedures for
routing information exchanpe and routing path computstion
can be specified and their impact on the global routing system
can be amalyzmed and ewvalusted by wsing the architectural
model. Following a systematic architectral method does mot
specify how to implement the routing procedures and data
strachares themselves. However, the proper exploitation of this
method enables to systematically determiine and snalyze the
procedures and data stroctures as well as the fimctions] and the
‘behavioral properties these procedures would have to satisfy in
order to ensure that the Internet routing system meets its
objectives. When the routing system is not properly modalad
ﬂlemmmnfﬂlﬁedemgndmmesmﬂngbhalmmngs}m

COMPODE!s, i iT  spatio-femporal
distribution (fimctional model) together with the information
jos, jons and relafionships (if som modal).
This paper is stuchored as follows. Section II documents
prior work in Inferpet routing system  srchisechore and
protocels. Section I motivates the approach proposed in this
paper. In Sectiom IV, we detzil the propesed method that
comprises the specification of a fonctonal snd informationsl
model  Subsequently, Section V details the both models and
Section VI illustrates their application to the BGP routing

system. Finally, Section VII concludes this paper and proposes
mmmmmmm

IO PREOR WORE

Prominent research efforts have been comducted owver last
decades to address the challenges related to the Internet routing
system. These efforts can be classified as follows: 1)
incremental improvements to BGP, i) new class of path-based

A Incremenial mprovements to BGP

To avoid or mifigste some of the well-known BGP path-
vecior routing limitations many incements] improvements to
BGP have been proposed in order o expectedly reduce or
bound the performance degradation of the Imtermet routing
system Thess inchode mechamisms and techmiques to i) shoren

routing update imferval to accelerate routing table entmes
mgate[ﬂ],u)pmmﬂapmmmm

lirmit swstained route oscillatons that conld potentially put an
undue processing load on BGP [10] [11], i) addfmwardedge

routing updates to mitigate path explomation effects [13], or v)
include mmitiple AS-Path per destination to improve fault-
tolerance by incressing AS-Path diversity [14]. Cwer time,
some of these ad-hoc improvements have permitted to lmit jop
0 3 certain extend) the performance degradation of the Internet
routing system. For others, it was subsequently shown that they
induce detrimental effects to the routing system [11]. However,
none of them improves the intrinsic limitations of the path-
vecioT routing protecol architechore and algorithm impacting
the scalshility (stretch-1 routing paths) and the comverzence
(due to path exploration) properties of the muting system
Moreover, these improvements tend also to imcrease the
complexity of the BGP architecture, measured in terms of the
mumber of fimctons]l components and the Domber of
relationships smong them

(Other enhanced versions of BGP shall also be mentioned:
in particular those that extend the security mechanisms against
threats that can arise at vanious levels. A threat is defined per
[BFC4593] as a potential for violstion of secority, which exists
when there is a croumstance, capability, action, or event that

141 : it and 1 Limitations of
BGP session security mechanisms (between BGP peers)
include: 1) The wse of smtic keys, which tend o be changed
infrequently, and often mot at all and makes long term brote
force attacks feasible; morecver, as keys are typically chosen
by bomans, and expressed in ASCIT; the entropy is typically
small, making the keys easier to determine, i) The key change
process neads to be coordinated between both sides of the BGP
=z documented in [RFC4278], iv) The security architectures
should slso allowr a chedce of algorithms, to have an alternative
in czse sevipus vnlnersbilities are discovered in an algorithm
and v) When confidenfiality of BGP routing information is
requited can only be achieved todsy by secunng the BGP
session with IPsec. It is well-accepted that in order to improve
the situation the following extensions would be vahuable
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* TUse cenification objects within this secure routing
and the smthentcaden of the orgnaed roating
information Indeed, the basic security questions that can
be posed regarding routing information are whether the
originating Awtonomous System (AS) is suthorized to
advertise an address prefix by the holder of that prefix,
whether the originsting AS is acourately identified by the
originating AS Muomber (ASN) in the advertisement. and
the validity of both the address prefix and the ASM.

+« Related to the previous point, one of the main targets is the
level of trust than can be ascribed to atiributes of a roue
chject in terms of their aotheoficity, inchding
consideration of the AS Path attribuie

« Resolve the security limitations for single BGP sessions,
ie, the comnection between two BGP peers, implies 1) to
mpmnmctty ncEBGPspedsa'llhnty n'}mgwurt

speskers, iv) t have mechsnisms to encrypt BGP
messages in tramsit (50 as to ensure confidenfiality), v) to
detect and protect against anti-replay attacks (methods to
detect and prevent replay of BGP routing messapes), and
i) to protect the BGP session against dendal of serwvice
attacks, tarzeting the availability of the BGP session.
Finally let's also mention extension to cope specifically
with global routing stability by means of route verification. As
demonstrated in [12] to achieve incenfive compatibility of best-
(Foute Verification) together with the "Mo Dispute Wheals"
a]ﬂiumwuhﬂmmgmmesm]ﬂny Hmrer all kmowm
conditions, including the "Mo Dispute Wheels' mcmimucn,ﬁr
global stsbility are sufficient bt not pecessary conditions
whereas checking them is an WP-hard problem and enforcing
them requires a global deployment of an additional mechanicm

B, New Path-based Routing Protocols

These protocols still rely on the notion of path s the central
information umit; howewer, they combine it with mechanism
auﬂmgﬂeﬂnlnyrpmﬂesuﬂasﬂmmhepmofﬂle
route selection process. This class commprises protecols
processing of path sepments (instesd of end-to-end paths) as
proposed m Pathlet rowting [15]. Pathlet is a source rowuting
over 3 virmal topology scheme that relies on a representation of
the Infermet 35 a virieal topology independent of the physical
topoloegy. It uses tao building blocks: i) a voode s & virtal
node that represents arbitrary gramolarities, sach as an entire
amtonomons system (A5), 3 gecsraphical region, or 3 class of
policies, ii) a pathlet is a fragment of a path: a sequence of
Fuoute conputation is shifted to the edzes: senders concatenate
their selection of pathletz into an end-to-end source route
represented as a list of identifiers in the packet header.
Examples of pathlet routing's flexible routing policies inchode
the emmlation of any routing policy supported by a number of
other protocols: BGE, loose and strict sowrce routing, and
recent mmltipath proposals such as MIRO [16], and NIRA [17].
Fouting policies that are "local”, in that they are a fimcton

mlyufﬂmmgﬁsmiegru&pommamm can be

exponentizlly large mumber of path choices. Pathlet routing
does not impoese 3 global requirement on what style of policy is
used, but rather allows omiltiple radically different styles to
coexist For example one part of the Interner could use
permissive policies that allow senders to choose amy rowme
‘while another part could use traditional restrictive BGP-style
lici
The NIFEA (pew Intermet Flouting Architecture) protocol
fimctionality is similar to Pathlet routing. MIFA also gzives a
unser the sbility to choose the sequence of providers his packets
take. NIEA infends to address broad mnge of issues, inchading
practical provider compensation, route discovery, route
representytion, fast roote fHilover, and secumty. NIRA
supports user choice without nimming a slobal link-state roating
protocel. It breaks an end-to-end route into & sender part and a
receiver part and uses address assipnment to represent each
part. A wser can specify a route with only a sowrce and a
destination sddress, and switch routes by switching addresses.
Fimally MIRO (Multipsth Inter-domain Routing), as its
name indicates is a mmiti-path inter-domain routing protocol. |
offers flexibility, while giving transit domains control over the
explosion in disseminating reschability information In MIRO,
routers learn defanlt rowtes throngh the existing BGP protocol,
and arbitrary pairs of domains can negotiate the wse of
additiona]l paths (bound to tmnels in the forwarding plane)
tailored to their specis]l needs. MIRO retzins the some of
simplicity of BGP for most traffic paths, and remsins
backwards compatible with BGP to allow for incrementsl
All these protocols show acmally similar issnes. There is no
path enforcement and no verification mechanism in addition to
the lack of accountsbility; hence, the source has no mean to
verify that the packet has achoally followed the selected
sequence and the recefver has no ides what path was followed.
Faor the protocols operating end-to-end such as NIRA switching
from one path to another (as traffic engineering is left up to the

- 1
efficiently support enmlation of MIFA and MIRO. Hence, this
observation guestons the capacity of the dissemination
protocel to sustain additionsl extensions in the fishmre.

C. New Routing Paradigms
Investigation of new rowing paradipms to  address
almgedmﬂmdm]lmmshsmdmﬁecﬁnnlbda]summ
routing paradizms. The resulting routing schemes aim at
prmﬂngammpmmnaﬂoﬁbuw&mﬂmmysp&ce
requited to sustain routing teble size scaling and the
computational respurce required fo support routing exchange
dymamics while maintaining a low-stretch increase of the
produced routing paths. Amonz them compact routing,
zeometric routing, and stochastic routing have attracted over
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COMIMINITY.

« Compact rouding sims to find the best tradecd® between the
memory-space Tequired to store the routing table (BT)
entries at each node and the stretch factor incresse on the
routing paths it produces. The key idea of compact routing
slgorithm i= to make routing tsble sizes compact by
omitting “some™ network topology details such that
resulting path length increase stays small (bounded). Such
routing schemes have been extensively smdied following
the model developed in [15]. Since then in accordance to
the distinction betasen labeled (nodes are mamed by
polylogarithmic  size lsbels encoding  topological
information) and name-independent (node names are
topologically independent) compact routing schemes have
been desirmed, motsbly the so-called AGMMT name-
independent compact routing scheme [16]. This scheme is
ceniralized and static (stead of being disoibuted and
dymamic); it is thos by definition inspplicable for the
Intermet [17].

« (Geometric routing refers to 3 class routing schemes that
operate by assipning to nodes (virtnal) coordinstes in a
mefric space; these (virteal) coordinates are then nsed as
addresses to perform point-to-point routing in this space.
The salient feature of geometric roufing is that it builds a
set of local routing enfries whose memory size is
proportional to the degree of each node (if we exclode the
memory mobilized for storing the results of the operations
for coordinate assismment). More recenmt advances in
(distributed) srometric routing take benefit of the intrinsic

jes of the Intermet topology such as its curvanme

[18] [1%] and its S-hyperbolicity [20], which to some

extent measares its deviation from tree-likemess [21].

The routing path lensth incresse and the adsptstion cost of
these routing schemes are hardly compatible with the
requitements expected from an slternative to BGE [20]. In this
comtext, specifying 3 generic distributed and dynamic routing
model would expectedly help desipning a compact or

Zeometric routing protoce]l adapted to the Internet

« Stochastic roufing and its mmltiple varants [22] ely on
reinforcement learning algorithm embedded mbo each
in i) performing routing decision by relying only on the
local commmmication nsed by each node as the result of the
mininization o maximizaton of (omltiple) objective
fimctions possibly subject to a set of constraints and i)
to optimize these fimctions, ie, minimal delivery times.
The zalient festure of stochastic routing is its capability to
acoount for uncertainty in routing information

The desien of these routing schemes tends to follow (&t
least since 5o far) the exsct same spproach as the one pursued
by BGP. This smement is cormoborated by the following
observations: i) the rouwting algorithm  stll  exchasively
de‘tu'mmsﬂlehehamufﬂrmﬂngsysﬂﬂn‘easapum&r
method would assume that the routing system architecture
(which comprises a non-local information acquisition fimction)

determines which class of alporithms prodoces the peeded
output from the available input (and under which conditions),
i) certain performance objectives are verified by the routing
spatial and rempoeral propertes of the informstion/input snd
nmning conditions (g2, memory Space Consumption is
minimized in swtonary conditions wp to the poimt that
unachievable), and i) the fonctional distinction betwesn the
(pushpull) or implicit (Jocal inference) and the routing path
computation fimction is ofien neglected. Om the other hand,
litle work has been realized since so far in terms of
architectaral modeling of the Infernet routing, system with the
pupose of deniving aliemative routing schemes  (and
ntseqnaﬂyrmgpmmm]s}l‘hlsmmmhasbdma
deadlock in terms of roufing research since approaching the
problem space requires the design of routing algorithms) and
protocol bt also the specification of the routing architecture
that couples both information and functional model. We arzne
that failing to work sinmitaneously and in symbiosis with these
three dimensions altogether, explains for a large part the resson
why no suitsble altemative to the BGP-based routing system
has been proposed since so far but also why me adequate
improvements to BGP have been desizmed since so far. The
‘behavior (in particular, the spatio-temporal properties) of the
entities inducing network dynamics bat on which the behavior
of the routing system and protocol depends.

m MOTIVATIONS

Ax thic paper focnses on the architectme of the routing
system, defiming the term system architecture is crocial. Many
defimitions of system architecture have been formmlated over
time. Chr definition combines elements from D E Perry and
AL Wolf in [21], D {Garlan and D E Perry in [22] and G Booch
in [23]. We define the term spstem architeciure 3s a set of
fimctions, states, and objectsinformation (refemed to as
"element=") together with their behswior, their stucture
(composition, relatonships and inferactions) and their spatio-
temporal distribution. The latter spatio-temporal distribution of
the abovereferenced elements is characteristic of distrbated
Systams. The specification of these architectoral elements

defined and wsed as part nfﬂmmﬂm-dpmgmedeacuml‘.’

At this stage, one may question the relevance of performing
such exercise, knowing that the Imtermet architectore itself
relies om relatively weak foundstions and its properties are
memmwﬂnm
choices of these protocols were m.amly by
computational constraints  (memory CFULPEAS
decentralized comtrol amd decision &= well a5 organic

# Specify a common architectural baseline that complements
the routing algorithm design by a holistic design of the
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rumgpnml[amiﬂmncmm}aniﬂ:ﬂm

« Deotermine which routing (sub-)fimctions are omrently
under-specified or for some inadequately specified bat also
which routing (sub-)fimctions can be replaced, added or
even removed from the routing system architecture;

L] Deﬁneammmmdﬁu‘p‘hm"lmga" mg!ﬂla'mﬂ:ﬂle

& Specify the model of the rouwting system architechme up to
the level appropriate for routing protocol engineering
(including its vanous conirol interfaces) and in turn enable
modular softerare development that prevents duplicates,
ez several BGP fimctionality can as of today be realized
oy the composition of different procedures;

* Provide a finctional apalysis grid to compare different
rowting  protocols and  their associated components
obmined fom various desipn choices that are possible
when specifying these protoecols.

IV. METHOD
provided in SectionIl, the proposed method comsists in
specifying two complementary moedels: the fimctional model
and the information model.

A Functional Model

The basic idea undertying fimctional modeling is the
following: the system is viewed a5 computing a function or,
more geperally, solving an information processing problem
amtomated processing that a complex system mmst perform to
transform available inputs to the desired owputs. For this
purpose, fimctional modeling assumes that such processing can
be explained by iterstively decomposing the comesponding
complex function into 2 set of simpler (sub-)functions that are
mmmdhymmgnmdmb—qmmmﬁelﬂﬂnfm

expectation being that when performing such

mmmmmmmmmmny
‘will be simpler than the original fonction

1} Dgffnition

A fimctional model determines & systematic decomposition
of the (routing) system by defining it functional desizm its
mputs/oatputs, and its varons interfaces. This modeling
technique ensbles to systematically describe the sutomated
processing that the roufing system mmst perform to transform
availshle inputs to the desired outputs. The undertying idea is
the followingz: the routing system ic viewed a5 a distributed
computing fimction or, more generally, ac solving a routing

information processing problem The processing performed by
the routing system can be explained by iteratively decomposing
the more complex top-level routing function for fimctonal
ared) info @ set of simpler fimctions (or sub-fimctions) each
computed by &n organized sub-system. This decomposition is
performed up to the level of atomic fimctions, ie, as their
defimition be forther decomposed.

2} Aprroach
hﬂmeaﬂydamgnphas&,:ﬁm:mlmﬂmgmﬁusma

with i) ide
fumm?:sﬂntmedmbepaﬂmdhyﬂrsymaniﬂ:m
decomposition into sub-fonctions topether with the definition
of their inputsioutputs, snd their varions interfaces, i) spaial
diztribution: where theses fimctions need to be performed
(space); ii) semporal distriburion: bow ofien they need 1o be
performed (tme); v) m‘mr under which operstional
comtext and environmental conditions

There are fouwr elements to be addressed by the fimctional
modeling approach: i) the herarchical decomposition of the
fimctions starting from the top-level fimction (or top-level
fimctional area) of the system The top-level fimcton is
partitioned into a set of sub-fimctions that use the same inputs
and produce the same gutputs as the top-level fonction. Each of
these sub-fimctions can then be partiioned further, with the
decomposition process contiming as often as it is usefol or up
o the stomic level ii) the decomposition in fmcriona Mocks
by means of Functional Flow Block Dizgrams (FFELY) [24],
that represent the information flow among the functions within
any portion of the hierarchical decomposition. As the first and
subsequent fimctional decomposition levels are examined it is
common for one fimction o prodoce oatputs that are not nsefil
outside the bommdaries of the system These outputs are neaded
Ty other functions in order to produce the needed and expected
external owtpais, iii) the processmg msirucions that contain the
needed information for the fimctions o wansform the inpuats to
the putputs, and iv) the control flow (inchnding the triggers) that
sequences the termination and activation of the fimctions so
that the process is both efficent snd effective. Section WV.A
details the hierarchical decomposition of the ronting fimctional
model, further details concerming the fimctional block FFBD
flow can be fiound in [27].

B, Informarion Model
1} Dygffnition
Information'chject model provides a representation of the
relationships, properties, constraints, mles, and
mmmspequﬂnulﬁnmmmmﬁram
application domain‘ares Hence, such model is also referred to
&= semantic data model or concepmal dats model. There are
different methods for developing an informaton model
Among them the Entity-Felatonship (E-F) model expressas in
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terms of entities (represented by rectangles), the relstionships
(represented by dismonds) among these entities and the
atiribotes  (mepresented by ovals) of both enfities and
relstionships [25]. The ultimste goal of applying such model is
0 captme a5 mmch of the mesning of the information
(semeamric) 2= possible so 85 to obtain 3 better design that is
scalable and easier to maintain,

E)erm:k

Information modeling ensbles to represent the properties,
relstionships, constraints, roles, and operations in order to
ﬁmﬂjmﬁdﬂﬁemmmﬁramm

inheritance The resulting model, refesred to as Enhanced E-F
or Extended E-F model = commonly umsed to model
applications more completely and acourately (if needed).
Hence, we will make use of this modeling method following
the objectives of this paper to specify the information model
aszociated to the routing system providing that the resoltine
mformation model 1) encompasses most of existing routing
protocols (e.g., path vector routing, distance-wector routing,
link-state routing) but also new rowing protocols (e.g., compact
mmmg Eeomemic routing and their varsnts); @) remsins

enpugh to facilitate differemt imterfaces amd
acmmdanan'ﬂm'dmmtﬂsﬂlﬂmym‘eadlﬁemn
logic. Diifferent relationships between the entifes may
determuine different interfaces; and iil) reduces the architechural
complexity which measures the complexity of the architecture
proportionally to its mumber of components (in the present case
objects‘entities) and the interactions (relationships) between
these conponents.

V. MODELS SPECIFICATION
This section specifies the fimctional model (by mesns of
the hierarchical decomposition of the routing fimctional ares)
and information model (by means of the E-F. model).

A Higrarchical Decomposition gf the Routing fimction
Follewing the definition prowided by [24], a function is a
transformation process that changes inputs imto outputs. The
Fuouting or Bowe fonctional area is defined as the local process
of determining (computing)) and deciding (selecting) a loop-
free routing path for any destination node such that the raffic
directed to each destination will reach its destination. From this
definition, the routing fimction can be modeled by a single,
top-level amea or top-level function that can be decomposed
imbo 2 hierarchy of sub-areas or sub-fimctions. Fig.1 depicts the
hierarchical decomposition up te the fourth level (firther
decompositon being documented in [27]). The following sab-
sections describe the rowting fimction and itz sub-functions
following the hierarchical decomposition of the routing
functional area in 1. Discover fimction, 2.Pre-process fonction,
3 Produce rowting path function, 4. Produce routing table entry
fumction, snd 5. Associated fimctions (not shown in Fig 1).

1} Discover flmction
A common spproach for decomposing the Discover
fimction (also referred o a5 nfbrmation acquisition fimction) &
w segpment this functon with respect to
following the processing and exchanee of two main classes of
mformation. Le., roating and topology mformation:
refers to i) distances (or information to derive these
distances) together with their attribuotes, and'or i) routes or
route sepments (or informaton to derve these routes)
together with their atiributes. Mote that routing informeation
can also be obtained (explicitly) or demived (inmplicitly)
from the spatial and the temporal properties of the path(s)
followed by the traffic flows.

« Topolosy iypbrmation  discovery where  topology
information refers to all information related to 1) local and
remote interfaces, incident links, nodes adjacent to
incident links together with their stiribates, and'or if) non-
local information inchiding remote links and (gbstract)
nodes topether with their attributes.

Both discovery fimctions can be firther decomposed imto

Operate Discovered Information and Exchanged Discovered

Information fionction.

aj Discover Routing Iyformation fimction
The Discover Fonting Information function is stuchmed as

* Operate routing infbrmation sub-function which sub-
divides imto: i) Create routing informstion entries in the
Emnnghﬁ:rmmBase[R]B),l_uUpdamrmg

* Exchage rowting fpfbrmation sub-fonction which sub-
divides imbo: i) Push rouwting information which inclodes
dls&mmmmunngm.ﬁlmmtomtgﬂmnﬂm]}

exchaneed or to be exchanged (syntax fonction).

The distinction between local (or neighbor) and network (or
non-local) discovery is conmnonly performed and applies to
routing information. The local discovery fimction (also refermed
o as peighbor discovery finction) ensbles the acquisition'
disseminstion of knowledze about ﬂt local emvironment
(neighborhood) to local entities i
imterfaces (and their properties), incident links (and their
properties), and nodes adjacent to incident links (and their
properties). On the other hand the remote/non-local discovery
fimction (also referred fo0 as petwork discovery fimction)
enables the acquisition’ dissemination of knowledze about the
non-local environment fromfo remote entities inchading

Deliverable D2.2

Page 30 / 60



FP7-ICT-2009-5 - EULER:

Experimental Updateless Evolutive Routing

remote links‘nodes, paths andler distsnces to peachable
destinations.

B Discover Topology Iyformation fimction
The Discover Topology Informstion fimction is strachmed
a5 follows:

« Operate topology o sub-fimction which sub-
divides imto: ﬂmmhgymmm
Topology Information Base (TIB), ii) Update topology
information enfries in the TIB, iii) Confrol topology
information eniries of the TIB.

« Exchamge topology dyfbemation sub-function which suob-
dnlxhsm nlh:hmbgymﬁ:rmmmm

of the pulled/acquired topology information iii) Trigger
and confrol exchanpes (pushpull) of topology information,
and iv) Structure topology information exchanged or to be
exchanged (syntax fiumction).

Ax for the Discover Routing Information, the distimction
berween localmeizhbor and petwork/mon-local discovery is
commonly performed and applies also to topology information.

2} Pre-Process fincrion

Pre-processing consists in souchring andfor anslyzing the
topalegy and/or ronting information using 3 combination of the
following operations:

«  Embeddingimapping. given metric spaces (JLd3) and
(¥ dY), where X and Y are spaces, and &% and dY are
dlsmnr.eﬁm:nnns,ammmgﬁmcump =T, x—
y=uix) is called an embedding. An embedding is called
distance-preserving if x y & X, d¥{xy) = d¥(pix).ul3))-

« Compozition: this fonction combines topology andior
routing information so as to build more complex topology
and'or routing information (called structmes).

« Miming: mclodes all procedures ensbling to amomatically
find i) (hidden)) relationships in the rowting information, in
the topolosy information as well as betwesn routing and
topology information, if) feanresproperties characterizing
routing and topology information, and iii) classes in this
i .

3} Resohwe Routing Path fimction

The Fesolve Routing Path fimction performs (hence it is
also referred to 25 Produce Routing Path fimction) on the
discovered (and possibly pre-processed) nformation to actslly
obtain the routing path by means of:

al  Computation funcrion

This fimction is applied to (stuchmed) routing informstion
‘mits andor (stuchred) topolopy information units and that
produces routing paths from which routing table entries can be
derived. Computation can be seen & the operstion of finding

the routing path thst minimizes'maximizes a3 (omlb-
Joomsirained  (pmilt-jobjective fimction The computstion
fumction can be firther sub-divided as follows:

« Compute Global-Full finction' computation is based on
zlobal knowledge of the zraph; upon routing informeation
update the full roating table is recomputed

« Compute Global-incremental finctionr compuatation is
based on global knowledze of the graph; upon routing
information update only the affected routing table entries
are recomputed.

# Compute Locsl fimction: computation is based on local
knowledge (peighbors related informmtion) possibly
complemented by a partial knowledge of remote non-local
parts of the network sraph properties.

« Compute Sequential fonction: computation is based om
neighbors along either a given spatial trajectory.

b} Selection fimection

decision on a set of routing information wmits, typically, routing

paths with associated atiributes. By means of this processing, &

limited mumber of routing paths is selected from which routing
table enfries can be derived

+ SglectFilter Pathe per Destination fimction: routing paths
are selected per destinafion, .z, path-vector based routing

# GelectFilter (logical) Ports per Destination fmction:
{logical) ports are selected per destination, ez, spanninz-
tree based routing protocols.

4} Produce Routing Table Entry flinction

The Produce Fouting Table Entry function derives a rome
from the computed and'or salected routing paths and senerates
the comresponding routing table entry from the (selected) route,
together with the creation of & new entry or the update of an
existing routing table enry in the Routing Table (RT). Each
forwarding table enry is then subsequently derived from a sub-
set of one of moTe routing table emries.

and iif) the mrigger or poll for renewalfupdate
‘behavior of a node based on external or internal events.
Moreover, "addressing and reachability” information can be
routing finctional area itself or by means of an associated
resolution system dictionary (white boxes). Indeed, we assome
that the routing finctionsl ares operates on locators (idensifier
aszigned to nodes and endpoints that desiznate their location in
an internetwork). Henceforth, an associsted resolution fimction
is defined that can operate either on reachability informstion
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m(e.g,mmhm_m}mmm

fumction as pure locators; the

use Host Identifiers

0 name pesr hosts instead of using IP' addresses) or on the
topologyrouting  information itself (e.g, name-independent

compact routing is an exanple of locatorlsbel-based routing

mmmammiEwmmm

B

Tdentification fmction: assizns identifiers to nodes. These
names can be either (locators) or
topology-independent (names); a locator can take the form
of a label, a topolozy-dependent address or 3 coordinate.
Rasolufion function: perfonms translation, comversion, or
mapping from the name of the destination to its associated
locator.

Locafion function: the fumctionality allowing destinations
o be located by mesns of the resolution fimction
Routing Information Model

A generic routing information model elaborated by means

of the E-R technique (depicted in FigY) comprises the
following entities snd relationships

1} Entities

comnumicated batween routers part of the routing system.
The exchanged topology information is stachmred in wmits,
refermed to as exchanzed information umdts.

Driscovered Information: 8 cmcial entity of the information
model; this information is processed to compute andior
select routing paths.

+ Topology Information: includes patem  of

(e.g., node and links) which can be either physical or
logical, ie, the information relsted to local amd
mneiutsﬁcﬁ(mdﬂn’rpmpaﬁg),tﬂddﬂnﬁm
(and their properties), nodes adjscent to incident links
(and their properties) as well as npon-local
envirpnment informstion inchoding remote links and
(sbstract) nodes. The discovered topology information
iz simuchmed in wmits, referred to as  fopology
information umits. Topology information can be
further sub-divided imbo Local (eighbor) Information
(mm&mmabomﬂnmpohgyof
the network is the mmediste of the
local router) and Global (Metwork) Information
(enfity demoting the non-local information sbowt the
topology of the network for the comesponding rowter.
» Fouting Information: includes non-loecal distances (or
information o derive these distamces) andfor paths
(sepments) together with their ammbutes. The
discovered routing information is stucnred o wmits,
referred to s routing nformation units.

Topology Informstion Base (TIB): struchured entity
comprising the collection of the locally stored TIB entries.

A TIBE entry is defined as an entity comprisine a given

Stchured Information: resulis from the application of a
combination of the following operations to the topology
and'or rowmting information: compositon (combinstion of
wpolegy and'or routing information so a5 to build more
stmuctored information), embedding’ mappng, and miming
Routing Path: the path resolting fom local routine
cmm slgorithm or filtering. Fouting path(s)
atiributes include nevigation attribute(s), which contains
the information about the direction to follow n order to
reach the desired destinatiom(s), a list of metric attributes,
which characterize the different possible paths to follow.
The navigation attribute is typically composed of a vector
(e.g. path vector or distance vector) cheracterizing a set of
possible destination, and a data strocture composed of
nodes (2.2, tee, list, etc) containing encogh informestion
to reach the destination The metric atribmes can be of
wpolegical (g, mumber of nodes‘routers, AUWODOMOEE
system), waffic enginesring (e.g  bandwidth delay, faihure
probability) or administrative (2.2, cost, color) nahme.
Foute: entity derived from the routing pathfs) that is
subsequently used to rowte the traffic/packets. The set of
route atiribates inchade the metric vahes constitating the
gquantitative criteria on which the selection of particular
routes is based For example, this metric may be the
mumber of hops (hop-counf) to the destination. The
demanﬂniiﬁlgmtadlryammrm'anldﬂm.ﬁﬂ,mj

Selected Boute: a sumbset of routes resulfing from the
application of rowe selection criteria (metric-selection,
qualitative-selection, et ). Their atiributes are of the same
type as those associated to Fowtes.

Routing Information Base (RIB): the indexed collection of
entries referred fo as BIE eatry, stroctored entity derived
from the (selected) route; RIB entry atributes inclade the
dectination, the next-hop interface identifier together with
other optional atmbutes incloding topological (eg.,
routing path, hop-coumt), administrative (e.g. weight, cosf)
and wraffic-engineering (e g., bandwidth delay) atributes.

« FRIB mput: smactured s=t of entiies comprising all
inpat (discovered or configured) routing information;
mcaseufl!ﬁl’ﬁxrmn:gﬂusmﬁ:rmmnrhda

« RIB output: strochmed set of entiies comprising all
locally computed and'or selected routing informsation
(iLe, routing paths).

Routing Table (BT): the indexed collection of enfries

individually referred to 2= BT entry. Each entry is defined

2= 3 struchared entity comprising at least the next-hop node

(or sn inditection) to 3 particulsr destinstion and the

azsocigted metrics (that can be limited to a single metric

value). The BT includes the entries produoced according to
the routing path computstion'selection procedure(s) that
are associsted to a given routing protocol but also those
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produced by the computstion'selection procedures of other
routing protocols.
2} Relotionships
Exchange Derive, Generste, Filter, Orwns/Includes, Produce,
Stucture, Select, snd Transfer The meaning of most
relstionships is selfexplanatory. It chould be noted that the
mezning of some relationships overlap to some extent For
mstance both Filter and Select relationships imply that the

VI  APPLICATION
To illustrate the atility of architectural modeling as well as the
fumctional and mftrmation models specified in Section V, we
document in this section their application to the BGP routing
protoce]l and stochastic pouting. Further explanations are
provided in [27], which also detsils their application to tmicast
and mmiticast compact routing as well as geometric routing.

4. BGP Routing

Specfied im RFC 4271 [3], the Border Gateway Protocol
(BGF) relies on the path-vector rowting algorithm This routing
protocel is used o exchange network reachability information
berween sutonomous systems (AS). An AS is defined as "a set
of routers under the control of a single technical administration
entity of umit that presemts a coosistent pichuoe of what
destinations are reachable through it." Each AS, identified by
its globally unique AS Number (ASH), comprises one OT moTe
‘border routers that conmect to routers in neighboring AS, and
possibly a mumber of internal BGP routers. The main fimction
ﬁmmmmmimmtﬂuymﬁnmmmm

raversed by the BGP romte advertisament comprising
reachability informstion from the orizinating AS This
information is wsed by BGPE rouers for constucting AS
comnectivity graph for thic reachsbility so a5 to detect and
‘belonzing to neighboring AS are called eBGP (external BGE),
‘while those befween routers in the same AS are called iBGP
(internal BGF). Mote that adjacent A% may have more than one
eBGP connection.

1} Theory of Operation

In BGP, a route is defined as a unit of information that pairs
a sat of dectinations with the attributes of a path to those
destinations. These routes are advertised between BGP routers
in UPDATE messapes. The set of destinations are systems
whose IP addresses are contsined in one TP address prefix that
is camied in the Metwork Layer Beachability Information
(WLEI) field of an UPDATE message The acms] path to this
set of destinations is the information reported in the AS_PATH
atiribaote fiald of the same UFDATE message The AS PATH
atiribote enumerates the sequence of AS numbers a route in the
UPDATE messape has traversed As part of the set of
mandstory atributes, we can mention the OBIGIN (generated
by the BGP spesker that originates the associated routing
information), the NEXT_HOP (defines the IP address of the

router that should be used as the next hop to the destinations
listed the UPDATE message), and the LOCATL _PREF (used by
an iBGP speaker to inform its peers within the same AS of the
advertising speaker's degree of preference for an advertised
route). The MULTI EXIT_DISC (MELD) is an optional non-
ransitive atribute whose value may be wsed by a BGP spesker
on external (imper-AS5) links to discriminate among omiltiple
exit or entry peins to the same neighboring AS. In addition to
the AS PATH, the LOCAL PREF and the MED atiribute are
also used n the BGP Route Selection process.

BGP routers (or speskers) advertise network reachshility
information sbowt destinations by sending to their neighbors
UPDATE messages containing a set of destination address
prefix annomcements and'or withdrawals topether with the
attributes associated to a path to these destinations.

« An snnoumcement informs peighboring BGP routers of &
path to a ziven destination When a local BGP rouer
propagates a rowe leamed from the UPDATE message
sent by one of its peering BGP routers, it modifies the
route’s AS PATH attribute based on the location of the
BGP router to which the UPDATE message contaiming
that route will be sent.

« A withdrawsl is an updste mdicating that a previously
advertised destination is mo longer reachsble. Rowme
withdrawals only contain the destination and mplicitty tell
the receiver to imvalidate (or remove) the rowte previously
annoumced by the sender According to the abowve
definition, if there ic more than one path per destination
each path will be associated to a distinct route.

When a local BGP router propagates a route leamed from
the UPDATE message sent by one of its peering BGP rowuters,
it modifies the pouwtes AS PATH atinbute based om the
location of the BGP router to which the UPDATE message
confzining that rowte will be semt In confrast roote
receiver to invalidate (or remove) the rowte previously
annoumced by the sender. A BGP router receives UPDATE
messages from its BGP peening neighbors following a time
varying interval bound by 2 mininmm threshold. As detailed in
BFC 4271 [3], there is 8 mininmm amount of time (refemed to
as the Mininmm Foute Advertisement. Interval or MEAT) that
must elapse between twe UFPDATE messages (for the same
destination prefix) sent towards the same BGP router. Thus, &
ziven BGP router receives one UPDATE messaze per MEAT
time inferval per meighbor (anmd somefimes per destination
prefixes). The output (ie., the class of the UPDATE messagza)
of the learning process is used by the selection process of the
local BGP router. This owtpuat is not distributed to the router’s
neighbors or other nodes in the system However, the rowter's
output (i.e., the BGP update messapes that are forwarded) will
influence the route selection of the BGP rowter's neighbor.

BGP routes are stored in Foufing Information Bases
(BIBs). At each BGP speaker, the RIB consists of three distinct
parts: the Adj-FIB-In, the Loc-FIB, and the Adj-RIB-Chat. The
Adj-RIB-In contains mprocessed routing information that has
been advertised to the local BGP speaker by its peers; the Loc-
FIB contins the routes that have been selected by the local
BGP speaker's decision process and the Adj-FIB-Owt organizes
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the routes for sdvertisement to specific peers (by means of the

local speaker's UPDATE messages). When & router receives a

route advertisement, it first applies inbomnd filtering process

(using some import polices) & the received routing

information. If sccepted, the route is stored in the Adi-RIB-In.

The collection of routes received from 2]l neighbors (external

and intermal) and stored in the Adj-RIB-In defines the set of

candidate routes (for that destination) Subsequently, the BGP
router imvokes a rouse selection process - gumided by locally
defined policies - to select from this set a single best route for
each destination After this selection is performed, the selected

‘best route is stored in the Loc-RIB and is subjected to some

outbound filtering process mnd then aomoumced o all the

router's neighbors. Importanty, prior to being anmoumced to an
external neighbor, but not to an internal neighbor in the same

A5, the AS path cammied in the announcement is prepended with

the ASHN of the local AS.

1} Functional Model

Following the BGP routing protocel as specified in BFC
4271 [3] and outlined in Section VIAL, the BGP routing
fimctionality can be hierarchically decomposed into three main
fimctional blocks: i) the discovery (push) of routine
mformation, Le., BGP routes advertized by BGP peers,
togzether with the optional inbound fltering of the received
BGP routes, if) the per-node selection of the "best” route by
means of the so-called BGP ronte selection process, and iii) the
push of the selected route together with optiomal cutboumd
filtering of the selected BGP rowtes to downstream e ghbors
BGP speakers.

The BGP routing protocol makes thos use of the following
fomctional blocks (see Fiz3): the Discover FRouting
Information fimction, the Produce Fouting Path fonction, and
the Produce Fouting Table Entry fimction.

« Dhscover Rouoting Information finction: emsbles the
discovery of rouwting information which comprises the st
of destination IP address prefix that is camied in the
Hetwork Layer Reachsbility Information (MLET) field of
an UPDATE message, the actms]l path to this set of
destinations in the AS PATH attribute field of the same
TUPDATE message together with mandatory and optional
atiributes associsted to this path. Optionslly, the incoming
routing information is filtered by mesns of inbound or
import filters before being stored in the Adj-RTB-In.

« Prodoce Fouting Path fimction: performs by means of
selection males on 2 set of (mbowmd filtered) routes stored
in the Adj-RTB-In By means of this selection process, a
single route per destination is selected.

#« Prodoce Fouting Table Entry fimction: derives a route
from the selected rowe and generates 8 Loc_FIB entry for
this rowte or updates an existing enfry in the Loc RIB.
Finally, the comesponding rowting table enfry is created or
updated.

3} Information Model

In this sectiom, we apply the generic information model
detziled in Section 'V E to the BGP path-vector routing protocol
ouilined in Section VLA 1. As depicted in Fig3, where

rectangles represent entities, dismonds relationships, and ovals
atiributes, this example shows the applicability of the proposed
zeneric information model
4 Observations
Several observations can be drawn from these modals:

# The exchange'discovery process is asymmetric: the
FIB_In is acmally decoupled from the Loc RIB whereas
the RTB Out &= doven by the selectionfupdate rate of
routing entries. The subsequent addition of a thresheld to
the routing update rate (ie., the MPAT) at the sender-side
is certainly a direct transposition of the "be liberal in what
you accept and be conservative in what you send” design
principle but in the meantime the ratio RIB/FIB (fimction
of the munber of BGP pesring sessions per BGP speaker)
can easily reach an order of 10 (if not more since the
mumber of BGP peering sessions is independent of the
mumber of physical interfaces). Thus, routers have often to
process an order to 100 routing enfries to derive shout
450k sctive routing table entriss. Femember that the BGP
update process "pushes" routing updates to neighbors. This
routing {datajbase synchronization bat its simplicity may
actually be the root cause of the memory size scaling and
to possibly rethink the routing update distibution process
and not (only) the route selection process.

In turm, this revisited process can significantly mitizate the
routing path exploration phenomena which delay routing
siafe COmVergence.

# The BGP route selection being drven by a node-based
decision process, litfe ﬂex:l.buhty 15 left to update
neighbors on 3 per imerface-basis beside spplication of
outbound filters. This design is certzinty desirable for
inbound BGP speskers (with respect to the flow of routing
updates) peering with BGP routers belonging to the same
AL but less robust for outbound rowters peering with
different A5,

- Tlemt'umofﬂe munngqxhtem.ﬁumnmu[mﬂm

processing does mot differentiate between updates with
respect o their root canse, their identification (orizin), etc.
during the route selection process, and i) the rowe
selection process itself performs sclely by applying
network-wide criteriz on the spatial properties of the AS-
Path atribwmtes (camied in routng updates) that are
sssmmed o be inmmtsble when processed Thms, i
addition to the muting wupdate process itself
information it distributes would have to be extended to

incorporate temporal and infer causal properties.

» The BGP route selection process performs "oo-path”
regrdmgrheﬂ:wufmmgnpdmu I'Ilsda:lgndlmce

EE

for security reasoms (35 & routing path and its associated
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routing up<dste flow are congment). Swch mechanism aims

at ensbling the receiving BGP router to werify that the

originating A5 is authorized to advertise an address prefix

Ty the holder of that prefix whether the originating AS is

scouraiely identified by the originating AS Mumber (ASHN)

in the advertisement and the validity of both the address
prefix and the ASH.

The proposed architectoral modeling approach does mot
directly snswer the question whether redesigning a new path-
vector profocol or modifying BGP would be simpler to realize
or not. Mevertheless, it provides the answer to the following
questions: where to perform changes in the BGP fimctionsl and
informational model desipgn and how to design an alternative
path-vector routing protocol; ensbling in tom to compare and
analyze both altermatives. Finslly, the application of this
architectoral modeling approach to new rouwting schemes as
documented in [27] provides a strong basis for comparizon and
analysis between them and BGE.

VIL CONCLUSION
In order to provide the architectural baseline of the Inbernet
routing system, this dooument proposes to follow a systematic
modeling approach relying on the specification of a fumctional
and an information generic model Indesd, past experience in
designing routing protocols shows that without well defined
mmmg, adding or mm'mg routing

aﬂpﬂﬂnmmeummmmnyofﬂnm
system architecture. In this context, 3 fop-dowm holistic
Wﬁrﬂe@gﬂnfﬂnmﬂmgsdﬂm[mnspm

distribution (resnlting from the need to scale to large topologies
partiioned into different units of operation) and adaptivity
(resulting from dynamicity of the topology). We have showm
the applicability of these models to the BGP path-vector
routing protocol, and s documented in [27], their applicability
o peometric routing, unicast and nmificast compact routing bt
also stochastic routing. It is also inferesting to observe that the
first levels of the fimctionsl specification do require relatively
limited persrouting scheme customization More precisely, the
oustomization mostly relates to the exchange mode of routing
and topology informarion (and asseciated comfrol), the pre-
processing of exchanged/discovered information and obviously
the specifics of the ronting path computstion alzorithm itself
Further, and comoborating this observation, dismibuted and
adsptive routing schemes shows the importsnce of the
discovery fimction (and related information exchanges) which
leads to reconsider the objects these rowting schemes use to
boild the data stoctures on  which routing  path
the purpose of the information model become clesrer, ie  this

model aims at specifying the information units, their properties
and atiributes so as to ensble disoibuted computation snd
adaptivity of the routing decisions. Note also that in distribied
systems like the Internet the routing decisions are locally
performed by each (sbstract) node independently of the others
nsing the exchanged informsation (e, discovered information)
‘our individual nodes decision affects other router's decision. It
iz therefore fomdarmental 1o capture these interactions as part of
the fimctional model up o the level appropriate for further
routing system and protocol ensineering.

The proposed approach ensbles also to thoroughly identify
which rowing (sub-)fonctions are comently wder-specified or
mis-specified bt also which routing (sob-)fonctions can be
rephoed,adihdm’emmwdfmmﬂmspauﬁmmas

Complementarily, the information model provides the mean to
perform a detailed information analysis. In order to reach our
unltimate goal of routing model specification, the present work
will be firther progressed by the specification of a procedural
model (formal description of procedures) and a dats model
(formal description of data stmoctores and their relationships
wozether with data operators applied to these stactures).
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Annex 2: Paper "Stability metrics and criteria for
path-vector routing"

Stability metrics and criteria for path-vector routing

Dhimitr Papadiomtrion Albert Cabellos-Apancio, Flonn Coras
Alcatel Lucent Bell Labs Technical University of Barcelona
Antwerp, Belginm Barcelona, Spain
E-mail: dimitri papadimitriowiialcatel-lncent com E-mail: {acabello froras} @ac. upc.eda

protocol-indoced to account for the distinction betwesn
protocol operations and the inherent behavior of the underlying
path-vector routing alzorithm.

Policy-induced insabilities: solving the routing stebility
o prevent and‘or to eliminate conflicting policy interactions, in
particular those leading to unintended unstable routing states.
Griffin et al."s seminal work [1] modeled BGP as a distributed
alporithm for solving the Stable Paths Problem, and derived a
zeneral sofficient condition for BGP stability, knowm as "Mo
Drispute Wheel". This sofficent condition smaramtess the
existence of a stable solution to which BGP always comerges.

i approach
imroduced in [2] relies on the best-reply BGPF dynamics: a
mﬂgm&gﬂmmﬂdmwmmms
(AS) is mstucted to contimously execote the following
actions: §) receive update meszages fom BGP peering nodes
annoumcing their rowes to the destination, ii) choose a single
peerning node whose route is most prefermed to send traffic o,
iii) aponounce the new route to peering nodes. However, as
proved in [2], bestreply BGP dynamics is not incentive-
compatible even if Mo Dispute Wheel condition holds: even if
all but one AS are following the BGP rules, the remaining AS

may ot have the incentive to follow them Inferestingly, as
denmmtamdmp],mtmﬁuhtjnfhﬂ@lym
condition

(checking them is an MP-hard problem and enforcing them
requires 3 global deployment of an additional mechanism); on
the other hand local inswmbility effects have yet to be
chamactenized.

Protocol-induced mstabiliies: BGP, the inter-AS path-
vecior routing protocol of the Indemet is prone to Path
Exploration, phenomenon characterizing amy routing protocol
that relies on the path-vector slgorithm Indeed BGP routers
may annoumce 35 valid, routes that are affected by a topological
change snd thar will be withdrawm shordy afier subsequoent
larpe number of routing updates received by BGE routers
which exacerbate the infer-domain routing system imstability
and processing overhead [3]. BuﬁlrEultmﬂymgBGP
comvergence time upon topolopy chanse/failwe [4]. Sewveral
mitization mechsnisms ewist to partially limit the effects of
path explorastion; however, none acmally eliminate them
Hence,BE—Pisinninsicaﬂyﬂ:jactminsmbiliqr.

Az reported in BFC 4984, outcome of the Fouting and
Addmessing Workshop held by the Internet Architecture Board
(TAB) in 2004, BGP stability remains a key criterion to be met
by the Internet routing system. It is also important to underline
that the dynamics of the Internet routing system determines the
TesourCe Consumption of routing engines, in particular, in terms
of memory and CPU. System resource consumption depends
on the size of the rowing state space bur slso on the mimber of
BGP peering melationships between routers. Indeed, the

CPU requirements for the operstions of the rowting protocol.
The objectives for imvestigating path-vector routing stability
are to 1) Develop 3 method to systemstically process and
imterpret the data part of BGP routing information bases in
order to identify and characterize ocomrences of BGP routing
system instability from its routing, paths propertes; Z)Deﬁnea
comsistent set of stability metrics and relsted processing
methods to better understand the BGP routing system'’s
mmnmmmdmwumm

criteria Crverall, the proposed snabytical method aims to bring
rigor and consistency to the smdy of the stability properties of
routing paths as locally experienced by rowters.
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This paper is structured as follows. Section IT provides an
overview on prior work concerming the BGP routing system
stability. In Section I, we define the proposed routing stability
In this section, we also derive a stability decision criterion that
can be applied during the BGP romte selection process. In
Section IV, we dooument the messurement methodology and
the BGP damsets considered to eviluate the applicability of
these mefrics. Section WV reports on the measurement results
and analysic the spplicability of the proposed stabilify-based
criterion using resl BGP datasets. Finally, Section VI draws
conclusion from this study and owtlines possible fare work.

oI PRIOR WORE

Beside the references cited in Section I there have been
mumerpus studies of BGP dynamics properties over the years.
Work began in the early 1990 on an enhancement to the BGE
called Foute Flap Damping (RFDY). The purpese of EFD was to
prevent of limit sustsined rome oscillatons that could
potentially put an undne processing load on BGP. At that tme
there was 3 belief that the predominste camse of rounte
oscllation was due to BGP routing sessions going up and down
because they were being camied on cirowits that were
themselves persistently going wp and down [3]. This would
result in & constant stream of route updates fom the affected
BGP sessions that conld propagate through the entire network
due to the network's flat sddressing architechore. The first
version of the BFD aslporithm specification appeared in
October 1993, updates and revisions lead to the publication of
RFC 2439 in Movember 1998,

Mao et al [5] published in Augwst 2002 a paper that
discmssed how the use of BFD, as specified in BFC 2430, can
sigmificantdy slowdown the comvergence times of relatvely
stable routing enmtries. This sbmormal behavior arises during
route withdrawal from the interaction of BFD with “BGP path
exploration”™ {in which in response to path failures or routing
palicy changes, some BGP rowers mey iy a sequence of
mansient alternate paths before selecting 8 new path or
declaring the comesponding destination mmreachable). Bush et
al. [6] sunmarized the findings of Mao et al. [5] and presented
some observational data to illustrate the phenomens The
overall conchusion of this work was to avoid using BFD so that
the overall sbility of the network to re-comverge after an
episode of "BGP path exploration” was not needlessly slowed.

More recently solutions sach as the enhanced path vector
routing protocol EPIC [7] propose to add a foreard edge
sequence numbers mechsnism to annotste the AS paths with
additional “path dependency™ information This information is
combined with an enhanced path vector alzorithm to Hmit path
exploration and to reduce comvergence time in case of failume.
EFIC shows sigmificant reduction of comvergence time and the
mumber of messazes in the fil-down scenario (2 part of the
network is disconnected from the rest of the nerwork) bar only
a mdiest improvement in the fil-gver scenario (edges filres
‘without isolation). The main drawback of EPIC is the larpe
amount of extra information stored at the nodes and the
mcrexse of the size of messapes. Another solution, BGER with
oot Cause Metification (R.CN) [B] proposes to reduce the
BGP convergence delsy by annowmcing the root canse of a link

This mesarch woek 5 comducted and fomded by e Emopem

failure location. This selation also offers a significant reduction
of the comvergence time in the fail-down scenario. However,
the converpence tme improvement achieved with RCN i
modest on the Internet fopology conmpared to legacy BGP (in
the fail-over scenaria). More sdvanced technigues such as the
recently introduced Path Exploration Damping (FED) [9]
augments BEP for selectively damping the propazation of path
exploration updates. PED selectively delays and suppresses the
‘propagation of BGP updates that either lengthen an existing AS
Path or vary an existing AS-path without shortening its length
Al these spproaches try to mitigate the effects andior to
accelerate the convergence of the BGP routing enfries after
ooomrence of a perorbation event, it none of them ask the
fimdamentsl gueston why selecting a route subject to path
exploration at first place. The answer is essentially becamse
are primarily based on the spatial properties of the AS-path

II. FOUTING STABILITY AMD METRICS

A Prelimmaries

The sutonomous system (AS) topology of the routing
system is described as a graph & = (V.E), where each vertex
(or node) w & W, [V] =mn, represents an AS, and each edge e =
E, [E| = m, represents a link between an AS pair denoted (wy),
where o, ve V. At each noden & 'V, a route r per destination d
(d & D) is selected and stored as an entry in the local routing
table (F.T) whose total mumber of entries is denoted by M, ie.,
[ET| = M. At node w, a route 1; o destination d at time t is
defined by r{fh = {d, (V= Vo V=), A withk =0 |V j, k
2] =0, {¥, vy} € E amd i & [LN], where (W=, ¥y, .. 5V)
represents the AS-path v, , the next hop of v along the AS-path
from node u to v, and A its attribue set Let B, ., denote the
set of paths from node u to v fowards destination d where each
path puv) & of the form {(W=w, Vi.,.. ‘ia=FLA} A routing
information update lesds to a change of the AS-path (w, W
13-~ --¥0) O an element of its atiribute set A. Mext, a withdramal
is denoted by an empty AS-path (g) and A = &@: {de @}
According to the sbove defimition, if there is more than one
AS-path per destination d, they will be considered as nmiltiple
distinct routes.

B. Routmg Stability

The stability of a routing system is characterized by itz
mspume[tnta‘msofprming of routing information) to
imputs of fnite Routing system inputs may be
dasn.ﬁadasijmmalqmmsﬂasdmngﬁmﬂle
routing protoecel confisuration or i) extermal events sach as
those resulting from topological changes. Both types of events
lead to the exchanee of routing mformation updates (or simply

routing updates) that may result in routing states chamges.
luhe:d,BGPamlmgmslmpaﬂl—mmg,mm
differentiate routing updates with respect to their root cause,
their identification (origin), etc. during its selection process.

Dygffnition 1: Let r{t) represent the rowte r; at some time t as
stored in the routing table (BT). At tme t+1, r{t+]) = i) &
Arft+1), where Ar(t+]) accounts for all changes experienced
Ty the rowte 1; from dme £ oo+,
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Dgfinition 2. Let BT(t) represent the routing table at some
time t. At time t+1, BET(t+1) = BT(§) © ART(t+1) where, BT(f)
is the set of rowes that experience no change between tme t
and t+], and ART(t+1) accoumts for all route changes
(mmmmmmmmmm}
‘between time t and t+1.

The magnimde of the owput of a stable routing system
should be small whenever the inpat is small. That is, a single
routing update shall not result in output amplification.
Equivalently, a stable system's output will always decrease to
zero whenever the input events stop. A routing system which
remains in an unending condition of transition from one state to
another when disturbed by an external or intermal event, is
considered to be unstsble. In this context, provide means for
mezsuring the magnimde of the owput is the main purpose of
the metric refemed to as "stbility of the selected roue”. For
thiz purpose, we define the criteria for qualifying the effects of
a permorbation on the local routing table entries so a5 to locally
characterize the stability properties of the routing system. More
precisely, let ART(t+1)| be the mapnimde of the chanze to the
routing table (BT) between time t=1f, +Eto t+ 1 =1, +(k +1),
‘where t; is the starting time of the messurement sequence, and
k the integer that determines the mumber of Miniomm Fouting
Advertisement Interval (MBAT) that have elapsed since the
starting time of the meanrement sequence. The MEBAT
determines the minimum amount of tme that must elapse
between an advertisement and'or withdrewal of rowes o a
particular destination by a BGP spesker to a peer. The MEAT
does not limit the rate of the route selection process but only
the rate of route advertisements. Hence, using the MPAT as
fime umnit ensures to record at most one rowting update per
demamn@uﬂ@paajpasmhngp&mdl&mgﬂﬂse
defimitions, we distinguish three different equilibrinm states for
the routing tahle:

Dgffsition 3: when dismwbed by an 1 andvor i 1
event, 3 BT is considered to be stable ift ART{+1) = o, t —
oo, Where o = ) is small If this condition is met, the routing
sysmm[aslmaﬂyﬂbsmred}mwmmﬂaqmﬂm
state, and is considered to be (asympiotically) stable

Dgfinition 4. when disturbed by an external andor infernal
event, 3 BT s considered to be margimally srable ift o <
|A.R.T[H1)|5ﬁ,t—>w,mﬁ}ﬂlsnaﬂ,uqﬁ If this
condition is met, the routing system (as locally observed)
ransitions to 3 new equilibriem state, and is considered to be
marginally stable.

Definition 5: when disturbed by an 1 amdvor i 1
event, a BT is considered to be unstable if ART{E+1)| = B, t —
oo, If this condifion is met the routing system (as locally
observed) remains in an unending condition of transition ffom
one staie to another, and is considered 1o be locally il

can be applied to the Adj_FTE In which stores the incoming
routes from peighbors. It is also imberesting to measure the

C. Stabality Metrics
To measure the degree of stability of the Loc_FRIB, and the
Adj_FIB_In, the following stability metrics are infroduced.
The stability g(t) of the selected route rf) characterizes the
stability of the route ) (i [lﬂ]ﬂjsbm!datmmtmﬂle

time t = te+k to tme t+] = teHk+1), where t; is the starting
time of the measurement sequence (Hme units are counted by
default in terms of MEAT), and the integer k acoomts for the
oumber of MBAI times that have elapsed since the starting
time of the measurement sequence This metric quantifies thus
the magnitede of the change(s) experienced by the route r; with
a periodicity determined by the MFAT time. This metric can be
computed by using the procedwe described in Figl. Upon
creation of a new routing tshle entry associated to the route 1,
the value qt) is initislized together with the parameters o and
B (see Section IIB). These parameters can be derived from
this procedure on a per individual rouse basis.

/% Inmitialization when route r; is created ¥/
it} — 0
Oopny =W +— D

Bun.l.'ﬂ:'_ﬂ'

/% Measurem=nt during k * MRAI time units *f
While k = O
if Ar,(tsl] # D
{* r, experiences an AE-path change
or ry experi=nces an attribute change */
then @ltsl} +«— @i} + 1
By — gie+l}
if Pexe,s = By then P — P
end if
elpe /% 1y experiences no change: Arg(t:l)=0 */
if @it} = 0
then @ its1} +— @it} - 1
oy «— Qit+l)
if Oy » Opins then Owns & @
end if
=les= Pitsl) «— 0
end if
end if
kEe—k-1
end k loop

The actal vales of the parameters o and [ depend on
several factors. Among them the MEAT value and the integer k
that determines the mumber of MPAT that have slapsed since
the beginming of the observation sequence Orher factors
influencing these parameters are explained in Section IMLC.

Note that a similar reasoning to the one applied for the
Loc_PRIB stability (that commesponds to the BGP routing tabile)

Figure 1. Stability of individna] routes

As destmibed in Fig2, the computation of the stability
medric for an entire routing table can then be derived form the
smbility of its individus]l rowtes. Let |Arft+])| denote the
magnimde of change in terms of stability as experienced by a
single route ¢, from time t to t+1. The sat of vales |Ar(t+1)]. i
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€ [1,M], are then used to congpute the wale |ART(t+1)| defined
as the mapnimde of change in terms of stability for the entire
routing table from time t to t+]1. Moreover, ART({t+1)| can be
nomalized so that 0 = ART{t+1)| = 1, where 0 implies perfect
stability, and 1 indicates complete instability.

amongst them selected by BGP at time t s the best route (s,
following BGP route selection rules). As described in Fiz 4, the
computational procedure is similar to the one depicted in Fig 3,
if one replaces e Y $ e doring the computation of the
A, tETms.

For i=1 to N
f* H = total number of routes in RT{t+l) ¥/
if r{t+l) is a new route
v i) = 0 A @itsl) = 0]

then |[Ari{t+l}]| « D
elge= if git+l) > @lt)

then |Ar,{t+1}]| +— [@0E)+1] 7 [HE+1)+1]

elne if Qitel) = Qicd

then [Ars{t+l} | « @it+1)Squit)

end if
e=nd if
=nd if
end i loop

p o= |ART(t+1)| « E; |Ary(tsl) | / W
# +— I (Ar,(e+l) - |ART({e+1}[}*/ W

For i=l1l to N
f* |dest. in Adj RIB In| = |Loc RIB| ¥/
For j=1 to |W,]|
/* number of pesrs for i™ dest. #/
Ay (41} & [P+l ) 211/ [ i () 211
end j loop
Ay (e41)  Ey Ay (e41) S|
end i loop

n o= Adb(esl) « E Abyie4l) SN
& — E (Ad, (t21) - Mbiesl)) S W

Figero 2. Sability motric consputation for a wt of rosting antrics

The most stable route in the Adj RTB In (JAdj RTB In| =
M) quantifies the relative stability between incoming rowtes to
the same dectination d ac leamed from all upstream BGP pears
(ie, dowmstresm from the point of wiew of the AS-path
towards destination d) and the one amongst them determined as
the most stable at time t. For this purpose, let W, — WV denote
the set of node’s n BGP peers, W] = W = M and w one of its
elements such that (ww) & E. Let qy(f) denote the stability of
the route r{f) to destination d as received by the peering rouer j
(j = [1,WT) at time t. At mode o rMFnE[M),VjE
[LW]| {w—wves=w,. .. v A} € Py, YW e W} defines
—independently of the BGP route selection mles— the selectable
route that is the most stable for destination d at time t. Next we
define Ag; a5 the relative measure stability q,; of the rowe r;, at
time t+]1 for destination d with respect to the stability @, . of
the most stable route ', .. 8t time  for the same destination d.

For i=1 to N
f* |dest. in Rdj_RIB In| = |Loc RIB| #/
For j=1 to |W.|
/% numbar of p=ers for i™ dmme LT
Ay g+ 1) IOyl t+1]) 411/ [Presn it} +1]
end j loop
Ay (t41) — Iy Ay g (te1) /| Wa|
end i loop

po= &dic+l) « E Mb (e4l) S M
& — E (Ad(tsl) - MB{es1))? ) N

Fignre 3. Most siable routs

The besr selectable route from the Adj RTB_In quantifies
the relative stability between incoming routes to the same
destination d as leamned from all upstream peers and the one

Figers 4. Bast salectabls route

The differential stability between the most stable route in
the Adj RTE In and the selected route stored in the Loc_RIB
for the same destination d characterizes the stability of the
currently selected routes for a given destination d against most
stable romtes as leamed from upstream neighbors. This metric
provides 3 measare of the stability of the lesmed routes
compared to the stebility of the cumently selected poute. A
variant of this metric, denoted Sgy(t), i € [1,D[], characterizes
the stability of the newly selected path p*(wv) at time t for
destination d against the smhbility of the path p{wy) that &
swored as time t in the Loc RIB for destination d and that
‘wionld be replaced at time t+1 by the path p*wv): S = gl
-q:u,"(t:l In turn, if the differentiz] stability metric Sa(t) = 0,

the replacement of route r(f) by the route £*(f) increases
Mnﬂnlnyofﬂumwmmd,mmesaﬁn
decizion is to keep the cumrently selected route rt) stored in the
Loc_RIB.

Application of the differential stability mesvic S during the
BGP selection process would prevent replacement (in the
Loc_FIB) of more stable routes by less stable ones bt also
ensble selection of more stable rouwtes than the comently
selected routes. However, for this assumption to hold, we mmst
also prove the consistency of the stability-based selection with
on a path ranking fimction (ie., 3 non-negative, integer-vahe
function i, defined over Py, v4, such that if piuv) and pe{uv)
€ Pipya and A (py) < A(p.) then po(o.v) is said to be prefered
over py(v)). The route selection problem is consistent with the
stability fimction Sg(f), if ¥ ue V and pyfwy) and po(nv) €
P (1 EE Apy) <= A} then Baplt) = () - olt) = 0 and (2)
) = A fpy) then Sft) = 0. We show in [10] that if p,({wv)
and pa(v) & Pravya A Pa(uy) is embedded in pi(wv), then the
route selection problem is consistent with the stability fimction
S and the route selection is not sietch increasing. By stretch
decreasing, we mean here that the length py*(t) of the path
Py (mezsured in terms of mumber of AS hops in case of
BGP route) associsted at time t to the route 1,* is smaller than
the length pyt) of path piwv) associated at time t o the roate 1;:
St = p* (0 - pilD = 0.
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D. Srability Decizion Criterion

The BGP selection process enhanced by the stability-based
facisi iteria followine the diff ial stahili .
defined in Section II.C, would be driven by the following
selection mles:

if Bp (t] » O
then if &pit) = 0
then sel=ct r;(t] per Spit)
emlo= if Bpile) < 7
then sele=ct r,it) per &, (t)
else select r,(t) per
default BEP selsacticn rulas
if BEu(t) £ 0
then sel=ct it} per

default BGF selection rules

In this selection process, the positive interer parameter 7 is
determined by the increase of the multiplicatve stetch
considered as acceptable. Hence, the actusl problem becomes
o find 3 mean to acteally determine (or st least estimate) the
acceptable stretch increase of the routing path that would result
Past experiments dedicated to the measure of the BGP AS-path
length have shown that even if the average length of AS-paths
is relatively stable (ahout 4 to 5), a sipnificant fraction of AS-
paths has a length up to 10 [11]. From this perspective, if we
azsumme that 2 10%% increase of the nmltplicative stretch would
be acceptshble (resulting nmltiplicative stretch would be equal
to 1.1 instead of 1.0), then rowtes with an average AS-path
length increase of 1 AS-hop would instead be selected Mote
that thiz study does not evalnste the increase in memory
consumption required to store the rowtes with longer AS-path
attribotes. Moreover, the application of the stshility-based
decision criterion prevents propagation of the routing updates
churn resulting from the ecomrence of a path exploration event
when the following conditons are met i) the rome
comresponding to the next stable state is locally stored in the
Adj RIB_In and ii) this route comesponds to the most stable
(mext) route in the Adj BB In Indeed, if such event ocours,
then the selection of a stable route becomes possible withowt
delaying local convergence resulting from the exploration of all
imtermediate rowuting states (eg., AS-paths of imTeasing
length). Mevertheless, if the path exploration event also affects
the route comesponding to the next smte comesponding to the
most stable next route, then selecting the AS-path that i= the
least topologically comelated' to the previous state provides the
safest decizion.

Importantly, the spplicability of the stability-based decision
criterion does not only depend on the point-value of the
differential stability metric but also on its evelotion owver time.
This means in practice that we have also to ensure that when
the stability criteria are met at time t, and the comespondineg
selection mles are applied at fme t, they also remain applicable

' Two AS_paths are topolegically correlated if they share at least one
common edze, e, a AS adjacency.

at time t+1, and more generally at time t+AL, where At == 0.
The reason stems as follows: at & given roufer once a rome is
selected ar time t based on its stability properties, reverting
unilaterally o the defanlt BGP selection rules at time t+At can
itzelf imwresse the metshility mdwced by the concemed roues
on its downstream routers. Here again, our stability metrics
provide a suitsble method to estimate the devistion owver time
and the robusmess of the selection process. Indeed, it suffices
o notice that (even if it is impossible to locally anticipate all
ocomrence of BGP instability events before they ocour) these
mefrics emable to determine over time the candidate
replacement routes that are more stable compared to the set of
possible altermative routes that do not show the same stability
properties. When such alternative route does not exist, the
exchanze process of BGP rounting updates between the local
router and it dowmstream neighbors (with respect to the
direction of propagation of the routing updstes) requoires
enhancement in order to ensble 8 smooth transifion between

for the route currentty selected based on the stability criteria,
that rowte is advertized to dommstream neighbors together with
the rowte that would be selected hased on the defmlt BGP
selection miles This process enables each downstream router to
nme its decizion process based on its owm selection males for
that rowte. Mote that this process ensbles to adwertize both
routes, ie. the one selected based om the stability criteria and
the one selected based om the BGP defamlt rules.

IV. MEASUREMENT METHODOLOGY AND DATA SET

We apply the meirics defined in Section I o the BGP
updates provided by the FouteViews project [12]. The BGP
dataset obtained from this project comprises archives
contzining BGP feeds from a set of worldwide distribued
Limm PCs momming (uaggsTebra® [13]. Route Views is a
project founded and spomsored by the University of Oregon
‘which consists in a set of routers distributed across the world.
The BGP routing information collected by these rouwters can be
openly accessed by anyone, interested or involved in the field
of Internet research This information has led to varous
noticeshle smdies including those conducted in [3]. The Foube-
Views data records contain the BGP information a router
receives from its neighboring BGP speakers. That is basically
each peizhbor rouse (with its route attributes) to each address
prefix the neiphbor has knowledze show With this
information. the monitored BGP router can find 2 route for
each IP prefix it needs to send packets to.

Current Boute-Views data record format does not provide
the Loc_RIB information as stored locally by each rowter (that
is, basically and for our interests, the information sbout which
route BGP salects for each prefix). We mmst fhms derive this
information from the Adj-RTB-In tsble as provided by the
Boute-Views datsset. For this purpose, we infer the Loc-BIB
table from the Adj-RTB-In tsbles by implementing a selection
process based on the slzorithm wsed in Cheazza/Fiebra rowters,
which iz representative of the BGP selection process

? Quagpa is a fork of GNU Zebra which was developed by Kunihiro
Tshipurn.
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commenly spplied on Infernet rowters. A detailed description
of the tool developed in C++ programming lansnage to process
the BGP datseis obtained and to derive the value of the
meirics (defined in Section I), their associated statistics as
‘well as their evolution over time is available in [14].
V. MEASURFMENT RESULTS AND ANALYSE

This section presents a set of experiments] results obtzined
by applyins the metrics and selection roles defined in Section
I to B{GP dataset obtained from the Foute-Views project [12].

—
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Figame 5. Most stable rowts matric moasum
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Figmn 6 Cumslied variance over tme for most sizble routs

Fig.5 shows that incoming routes stored m Adj RIE In
have on average slowly decressing stability compared to the
most stable route (2 value close to 1 indicates that incoming
routes are nearly as stsble as the most stable route’). As a result,
the plot has a small e positive slope. The average of the
maximmm metric vale per destination d shows a positive but
larger slope: the most wmstsble routes have a faster paced
decreasing stability (and spiky pattern confirms their mstable
‘behavior). Further, during the entite observation duration (40
days), a subset of routes contimmously instabilities
leading to0 2 momotonic increzse of the memic. It can be

observed from Fig5 that the BGP selected route has om
average a better stability than the other routes out of which it is
selecied (2 value close to 1 indicates that incoming routes are
nearly as stable as the best selectsble rowe). Comparison
between Fig.5 and Fig.7 revesls though that local masima for
the selected rowte exhibits more spaced and less intensive
variations than the most smble route (3 lower memic vale
indicates a higher stability). Ome can also observe the same
averape and the mewinmom due to roues with sustained

- LI J"”_Li'.L."LF“L“ |
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Fignre 7. Beat selected route metric maasmms

Losomdooaddl soe oo
-
———
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Figee £, Commlated variance over time for the best ssleciable rmouie

Computation of the cunmlated wariance for the most stable
route (Fig.d) shows an increase valoe over time from about 5
after 20 days and sbowt 25 after 40 days; the slope is super-
linear. Mevertheless, we can observe that after one day the
stability deviation of the entire routing table. Local marima in
Fig B indicate larpe changes in locsl route stability, ie., more
routes than the sverage experience instabilities but BGEP
quickly comverges to a new stable state since a part of the
affected rowtes retum to their initial state (thanks o the
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presence of more stsble routes in the Adj FIB_In as indicated
in Fig ). Interestingly, Fig.8 shows also that the imtensity of

»
ard fan de eI bk

Figms 9. Mumber of routes v diff in AS-path lngth

Fig® cshows the cummlated percentaze of routes with
respect o the AS-path length difference betwesn the selected
and the most stable route. A positive difference indicates that
the replacement of the salected route (nsing the BGP path
ranking function) by the most stable route would decrease the
AS-path length compared to the selected mowte (Bp < 0). A
incresse the AS-path length (Bp = 0). From this figure, we can
deduce that such replacement would be advisable for showt
90% of the selected routes since &p = 0. Moreover, for 25%
percent of the routes, this replacement would also lead to an
AS-path length decrease since for these routes &p <
Interestingly, only 10% of the routes would be afecied by a
criteria since for these rowes &p = 0. Among this percentage of
10%, we can also observe from this fipore that 3 sgnificant
fraction of the routes would be covered if an AS-path length
mmaseafmh:pm]dbemmuh!dasmahh(m
average &p = 1.15). These observations corroborate the fact
that the stability-based selection rule does not lead to a steich
increase for a significant fraction of the rowes (90%). On the
other hand, by admitting a sretch inTease comesponding to
one additional A5-hop in the AS-path only 2 minor fraction of
the routes (about 2%) would be penalized by a higher stetch
incregse of two AS-hops (and above for a fraction of rowtes <=
1%g). This observation can be seen a5 the experimental
evidence that enforcing stability would not come at the
detriment of incressing the stretch of the AS-paths.

VL CONCLUSION

In this paper, we have defined several stability metrics to
characterize the local effects of BGP policy- and protocol-

results show that the proposed methed enables to locally detect
instsbility events that are affecting rowting tables” enfries, snd
deriving their impact on the local stsbility properties of the
routing tables. We have also determined a differential stability-
based decision criterion that can be taken into account s part
of the BGP route selection process. A significant fraction of the
routes (9% selected by means of this process is not soech
mcreasing. Moreover, if one would admit sn AS-path lensth
mcrease of one AS-hop, only a3 minor fraction of the routes
(sbout 2%) would be penalized by a higher stretch inrease
(two AS-hops and above).

increase’decresse on the selected routing paths. Moreover, the
relationship between local and global stability will be further
elaborated to characterize the effects on the global stsbility of
the routing system resulting from the selection of a route that is
more stable locally. The idea here is to determine the necessary
but sufficient conditions for preventing potential oscillations to
ocour (as the lecal action of selecting 3 more stable route shall
not induce unwanted perirbation(s) on peishboring routing
smtes). Finally, the model will also be extended to locally
discriminate between protocol- and policy-induced instabilitdes,
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Annex 3: Paper "Relationship between path-vector
routing and forwarding path stability"
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Thucent com

mnﬂylmlvﬁiﬁemﬂhd puﬁrnddhe
more stable. Hence, if the dynamics of the Internet and
forwarding system show different then one can mot

MBHMMMMMMMi’bHy
of the forwarding path followed by the traffic amd the
corresponding rowting path as selected by the path-vecfor ronting
protocel requires farther characterization. For fhis purpese, we
Iu-ti]]rrdir,u_,stthern‘ln'kvﬂ,ﬁ.dlhﬂvm
carried om forwarding paths with the routing
paithes. Our results verify fhis assumption and show that, althowgh
the main cause of imstability results from the forwarding plane, a
secomd order effect relafes forwarding amd rowfing
differential stability cam safely be taken imto account as part of
the romie selection process.

Eaywords-component; path-vecior, routing, siabilly, metrics

E

L INTRODUCTION
Following the Fouting and Addressing Workshop held by
the Internet Architecture Board (IAB) in 2006 [1], stability
mmalqmmmhmbyﬂmmmnm

understand BGP instabilities led to classify them s policy-
induced or protocol-induced to acooumt for the distinction
between BGP protocol operations and the inherent behavior of
the mdertying path-vector routing algorithm. Following these
siudies, stsbility of the individusl local routing states amd
aszociated routing path should remain (3t least marginally)
stable wpon ocommence of pernrbation resulting from i) the
exploration of the routing state space due to the BGP path
exploration phenomenon that is intrinsic to the shorest-path
Mmalgnnmm,mdn')ﬂnﬂﬁpmmgpﬂhuesmm
due to which among other can lead to "dispute wheels",

non-deterministic unindended but unstable states. In this
comfext, it is important fo mderline that the dynamics of the
Internet routing system determines the resource consmmption
of local routing engines, in particolar, in terms of memory and
CPU. System resource consumpiion depends on the size of the
routing state space but also on the oumber of BGP peering
of the exchanges of rowing informaton updates between all
BGP pearings incresses the memory and CPUT requirements. for
the operations of the routing protoecol.

The overall objectives for investizating path-vector routing
stability are to 1) Develop a method to systematically process
and inferpret the data part of BGP routing information bases in
onder to detect, identify and characterize gooumences of BGER
routing system instsbility from its routing paths properties; 2)
Define a consistent set of stability metrics and relawed
processing methods to better understand the BGP routing
system's stability; 3) Exploit some of these metrics as possible
route selection criteria. The method proposed in [5] aims to
properties of rowing paths as lecally experienced by rowters.
The experimental results reported show that this methed
enables to locally detect instsbility events that are affecting
routing tshles' enmries, and deriving their impact on the local
stability properties of the routing tsbles. From the metrics
defined in [5], a differensial stability-based decision criterion i
derived that can be taken imbo sccount as part of the BGP ronte
selection process [6]. Results show that 3 significant fracton of
the routes (90%) selected by mesns of this process i= not
stretch incressing Morecver, if one would admit an AS-Path
length increase of one AS-hop, only 2 minor fraction of the
routes (zbowt 2%) would be penslized by a higher stoeich
increase (two AS-hops and shove).

Nevertheless, even if selecting a more stable routing path
could be considered as valosble from a routing level
]:l-u'speu:lri'i*1 it dees not npecessarly imply that the

forwarding path(s) would be itself more stable.
In this work, our first objective consists thus in determining if
the dymamics of the Infernet routing and forwarding system
(through the snslysis of routing snd forwarding path
instsbility) shew differemt properties. If this assumpton is
verified then as one can not straightforwardly derive the one
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from the other; our second objective becomes to investizate the
relstionship between the stability of the forwarding path
followed by the taffic and the comesponding routing path as
selecied by the path-vector routing profocol. For this purpose,
‘we locally relate at the router level, the stsbility measurements
paths following the method developed in [6].

The remainder of this paper is stuctured as follows.
Section [T prowides an overview on prior work concerning the
BGP routing system stability. In Section IIT, we review the
proposed routing stability metrics and detail the comesponding
computational procedures. We document in Section IV the
mezsurement and processing methodology topether with the
Section V reports on the messurement results and amalysis
obtained Finally, Section VI drws conchosion from this study
and outlines possible fiture work.

IO  PRIOR WORE

Mumertons stodies on BGP dynamics properties have been
conducted over last twenty years. Work began in the early
1990s on an enhsncement tv the BGP called Fowte Flap
Dramping (BFDY). The purpose of BFD was fo prevent or limit
sustained route pscillations that could potentially put an undne
processing load on BGE. At that time, the predominant canse
of rowte oscillation was assumed to resalt from BGP sessions
zoing up and down becsuse established on circnits that were
themselves persistently zoing up and down. This would lead to
a constant stream of BGP update messages from the affected
BGP:Emﬂ:attmldprwmﬂmmghﬂtmm
The first version of the RFD specification
in 1993, updates and revisions lead to RFC 2439 in 1998 [7].

Mao et sl [8] published in 2002 a paper that stadied how
the use of RFD, ssq:euﬁedmllFC243-D cmsl,g:m.ﬁcsnﬂy

from the imteraction of BFD with "BGP path exploration” (in
which in response to path fsitores or routing policy changes,
some BGP routers may fry 4 sequence of transient alternate
paths before selecting a new path or declaning the
commesponding  destination unreachsble). Bush et al [9]
summearized the findings of Mao et 2l [B] and presented some
observationsl data to ilk the ph The orversll
conclesion of this work was to avoid using BFD so that the
overall sbility of the network to re-converge after an episode of
"BGP path exploration™ was not needlessly slowed.

More recently, solotions such as the enhanced path vector
routing protocol (EPIC) [10] propose to add a forward edge
sequence numbers mechsnism to annotste the AS paths with
additional “path dependency™ information This information is
combined with an enhanced path vector alzorithm to Hmit path
exploration and to reduce comvergence time in case of failuwe.
EFIC shows sigmificant redoction of comvergence time and the
mumber of meszages in the fil-down scenario (3 part of the
network is disconnected from the rest of the network) bat only
a madiest improvement in the fil-over scenario (edges fajhmres
without isolstion). The main drawback of EPIC ic the large
amount of exira information stored st the nodes and the

increase of the size of messapes. Another solution, BGP with
Foot Canse Motification (RCH) [11] propeses to reduce the
BGP convergence delsy by annowncing the root canse of a link
failure location. This selation also offers a significant reduction
of the comvergence time in the fail-down scenario. However,
the converpence tme improvement achieved with RCM is
modest on the Internet topology conmpared to legacy BGP (in
the fail-over scenaria). More sdvanced techniques such as the
recently infrduced Path Explorstion Damping (PED) [12]
augments BEP for selectively damping the propazation of path
exploration updates. PED selectively delays and suppresses the
propagation of BGP updates that either lengthen an existing 45
Path or vary an existing A%5-Path without shortening its lensth.

All these approaches fry to mitigate imstsbility effects
and'or to accelerate comvergence afier ooommence of a
perhwbation event, but none of them ask the fundamental
question why selecting a route subject to path exploration at
first place. The answer is essentially becsuse none of these
for AS-Path selection.

II. FOUTING STABILITY AMD METRICS

A Prelimmaries

The sutonomous system (AS) topology underlying the
routing system is described 2= 3 graph G = (V.E), where each
vertex (or sbstract node) u e V, [V] = o, represents an A5 and
each edge e = E, [E| = m, represents a link betwesn an AS pair
denoted (o), where w, v € V. Each AS comprises a set of
physical nodes referred to a5 rowers; the AS representation of
the topology combines thus both its partdoming and its
absiraction. The subset of physical nodes of imterest for this
paper comprises the rousers nmming the path-vector alzorithm
(typically sitting at the periphery of each AS). At each of these
routers, a route 1 per destination d {d & D) is selected and
stored 85 an entry i the local routing table (BT). The total
mumber of entries is denoted by M, ie, BT =M. A rome 1, to
destination d at time t is defined by ft) = {d, (v=o W
oWV A} with k= 0| ¥ j, k=i >0, {v, v} € Eandie
[1,H], where (W= Wii,....VeV) Tepresents the AS-Path we
the next hop of v along the AS-Path from the abstract node uto
v, and A ifs atiribute set. Let P, , denote the set of paths from.
node u to v towards destination d where each path p{wv) is of
the form {(M=w vig...v7™=v), A}. A rowing informstion
update leads to a change of the A5-Path (v, vi,.....Ve) Or an
element of itc attribute set A Next, 3 withdrawal is denoted by
an empiy AS-Path (g) and A = & {de @}, According to the
sbove definition if there ic more then ooe AS-Path per
destination d, they will be considered as pmltiple distinct
roTes.

BGP being in the context of this paper the path-vector
routing protecol considered; we firther detail its storage data
stmctores, refemred to as Fouting Information Bases (RIBs),
nsed to store ifs rowtes rf(f). At each BGP spesker, the BIB
comsists of three distinct parts: the Adj-RIB-In, the Loc-RIB,
and the Adi-FIB-Out The Adi-RIB-In contains wmprocessed
routing information that has been annoumced to the local BGR
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spesker by its peers. The Loc-RIB which comesponds to the
BGP local routing table (B.T) contains the routes that have been
selecied following the local BGP speaker's decision process.
Finally, the Adj-BIB-Owt organizes the rowmies for
annoumcement to specific peers. When a router receives a noute
annoumcement, it first spplies inbound fSltering process (using
some import policies) o the received routing information IF
accepted, the route is swred in the Adj-RIB-In The collection
of rootes received fom all neighbors (externs] and internal)
that are stored in the Adj-RIB-In defines the set of candidate
routes (for that destinationm). Subsequenily, the BGP router
imvokes & route selection process - guided by locally defined
policies - to select from this set a single best ronte for each
destination. After this selection is performed, the selected best
route is stored in the Loc-RIB and is subject to some outhommd
filtering process snd then aonounced to all the rowter's
neighbars. . prior to being annomced o an external
nﬁ,gtbur,bmmtmanmalnughhm'mﬂnmﬂs the
A5 path camied in the snmouncement is prepended with the
ASM of the bocal AS.

B. Routing Stability

The stability of a routing path is characterized by its
response (in terms of processing of rowting information) to
may be classified as i) internal system events such as changes
in the routing protecol confizuration or i) externs] events such
as those resulting from fopological changes. Both types of
events lead to the exchange of rowing information updates (or
simply routing updstes) that mey result in routing smtes
changes. Indesd BGP and in general any path-vector routing,
does not differentiste routing updates with respect to their root
canse, their idenfification (oriznating rowter), etc. during its
selection process.

In this comtext, provide means for measuring the magnitude
of the output is the main purpose of the metric referred to as
"stahility of the selected rowe™. For this purpose, we define the
criteria for qualifying the effects of a perturbation on the local
routing tsble entries so as to locally characterize the stability
properties of the routing system. More predsely, let [ART(t+1)
be the mapnimde of the change o the routing tble EBT)
between time t=ts+ktot+ 1 =1 + (k +1), where 1, is the
starting time of the messurement sequence, and k the integer
that determines the pmmber of Minirmm Routine
Advertisement Interval (MEAT) that have elspsed simce the
starting time of the meanmement sequence. The MRAIL
determrines the minimum amount of tme that mwst elapse
between an advertisement andior withdrawal of rowies o a
particular destination by 3 BGP spesker to a peer. The MEAT
does not limit the rate of the route selection process but only
the rate of route sdvertisements. Hence, using the MBAT as
fime umit ensures to record at most one rMEIng update per
demamn@uﬂ@paajpasmhngp&mdl&mgﬂﬂse
definitions, we distinguish three different equilibrium states for
the routing table:

Deffnition 1: when distrbed by an 1 andvor i 1
event, 3 BT is considered to be stable i ARTH+H) = ot —
oo, Where o = ) is small If this condition is met, the routing

This research work is comducted and fonded by the EC thromgh the
mwmmzmwdhﬁmmmm
P iom (FIRE) chjective of the Framewodk Programme (FPT)L

system (as lecally observed) retmms to ifs initial equilibrium
state, and is considered to be (asympiotically) stable.

Dgfinition 2. when disturbed by an external and‘or internal
event, 3 BT is considered to be marginally stable ift a <
|ART[t+1)|5ﬁ,t—>w,wtmﬁbﬂlsgna]J,u<ﬁ If this
condition is met, the routing system (as locally observed)
transitions to 8 new equilibriem state, and is considered to be
marginally stable.

Dygfinition 3: when dishrbed by an external and‘or imbernal
event, a BT is considered to be unstable if WRT(+1)] = B, t—
c=. If this condifion is met, the routing system (as locally
observed) remains in an wmending condition of transition from
one state to another, and iz considered to be locally unstable

The actasl vahies of the parameters oo and [ depend on
several factors. Among them the MBAT value snd the integer k
that determines the mumber of MBAT that have elapsed simce
the beginming of the observation sequence Orher factors
influencing these parameters are explained in Section IILC.
Mote that a similar reasoning to the ope applied for the
Loc_RIB stability (that cormresponds to the BGP routing tsble)
can also be applied to the Adj FIB In (see Section ILA).
Moreover, it is also imteresting to measmre the instability
induced by the BGP selection process itself. The latter, refermed
o as the differentis] stability metric [5] [6], measmes the
difference between the most stable route in the Adj RIB In
and the selected rowte stored in the Loc RIB for the same
dectination d. This metric is interesting to messure in ordar to
determine when the BGP selaction process could prevent
replacement (in the Loc_FTH) of more stshle routes by less
stable ones but also enable selection of more stable rowtes than
the oorrently selected rowses.

C. Srability Metrics

To messare the degree of stability of the Loc_FIB we use
the stability g(f) associated to the selected rowte rif) which
chamcierizes the stability of the rowte 5{f) (i  [1./D{]) stored at
time t in the Loc_RIB ([Loc_RIB| = N). The vale gf)
quantifies the maznitude of the change(s) experienced by the
route T; from time t = t;+k to time t+] = tHE+]), where t; is
the starting time of the messurement saquence (ime umits are
counted by defanlt in terms of MBAT), and the integer k
accounts for the mmmber of MBAT times that have elapsed since
the starting time of the messurement sequence. This metric
quantifies thos the magnitde of the change(s) experienced by
the rowte r, with a periodicity determined by the MBEAT time.
This metric can be computed by using the procedure described
in Fig 1. Upon creation of 8 new routing table entry associated
to the route 1, the vale at) is initialized wopether with the
parameters o and [§ (see Section I E). These parameters can
be derived from this procedure on a per individual rowte basis.

/% Imitialization when route r;, is creatsd o
e} «— O
Ogin g = Wy «— 0

Bun.l.'ﬂ:'_ﬂ‘

/% Measurement during k * MRAI time units
While k = 0
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if Ary(tsl) 20
f* r, expariences an AE-Path change

or r; experiences an attribute change */
then Piitsl) «— @i} + 1

By — mic+l)

if P,y « By then B,y « By

end if
elge /¥ 1, experiences no change: Ar, (t+l)=0 =/

if qit) = 0
then ik+1] +— @it} - 1
Wy +— QiE+l}
if @y » Ogyy,y then O, & O
end if
else @(tsl] «— 0
end if
end if
ke—k-1
end k locop

Figure 1. Stblity of isdhidnal routes

I Forwarding Stability

The BADAR oo records sequences of IP addresses
cormesponding to the rouers traversed by the forwarding path
and not the AS-path (as provided by the FouteView iool).
Thus, before computing its stbility metrics, each forwanding
path needs to be associated to the comesponding AS momber
sequence (comresponding to the routing path) follewing the
procedure docomented in Section IV EB. Then the stability of
each forwarding path can be computed following the alzorithm
described in Fig.1. As the computation algorithm is applied to
ﬂleASsamLeMdﬂfﬂnIPadﬂr&sss&meufm
M"dmgamﬂufuu‘mchngpaﬂ:[mt"m&s‘dlmgu}
Identification of additional "infra-AS5" changes is left fior fitture
siudy.

IV. DATASETS AND PROCESSING METHOD
In this section we describe the processing method applied
to the results of the stability metric computation as obtained
from the application of the alzonthm described in Section IIT

A Datasets

The computation of the stability of the routing paths relies
on the processing BGP update messages as collected by the
FouteViews project (www.roumteviews.org). The computstion
of the stability of the forwarding paths makes use of the
foraarding paths as recorded by the RADAR tool [13].

I} Routing Path Dtazet

RouteViews [14] is a project founded and sponsored by the
University of Oregon which consists in 3 set of BGP routers
distributed worldwide The BGP ronting information collected
by these romters is stored in BGP feeds. The BGP datasets
obtained from these rowters can be openly accessed by anyone,
imterected or imvolved in the field of Internet (routing) research.
This information has led to various noticeable smdies inchiding

those conducted in [15] and [16]. More precisely, the BGP
datasets obtained fom FowateViews comtain the BGP routing
information 8 monitored router receives from its neighboring
BGP speskers. That is basically each neighbor route (with its
route atiributes) to each address prefix the neighbor has
Eknowledge sbout The dam obtained from these monitored
rowters comprise i) the complete Foming Information Base
(RIB) enmries updsted every two hours and i) the received
updates from the peer ASs separated in files every 15 mimifes.
The format used to encode the records m these files is MRET
[17].

The monitored rowter s rowe-views wide routeviews_org in
onder to faclitate the assoristion with the forwarding path
dataset described in Section IV E. We use the tool developed in
[5]1 [6] © process sll the BGP data collected from this
FlouteViews rouber.

2 Forwarding Path Dataset

The messurements camied out by BADAR. are traceroue-
like probes initisted from a set of monitoring nodes. Such
probas target 3 larze set of IP address prefixes and end-hosts
distributed across the Infernet Based on these measures, the
BADAR tool builds ego-cemtersd views of the forwarding
topology (in other terms, the imitisting mouter collects traces
slong the forwarding pathe that it probes). A subset of the
forwarding paths traced by the FADAR probes cormmesponds
expectedly to the routers momitored by PoueViews;
consequently, a suobset of the mwnitored AS Paths is also
monitored by RADAR.

B. Datasets Pre-Processing

The first step to relate the stability of & given forwardine
path to the comesponding rowing path is to find the possible
associstion between the dataset records provided by the
BADAR tool (forwarding paths) and BouteViews (routing
paths). Indead, the data provided by BADAR are sequences of
IP addresses while the BGP routes s provided by the
BouteViews datasets are sequences of AS numbers (AS-Path).
Fimding association (or matching) between TP forwarding paths
o AS routing paths is thus requited. Performing this
can be obtained by executing the Whois protocol [18]. Whois
iz 8 TCP-based transaction-oriented guery'Tesponse protocol
that is widely used for querying datshases that store the
registered wsers or assigmess of an Internet resowmce, such as &
domain name, an IP sddress prefix. or an AS. We have nsed
the Whois-tased web tool provided by the Team Cymm
(hitp/wrorw team-cymmorg). This specific tool takes as inpat
a file contzining TP sddresses smd tramslates them imto AS
oumbers as output of the ool developed in T+ programming
langmage. In total, each sample inchades a bit less than 1000

forwarding path - mmmgpm.h seqnﬂtﬁltlsnnpm‘mmm
mention  that

only that a given foraarding path (TP address sequence) can be
aszocisted mambipnously to a given rowting path (AS muomber
sequence). Hence, the identification problem could be limdted
o 2 specific subset of the total mumber of pairs (those

experiencing instability). Moregver, this method working by
aszocistion is mmch simpler commpared to the one thar would
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require fill mapping of IP addresses (forwarding paths) and AS
(routing paths) before computation and analysis.

Om the other hand | the interval of the measmrement applied
by the FADAR ool and the MRAT time inferval used to
process the BGP romes (obtsined from FouteWViews) are
basically different. In FADAR  each messurement round takes
approximately 4 minotes and 10 minates elapses batween the
end of 3 given round and the beginning of the next ome We
thus mm two different sets of execution with the rowtes
obtained from the RowteViews data.

« MEBAT time inferval: The first set of execntions wses the
acmual BGP UPDATE message time interval as determined
by the MRAT time; the stability of the routing path is
therefore computed (per destination) according to the real
BGP UPDATE messaze period as regulated by the MRAT
Moreover, the value of the forwarding path stability is not
computed at this gpramlarity but assomed o remain
constant at the value computed at the beginning of each 4

« HRADAFR time imterval: the second set of executions relies
on the RADAR iteration (arommd each 10 mimtes). In this
mse,ﬂnmunngpaﬂlsta]ﬂnrmam(s}mxmmd
following the RADARmmﬂ,ﬂms,mﬂusmseﬂle
timing at which the stability mefric computstion is
performed is driven by the RADAR tool.

After having associated the foraarding paths to the routing
paths (ie., produce paits of ronand scaled their measurement
imtervals, one can them i) compute the stebility metric (s
defined in Section IIT) for each routing path wsing the collected
BGP datasets, ii) compute the swmbility metric (z= defined in
Section IT) for the comesponding forwarding path using the
collected BLATYAR. datasets, i) derive the sssociated statistics
and evolution over time.

C. Processing Mathod
Based on this set of pairs of sequences a first
characterization of the observed instability would comsist in
determining whether instability events can be detected or not at
the forwarding andor the routing path (FP and RP,
respectively) level For this purpose, these pairs can be then
zrouped (or classified) into 4 sobsets (or classes) following the
type of experienced event:
1. (FP_stable,RP Stable): cbviously such pair does
mtmqmmyﬁlrﬂlupmcsnngmmhﬁs.

2. (FP_Stable,RPF Unetable]:esch par comprised a=
part of this class translates routing path instability with
forwarding path stability.

3. (FP_uUnstable,RP_Stable): each pair comprised as
forwarding path stability.

4 (FP_Unstable,RP Unstable):each pair comprised
aspmtofﬂnsdsssmqnm!.ldm.ﬁm‘nmﬁatummn
sepment is at the origin of the instsbility (thos the A5 Path
[P address mapping is required to determine whether
there is a common origin to the observed instability).

Orver all pairs belonzing to each class, we record the
mininmm and the mewinmom valee of the stability metric in
addition to the computation of the average and variance of the
stability metric. Pairs part of classes (Class_T) and (Class_3)
are also interesting to analyze because they translate routing
paﬂ:nm]nhtymﬂmmfmwmhngpaﬂ:mnjmvnoe-

versa; identifying the origin of the instability for the pairs
hﬂungngmcmdmmhepuﬁrmdma
second phase of analysis (as more costly).

After 3 couple of initis]l executions performed owver the
whole durstion of the measurement peried, it became clear that
it was simply not possible to classify all romting path -
fncrwm'dmgpathpmsbjrmemﬂfa mngledlsu:lmmnt

events labeled as (FP_stable,RP_stable),
(FP_stable,RF_Unstable), (FP_Unstable,
RP_Stable), and n:FP_Unstable, RP Unstable}
ubsmedﬁ:reachﬁ:rwmﬁng—mﬁng path pair. We then derive
a dominantmain mend comesponding to the label with the
maximmm mymber of counts and a sub-trend. We alse coumt fior
each pair the duration (in MPAT time umits) associated to the
ocomrence of the events that are determined by the sbove-
mentioned classes. This additionsl processing ensbles to derive
for each pair a dominant and & sub-rend with respect to their
duration. Indeed certain pair may hawve a very few momber of
coumts bt certain of them may be very long.

V. BESULTS AMD AMALYSIS

Table I summarizes the classification of the routing path
(BF) - forwarding path (FF) pairs using the following class
labels {FP_unstable, RP unstable),
(FP_unstable, RP stable), and (FP_stable,
RP_unstable) . The second column ndicates the absolue
number and the percentage of paths per class for which at lesst
one instsbility event has been observed The third cohmn
which the comesponding behavior has been observed topether

TARLET CLASSIFICATICON OF FP-EP Falps

Label Number amd Moax Count -
i Median

FPunstsble - BP | 517 - 54% 40-2
umestable
FPunstsble - BP | 915 - % 2323 -47
Lstable
FP suble - BF 182 - 19% 117-2
umstable

Table II details the observed dominant behavior/trend and
the sub-irend; each computed as follows: 2 score of 1 is
assigned to the dominant behavior and 0 to the others. In case a
balance is observed between two (three) classes, a score of 0.5
(0.33) is assigped w0 each of them. As it can be observed from
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this teble, the majority of the routing path (BF) - forwanding
path (FF) pairs falls in the (FF_unstable,RFP_stable}
class. I'hehm&mﬂrdnmmmhﬂnxm ie., the
most representative behavior. mmm«fmmy
events observed for shom 95% of the pairs results from
formarding path instability. Few pairs (less than 4%) ame
labeled as (FP_unstable, RF unstable), meaning
that only & small fraction of the routing paths experiencing
mstability events comesponds to forwarding path instability.
The second trend imdicates that for showt 30%a of the pairs the
observed instability result from both forwarding and routing
path instability.

TasLEIL TREND ARALYSIS

that fior a majority (about 85%) of the pairs the second onder

(without forwarding path instability).
cOF
. o
E- _'J'_,_,_n}—-—":"'_'_
or o
el f

s

o4 -"r
as] S
o2

wrlf

i 2 Number of Pai S
FP wmstable - BP | 36 32
| umszable

FP wmstable - BP | 912 ]
stable

FP swmhle - BP | 15 12
umstable

Second trend MNumber of Pairs Score
FP wmstable - BP | 474 444
| umszable

FP wmstable - BP | 3 3

stable

FP swmhble - BP | 58 12
umstable

Figure 2 plots the percentsge of the observed instability
events (L.e., either the forwarding or the routing path would be
‘unstable) over the entire messurement period in the form of a
cummalative distribution fimctdon (CDF). From this fimure, the
following observations can be drawn. The majority of the pairs
(around §0%a) are lsbeled as (FFP_stable, RP stable],
ie, the instability events observed for each of these pairs
acoount for less than 10% of the observed ewents; moreover,
for around 75% of the pairs, the percentage of observed
imstability events is less or equal to 20% of the totl mmber of
events. The latter percentape increases to 50% when reaching
about 87% of the pairs (ie, for only 13% of the pairs, the
instability events experienced is higher or equal to 50% of total
oumber of events).

We also computed the tots] duration {counted in MEAT
tme umits) of the instability events observed for each pair in
order to distingmish the mamber of transitions to nstabiliy
events from their acmal doraton From this computation, we
determine that the mstability events observed for about 99% of
Mmepmusel}'ﬁudnmmmmyhehmmmamu
characterized by 2 majonty of pars belmging to the
(FP_umstable, BP_stable) class. More zenerally, the resalts
obtained in terms of duration measurement tend to enforce the
main rend observed from Table II. However, they do mot
comfirm those observed for the second trend: momber of
(FP_unstable BP_unstable) pairs 145 ws 474 and mumber of
(FP_stable BP_ wmstable) pairs 793 ws 58. This seems to imply

6 WM MG 30N 4DWM G AP TOM B DR 100
Pascantage of instabdity (avanisy
Figme 2. Cummlative Distribution Fenction vs Parc. of mnstability (seents)

Figure 3 plots the percentage of time during which the
instsbility events have been observed (ie, either the
forwarding or the routing path would be unstsble) over the
entite measurement period in the form of a cummlative
distmbution fimction (CDF). The following observations can be
drawn from this figure. The majority of the pairs (sbout 60%)
can be lsbeled as (FP_smble, BP_stsble), ie, the conmlated
time of instbility accounts for less than 10% of the total
duration (ie, during the remaiming @)% of the time the
observed events am lsbeled as (FP_stable,
RP_stable)). Moreover, for sbout 75% of the pairs, the
observed instability events account for up to 20% of the total
duration (i.e., during 80% of the time the observed events are
labaled as (FP_stsble, BP stable)). The latter percentage
increases to 50% when reaching shout 87% of the pairs.

n:: -ﬂ-—""'_’wd_
o i

o7 o

o ral

wrf
L] I||||l
=1

o
A WA MR MG S0 SDM AW PDAL ADA MR 1D0W

Penentege of instabdlity [Tena|

Figmrs 3.  Coxmilative Distribution Funcsion vs Pare. of inssahility (fima)

camse of instability results from the formarding plane
cormoborates the assumption that the dynamic properties of the
forwarding and the routing system are different Henceforth, it
is impossible to derive one behavior from the other. Moreover,
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it can also be observed that a second order effect comelates the
formarding and routing path instability for sbout 50% of the
observed events of instability.

VL CONCLUSION

In this paper, by memns of the analysis of routing and
formarding path instsbility, wehmrecapmmdﬁrstendﬂte
ﬂntﬂnuhsmaddynmﬂ

not straightforewardly derive the stsbility behavior of the one
from the other. We further imvestigate the relationship between
the stability of the forwarding path followed by the traffic and
the comesponding routing path as selected by the path-vector
routing prosecol. For this purpose, we locally relate, at the
mmlewel,thsm]ﬂnymsurammammdonﬁnwanﬁng
paths with the comesponding routing paths by means of the
method developed in [4]. Owur subsequent analysis shows that
the main canse of instability results from the forwarding plane
(the dominant instability behsvior is characterized by a
majority of (FF_unstable RPF stable} events). This
observation further comoborates the sssumpton that the
dynamic properties of the forwarding and the routing system
are different However, it can alse be observed that a second
m&nmmmmmm
events. This observation provides first indication that a BGP
route selection process based on differemtisl stability decision
criteria (see [3]) can safely be taken into account as part of the
BGP rowe selection process.
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Annex 4: Paper "Design and Performance Analysis of
Dynamic Compact Multicast Routing"

Design and Performance Analysis of Dynamic
Compact Multicast Routing
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Alcatel-Lucent Bell Universitat Politécmica de Catahamya (UPC)
Antwerpen, Belgium Barceloma, Spain

dimitri papadimitriou@alcatel-lucent com.

Next, we evaluate the performamce of the propesed algorithm by
simmiation on synthetic power-law graphs (modeling the Internet
topology) and the CAMDA map of the Internet topology. We also
compare its performance fo legacy moliicast ronting alporithms
(the Shortest Path Tree and fhe Steiner Tree alzorithm).

Eeywords-component; multicast, compact routing

I INTRODUCTION
Compact unicast routing aims to find the best tradecff
between the memory-space required fo store the routing table

to-point waffic (from a given source o 2 given destination]).
Ax recently infroduced by Abraham et al in [5], dymamic
compact mmiticzst routing alzonthms enable the construction
of point-to-omitipoint routing paths from amy source to oy set
of destination nodes (or leaf nodes). The tree determined by a
point-to-romltipeint routing path is commonly refemed to as a
Multicast Distribution Tree (MDT) 2= it ensbles the
distribution of mmiticast traffic from any source to amy set of
leaf nodes. By means of such dynamic routing schems MDTs
can dynamically evolve according to the ammival of leaf initiated
joindeave reguests. The routing alzorithm creates amd

{ppedroso careglio}iac upc_edn

maintains the set of local routing states at each node part of the
MDT. From this state each nodes part of the MDT can derive
the required entries to forward the nmlticast raffic received
from a given source to its lesves.

In this paper, we propose 3 dynamic compact mmilticast
routing alzorithm that ensbles the comstruction of point-to-
mmultipoint routing paths for the distibwtion of nmlticast waffic
from amy source o amy set of leaf nodes. The nowelty of the
proposed alzorithm relies on the locally obtained information
(proportionsl to the node degres) instead of requining

the network size). During the MDT construction, the routing
information neaded to reach a given nmlticast distribution tree
is acquired by means of an incremental two-stzge search
process. This process, trizgered whenever a node decides to
join & ziven pmlticast source, starts with a local search
covering the leaf node's neighborhood If unsuccessful the
search is performed over the remaining mexplored topolosy
(without requiring global knowledze of the cument MIDT). The
retumed information provides the wpstream neighbor node
slong the least cost branching path to the MDT mooted at the
selected mmilticast sowce node. The challengze consists thus
here in limiting the commmmication cost, ie., the number of
msa,gaseaﬂmng:ddumgﬂmseaﬂphsgwhlﬂlupmgu
optimal stretch - memory space tradeoff.

To validate the desirn of our algorithm we determine the
theoretical performance bounds in terms of i) the streich of the
‘point-to-multipeint routing paths it produces, i) the memory
space Tequired to store the resulting roufing tsble enfries, snd
iif) the total communication or messaging cost, ie., the mumbsar
of messaze exchanzed to build the entive MDT. Mote that the
stretch is defined per [5] as the total cost of the edges used by
the point-to-pmitipoint rowting path (as produced by the roating
algorithm) to reach a given set of destination or leaf set divided
by the cost of the mininmm Steiner tree for the same leaf sat.
Mext, we evaluate by simmlstion the performance of the
pmpmadsl@nﬂlmbynmpmgﬂnsﬂﬁiufﬂnpmm

mmltipoint routing paths, the size and the mmober of routing
mbhmasuﬂasﬂﬂmmm}?nrﬂﬂs

purpose, we sinmlate the execution of the proposed alzorithm
on synthetic power law graphs comprising 32k nodes that are
representstive of the Internet topology. We further compare the
obtained performance resalts with the comesponding Internet
CAIDA map. To contrast the actusl gain obtained with the
proposed alporithm owr performance snalysis comprises on
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one hand the comparison between the results obtained for the
proposed algorithm and those produced by the Abrsham
compact multicast routing scheme [5]. On the other hand two
reference schemes the Shoriest Path Tree (S5PT) and the
Steiner Tree (5T) algonithm are used fo compare the
performance of the propesed slporithm obmined when nmning
over the same topologies.

This paper s organized s follows. Saction IT confronts our
contribution to prior work on compact mmlticast routing while
motivating the proposed approsch compared to legacy
mmlticast routing schemes. We detsil the design of the
proposed compact omiticast routing alzorthm in Section I
and in Section IV, we provide the theometical performance
bounds in terms of the stretch of point-to-mmitipoint routine
paths it produces, the memory space required for storing the
routing tsble entries, and the commumication cost. Section W
synthetic network topologies and CATDA maps of 32k modes.
This section also compares the performance of the proposed
algorithm with those realizable with the Abrsham routing
scheme. Finally, Section VI conclodes this paper.

IO PRIOE WORE AND OUR CONTRIBUTION
Prior work on compact multicast routing is as fr as our
knowledge gzoes mainly concenfrated around the schemes
developed in the seminal paper suthored by Abraham in 2009
[5]. Ome of the reasons we can advocate is that despite the
amount of research work dedicated to compact wnicast ronting,
curr\mtsdulrﬁa:emt]ﬂahlemeﬂimi}'t@emmﬂle

routing system wonld be beneficial This independence is even
the fimdamental concept underlying nmlticast routing schemes
such as Protocol Independent Multicast [6]. MNevertheless, we
also observe that the scaling problems already faced when
mmlticast routing received main attention from the research
comnmmity, remain largely unaddressed since so far. Indead,
mmlticast cwrently operates as an addressable TP overlay
(Class D group sddresses) on fop of mmicast routing topology,
lesving up to &n order of 100millions of mmlticast routing
mmmumwmm—mmmm
routing paths (for bandwidth saving puorposes) while keeping
m]umstaddrssmgatﬁﬂadganfﬂnmmtmm
shared b selective trees inside the metwork. Indeed im our
approach, —mmilticast forwarding melies on local port
information only. Thos memory capacity savings comes from
i) keeping 1M relationship between network edge node and
the mumber of multicast groups and ii) local port-based
addressing for the local processing of mmltcast waffc.
Further, we argue that compact multicast routing, by providing
the best memory-space ws swetch tadeoff, cam possibly
of a compact unicast rowting scheme.
A, Prelimimaries

Consider 3 network topolory modeled by an undirected
graph G = (V.E,c) where the set V, V] = n, represents the
finite set of nodes or vertices (all being multicast capable), the
set B, [E| = m, represents the finite set of links or edges, and c

2 non-pegative cost fanction o E — Z+ that associates 3 non-
negative cost of,v) o each link (wv) e E Foru v e WV, let
cfny) denote the cost of the path p{ny) from w te v in G,
where the cost of a path is defined as the sum of the costs
along its edges. Let 5, 5 < V, be the finite set of source nodes,
and 5 € 5 denote 3 source mode. Let D, D < W5}, be the
finite set of sll possible destination modes that cam join 2
mmlficast source s, and d € D denote a destination (or leaf)
node. A multicast distribution treée T,y is defined as an acyclic
comnected sub-graph of G, ie, a tree rooted at source s € 5
‘with leaf node set M, M D
B. Prior Work
We outline the dynamic compact nmlticast routing scheme
for join-only events scheme as desigmed by Abraham et al
(part of their seminal work [5]). In Section V, we provide a
detailed comparison between the performance results obtained
scheme relies on the offline construction of a bumdle & of
sparse covers TG, . defined as B, = {TC,4(G) |ie I} withk
=10g{n).59mmmmmgt‘mﬁomamnfcmm
o(T;(v)) located at distsnce at most k2' from node v, where
T¥) denotes the tree in the collection of rooted trees TC, .{G)
that contams the ball B{v,2). Foreachic Iand T & TC, 5 {G),
the center node o(T(v)) of each node v € T stores the labels of
all nodes' contsined in the ball B{v,27), the ball centered on
node v of radins 2. Further, the 5Plabel{(v) stores the label
WT,o(TY) for each T & B(v), defined as set of all covers T in
the bundle % soch that v & T. In addition, each node v WV
stores the tree routing information p(T,¥) for all the trees in its
own label SPlabel(v). When a leaf node u desires to join an
MDT, it first determines whether or not one of the MDT nodes
is already included in its kocal ee routing information table. If
this is the case, it semds the join reguest to the center node
ofT;(v)) with minivmom degres cover 1 < I that is associated to
that MDT node v. The center node ofT %)) then passes the
labsal p(Ti(v)) so that the selected MDT node v can forward
the mmlticast traffic to the newly joining leaf node u (withowt
further propazating this label to the source node s). Ortherwise
(some the leaf node covers define an empty intersection with
the MDT), the leaf node u with SPLabel{n) queries the source
node s to obtain the set of MDT nodes it curently inchades.
Among all index i € L it then selects the tree T,.Jv) whose
imtersection with its bundle $u) is minivmm Once the noda,
say v, part of this intersection is selected (T{v) € $B(n)), leaf
node u directs the join request to the sssocisted center node
ofTis(v)). The latter passes a label p(T-x)u) so that the
selected MDT node v can forward the incoming mmilticast
traffic to the newly joining leaf node w In order for the source
node s to reach node w, node v has to propagate the tople
[v,o(l‘a-{v}),p.(l'.-{v),u}] o spurce 5. The leaf node u updates all
nodes covered by its balls B{uw?" to allow them joining the
MDT af node w

! Far simplicity. we present here the label-dependent variant of
the scheme In the mame independence version, center nodes store
label mappings from names to nodes.
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Compared to the Abraham scheme [5], oo name-
initigted since join requests are initiated by the leaf nodes;
however, contrary to the Abmaham scheme it operates withowt
requiring prior lecal dissemination of the node set already part
of the MDT or keeping specialized nodes informed shout
nodes that have joined the MDT, and i) dymamuc since requests
are processed opdine as they amive withow re-computing
andior re-building the MDT. Moreover, our proposed
alporithm is i) diserrbuded since mansit nodes process
homogeneously the incoming requests to derive the least cost
hmhmgpaﬂ:mﬂanTuMmqumgmcmﬂmd
processing by the root of the MDT or amy specialized
processing by mesns of pre-determined center nodes, and iv)
independent of amy underlying sparse cover ConsouCtion STowWn
fmmasetncfcmmﬁfwhchme specialization
driving the routing fumctionality): the local kmowledge of the
cost to direct neighbor nodes is sufficient for the proposed
mmmmmnnmwmm
the sparse cover underlying the Abrabam scheme is constructed
offline and requires global knowledge of the network topology
o properly operate.

. Owr Comtribution

The objective of the proposed alzorithm is fo minimize the
routing table sizes of each node part of the MIDT at the expense
of i) routing the packets on point-to-mmltipoint paths with
relstive small deviztion compared to the optimal stoeich
ubtamdbyﬂeSmee(SI}algmmm,auithgtE

local storape of rowting information by keeping only direct
neighbor-related entries rather than wee stroctures (as in 5T) or
network graph enfries (as i both SPT and 5T). In other terms,
the novelty of the proposed alporithm is on reguinne
maimfensnce of oaly lecal topology information while
That is, our algorithm does not rely on the knowledze of the
giubalulpubg]r information or mwolve the constaction of
global petwork stachores such as sparse covers. The
information needed to reach a given mmlticast sowrce is
acqumired by means of a two-stage search process that retums
the upsresm noede along the least cost branching path to the
MDT sourced at 5. This process is riggered whenever a node
decides to join a given nmlticast source s, root of the MDT.
After 3 node becomes member of 3 MDT, a omlticast routing
entry is dymamically created and stored i the local tree
information base (TIB). From these rowting table entries,

Ax stated before, the reduction in memory space consumed
by the roufing table enfmes results however i higher
commumication cost compared to the reference almorithms
namely the SPT and the 5T, Higher cost mey hinder the
applicability of our algorithm to large-scale topologies such as
the Internet. Hence, to keep the conmmmmication cost as low as
possible, the algorithm's search process is segmented into two
mwmmmmmmmﬂﬂm
node space by searching locally in the neighborhood (or
vicinity) of the joiming leaf mode before searching globally.
Indieed, the likelihood of finding & node of the MDT within a

few hops distance ffom the joining leaf iz high in large
twopologies (whose diameter is logarithmically proportionsal to
its nmmber of nodes) and this Hkelihood increases with the size
of the MDT. Hence we segment the search process by
executing first a local search covering the leaf node's vicinity
ball, and, if wnsuccessfol, by performing a global search owver
the remaining topology. By limiting the size (or order) of the
vicinity ball taking into account the degree of the node it
Comprises, one ensures ian optimal comnmmication cost. For
ﬂnspupurse, atmablepaﬂ:hndgetnlsusedmlmnﬁle

Additionslly, as the most costly searches are resulting from the
initial set of leaf nodes joining the nmilticast raffic source, each
SOUICE Constmucts 3 domain (Teferred to as source ball). When a
request reaches the boundary of that domasin it is directhy
routed o the source.

I COMPACT MULTICAST ROUTING ALGORITHM

This section describes the desien of the proposed compact
mmiticast roufing slgorithm We first provide an overall
description of the propoesed alzonithm Then we detsil the local
and global search phases used to discover the least cost
‘branching path from the joining leaf node to the MDT. We also
specify the design of the on-line and distmbuted comstraction
alporithm umderlying the increments] least cost branching path
discovery process.

A Description

The multicast distrbution free T, is constructed
iteratively. At each step w (w=12,._[D) of the leaf-initiated
construction, a randomly selected node u joins T, whene B
= D comresponds to the current set of nodes part of the MDT at
a given construction step. If node u is already part of T,y (0 e
Jr) then it is either a ransit or 3 branching node of the MDT.
Ortherwise, node n is not part of Ty (e D Wy) and it must
search for the least cost branching path from node n to node v
€ T,y Among the set P, of possible paths p{oy) from node
g T,ytonode v e T,y the least cost branching path p{wy)*
is defined as follows:

Ply)* = minfr(uy) |pwv) e Py} m
In this equation, the cost cfoy) of the path pinw) is
defined as the som of the cost cfnw) of the edze (uw), where
w=succ(u) refers to the upstream neighbor node of v, and the
cost ofw,w) of the path p{w¥). When each node slong the
least-cost branching path p{wv)* from leaf nodento v e Tou
determines its upstream neighbor node along that path leaf
node u can send to its selected wupstream neishbor node a
request message o0 join T, The join message is relayed
alomgtheselﬂcmdleast-cm't branching path pow)* untl it
reaches node v € T,y Ounce node u has joined T, u e Vy,
and the set M comprises node w, we proceed to the next step
oy randomly selecting a node w e D VWV

At the end of the iterative construction process, when all
candidate leaf nodes have joined the MDT, ie, M=Dand D"
Vi =12, Ty = T,p The routing table of each node v e T,y (v
V) incdudes i) one routing table eniry (stored in the
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mmlticast routing information base or MEIE) that indicates the
upsiream neizghbor node to which the join message is sent for
each source node s; this locally stored informstion ensbles
performing Reverse Path Forwarding check so as to ensue
loop-free forwarding of the incoming mmlticast packets, and if)
one mulicast wafic routing enmy (stored im the mee
imformation base or TIE) to enable forwarding of incoming
mmlticast waffic (penerated fom thar source ) from its
mcoming port o 3 set of cutpoine ports.

B. Least Cost Branching Path Dizcovery

Two types of messapes are invelved at each step of the
least cost branching path discovery process, namely the
mqnst(tjp&k) messages flowing in the upstoeam direction
towards the multicast sowrce s, snd the respomse (fype-A)
messxges sent in the downstream direction towards the joining
leaf node w

« Tipe-R message: each message comprises the
following information i) 2 sequence mumber {u,;, T}
to prevent duplication of messages, where wny
identifies the leaf node u and r, identifies its request
to join the pmilticast source s, ii) the leaf node w's timer
value T(u) that sets the waiting time at intermediates
nodes before answering back to the downstream
neighbor node, and iii) a path budget =, starting at leaf
node w from mp) = Mo, set at leaf node 0. The M.
value is bound by the graph diameter (the length of the
lonzest shortest path) for which a]:pmmmm
alporithms exist, as well as method for compuating a
lower and upper bowmds [£]. Starting from leaf node w,
the path budzet m(u) is decremented at each pode v
according to the travelled distance: each traversed
edze accomnts for a distance decrease of 1. When the
type-E. messaze reaches node v, if miv) = 0, the later
does not further propagate the type-F. message in
order to keep the commmnicstion cost as low as
possible; otherwise, the valoe miv) is decremented and
passed to the neighboring nodes.

»  Type-4 messape: sent in response o type-F. messages,
each type-A messaze comprises i) the cost ofw,v)* of
the locally selected least cost path p(w,x)* from the
local node wto v such that v & T anode v e Tow
Fenersfing 2 fype-A message to its downstream
neighbor nodes sets this cost to infinite, and i) when v
€ T, the dentifier of node v .

Both types of messages comprise a dedicated tag, called
flag &, which ensbles distinguishing betwesn messages
exchanged during the search phases. Both typeF and type-A
messages are tagged as intermal when setting flag e=0 (if
belonging to the local search procedurs), and as externsl when
flag_e=1, otherwise.

1} Local Search

This first stage consists in a limited search within a certain
perimater around the joining leaf node . The contignous set
of nodes covered during thiz first stage is called the vicinity
ball B — V. Esxch node b € B i therefore referred to as a
vicinity node. The vicinity ball B of node w, B(u), is delimited

Ty vicinity edge nodes, b (u), ie, nodes v € WV ata given hop-
coumt distance from node o

At leaf node w, the path budget n camied in the type-R
message is initislized by setting itz value miu) = .. If the
degree of node w, degreelu) = o then miu) =3, if o < depgres(u)
< B, @= [, then miu) = 2; otherwise m(u) = 1. Valoes oand
[§ are =mall integer values determined a prieri from the node
degree disribution characterizing power law graphs. Swarting
from node u, where ®U) = We, the path bodzet = is
decremented by 1 at each node v if nv) < B otherwise it is
set 1o 1. This condition prevents propagation of the type-R
message beyond adjacent nodes of high degree nodes. At node
v, if the decremented mv) valne reaches 0, node v does not
further propagate the typeF message in order to keep the
comnmmnication cost as low as possible while increasing the
likelibvod of finding a node v & Ty This procedure
determines. the maximmm distance that type-B messages with
flag_e=0 can traverse nd determines the edge nodes of node's
u vicinity ball B{u). Indeed, vicinity edge nodes b,(u) are the
nodes for which the path budget © reaches .

When a given leaf node n decides to join the mmlticast
SguICe s, it sends a type-F. message to all the direct upstream
neighbor nodes of node u (referred to as snoc(u)) to find the
least cost branching path plov)* te a node v € T,y (v e Vil
At condition that smoc{u) has mot yet processed a npeR
messape with the same sequence number, succ(u) successively
propagate the message following a split homizon unfil it
reaches either 8 node ve Tyoranode v e Tpuand i) =0
In the latter case, a vicinity edge node v is reached (node v =
b,) bt no node belonging to T,y cam be found Role of
vicinity edge nodes is described in Section T B.2.

At this point, node v replies o its downstream neighbor
node(s) fiom which it has received the type-F. message(s) with
a npe-A messape. The type-A messames sent by node v in
response to its downstream neighbor nodes w = pred(v) € T,y
are processed as follows. fnode v =T, & T.u, then the type-
A message (issued by pode v to its dowmstream neighbors)
sets the branching path cost to infinite. If not, then the type-A
messape (Esued by node v to its downstream neighbors) sets
this cost to value 0 which indicates that mode v & T,y
Subsequently, each node w # b, v = suoc{w), computes the
branching path costs ofw,¥) from itself to each node v by
using (1), where either v & T,yor v="0, & T,y Node w then
selects the least cost branching path p{w,v)* and sends the
comesponding cost valoe cofw)* to its own downstream
node(s) x such that w = smoc(x). Observe that each node w
degree(w) entries required at each step of the execution. At
waiting timer T(u) expiragon, if the set of rype-A messages
received by node u is empty or if the cost c(succ(o),v) is sat to
infinite in =11 received type-A message node u declares the
mmilficast source 5 wmreachsble Odiherwise, leaf node u
determimes among its neighbor nodes swoo(u) fom which it
received type-A messages the upstream node suco{n®) along
the least-cost branching path p{wv)* (= min{ofwsucofu®)) +
ofsucofn*),w) | piwv) € Pe,}) from node n to v e Tow Noden
then further proceeds by sending a message to succ(n) to join
Tapa.
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1} Global Search

This stape represents the search of the MDT's branchine
node outside the vicinity of the joining leaf node. This process
is miggered by the leaf node u when the local search phase
declares the mmiticast spurce s as unmeachable in its vicinity
‘ball B{u). The global search phase is trizgered by the leaf node
0 and starts at each vicimity edze node b (o). During this search
phase type R amd fype-A messages tagged as external (Le,
flag_e=1).

In order to start a global search phase without restartine
from the local neishborhood of the triggerns node, the

« The first procedure ensbles external type-F messages
reaching the vicimity edge nodes withowt traveling
azain the complete set of nodes inside its vicinity ball
Biu). For this purpose, the leaf node u sends the
external type-F. messages directly to each of its vicinity
edze nodes. Tarpeted forwarding of these mescages
from the lesf node n to each wicinity edze node b, is
possible becanse §) during the local search phase, the
internal fype-A messages (ie., flag_e=0) received by
the leaf node u mchode the identifier of the node b, that
initiates them and if) each wicnity nodes b = B(u)
keeps per vicimity edge node bu) a single active
interface from which type-A message with infinite cost
has been received (indicating that the neighbor node
sits along the path fom leaf node u to 2 given edge
node b

# The second prevents that & given mode b = B(u)
receives back extermal typeB messages during the
global search phase For this purpose, wicinity edge
node by, filter incoming external type-F. messages (Le.,
flag ==1). Femember that during the local search
interpal type-A messages sent in respomse to the
reception of typeF. message (flag_e=0) are tagged
with the flag e={. Imterfaces sending such type-A
message are removed from the list of interfaces for
relaying type-B. message (flag_e=1) The exception is
for interfaces hawving received a fypeR message
(flag_e=1) with leaf node u as sender to ensble edze
vicinity nodes to send back the answer to node u once
the zlobal search completes for that node by{u).

During the global search phase, the m{n) budget valhe is set

at node u to a threshold equal to the graph dismeter (length of
the longest shortest path) and the waiting time T(u) t©o a valhe
that prevent waiting indefinitely. Moreower, upon reception of
the type-F messaze (flag_e=1) from node w, each edge
vicinity node b () sets the maxinmm waiting timer b, () to
o) - 1. The subsequent search process proceeds as follows:
assume that node b, (u) sends an external type-B messaze to
each of its upstream neighbor nodes except to its downstream
node (part of the vicinity ball of the node from which the
messgge has been received) Ar waitng tmer b, (u))
expiration, if the set of type-A messapes received by node
b () s empty or if the cost c(smoc(, (u)),v) is set to nfinde in
all received type-A message node b (u) declares the nonlticast
source 5 as unreschsble Otherwise, node by (u) determines
among its neighbor nodes swocib, (o)) fom which it received a

fype-A message, the upsteam pode suoc(ve{u))* along the
least-cost branching path pfve(u),¥)* to Ty, defined as:
Pl (u),v)* = min{e (b, (o), sucolb, (u))*)
+cfsucc(b,(u))*.v) | p(bu).v) & Py (2D
Node b(u) is ready to answer back to node u once either
of the following condition i= met: i) it receives the enfire set of
fype-A messages from ifs upstream neighbor nodes before its
waiting timer (b, (0)) expires or ii) the waiting timer o, {u))
initisted after reception of the first type-F messags (flag e=1)
from leaf node u expires. When one of these two conditions is
met, node byfu) selects the least cost branching path
pib, (0),v)* and sends the comesponding cost vale, ofwy)*
directly to the joining pode uw At waiting timer ob.{u))
expiration, the set of type-A message received by node b,(u) is
empty, the cost valoe cfww)® is set to infinite indicating that
the mmlticast spurce s is unreachable. Hence, as soon as this
search phase completes, each node b, (u) rebons 2 umique type-
A message (flag_e=1) directly to the leaf node n from which it
initislly received an external type-F. message. Thus, comrary
o the local search stage no computation or selectiom is
performed by nodes b & B{u) along the path mken by the type-
A messazes (flag e=1) sent towards the leaf node u. This relay
path is determined by the incoming interface maintzimed by
each node b & B(u) upon reception of type-B message (e=1)
from leaf node w Mote that the temporary records locally
created during the local search phase are subsequently deleted
by the mode sending 3 fype-A message (flag e=0) that does
not inchode an infinite cost to a vidnity edze node b (u). The
phase, are deleted by the node sending a type-A message
(flag e=1).

C.  Source Node Ficinity Bail

Ax the most costly searches are resulting from the indtial
set of leaf nodes joining the MDT, each source comstructs &
source ball such that when a typeF message reaches the
boundary of that domain it &5 directly routed to the source.
This prevents searching at the neighborhood of the nmlticast
traffic source. For this pwpose, the mmilticast source node
initistes a procedure that builds a ball arovmd the size shall be
at least as big as the averape leaf node size. To be effective,
this procedure shall construct @ ball with i) size at least as
large as the average size of leaf node's vicinity ball, and if)
radins computed from its owtzoing ports shall be inversaly
proportionsl to the neighbor’s node degres.

The performs a= follows: the sowrce collects its
neighbor’s node degres to reach at 3 mininmim size X = e
ot up to & certsin maxinmim dismetsT, dpe. At each collection

«  If the value x reaches the optimal vahoe of the ball size

Ko and diameter d = doy S Oow, then we get an
optimal sohotion. The spurce ball consmaction stops.

« Hx= and the diameter d being reached is such
that 4 <= d,,,, then the source node 5 selects additional
neighbor nodes so as to increase the dismeter (up to
walue d_,.) while limiting the incresse shove the valne
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Ky For this pupose, we define an epsilon & of
increase of X such that X - £ — X
Epsilon £ is the mumber of adjacencies added from a given
source node's neighbor t st distance d(s,t) to a set of adjacent
neighbors at distance dis,t) + 1 fom s 50 as to reach a decent
dismeter while limiting the momber of nodes in excess sbove
X In practice, if x = source node s selects meighbors
located at a distance d{st) the nodes with smallest degree.
HNote that esch node bys) e B{s), the wvicinity ball of the
source node s, must now maintzin an additional METE entry to
relay type-F and type-A messages towards the source node s.
Thus, in total 2 (#sourceBall nodes-1) additional routing table
entries are 1o be considered Note however that if a leaf node n
= h,(s) € Bis), then that node u does not need amy more to
trigzer any search procedure.

IV. THECRETICAL PERFORMANCE BOUNMDS
In this section, we provide the theoretical performance
bounds of the proposed algorithm in terms of 1) the stretch of
the point-to-mmltpoint routing paths it produces, ii) the
memary space required fo store the resulfing rowting tsble
entries, and iif) the total compmmication of Messaging cost
A Stretch

Minimizing the eecost sequentially, namely, the total
cost of the edzes used during the algorithm while building the
mmlticast tree of the various stages and minimizing the tree-
cost globally leads to different stretch bounds. As we consider
a dynamic join scenario, the former is considered. The streich
‘bound analysis involves three different cases:

« Consider a joining node nand = & Biu). Then the local
search imitisted by node u will find the least cost
branching path if the path budget mfu) i the typeR
message initisted is sufficient to reach the source node
. It is obvious to see that if this condition is met, the
resulting stretch increase is minimal.

« Consider 3 joining node n and s ¢ Blu). v e Tou
and v & B{u), then the local search process will find
the actoal lesst cost branching path if and only if thers
oo other node w £ T,y from the joining node u that
can be found at shorter distance, ie, diww) 2 dnv).
Indeed, the distance limit set by the joining node on
the local search process by means of the path budzet
i) (see Section I}, allows to reach a node v e B{u)
before migzering a global search. Due o the degree
bound set when decrementing the path odzet =(u), a
node v £ Biu) may be reached dwring the local search
phase before reaching node w & Ty and we Blu)
such that dfuw) < d{wv). Hemceforth, the stretch
increase is bound by the fraction of such nodes
conditioned by the joiming node selection and the
current mumber of nodes & T,y The stretch bound
can thus be derived from the following formmla:

1E dy)

LT 3
N & mun du, w,) &

where, Vie M M =N, 3 v, w ¢ V: min d{ww) <
dw) with a probability P(vi € Tow| vi e B)) . Plw;
€ Topa| Wi & Biu)) = 0.

# Consider a joining node uand s € Blu). Eve T,y
and v € Biu), then the global search process will find
the least cost branching path if the path budget nin) in
the type-F. messaze inifisted is sofficient te reach the
source node 5. It is obvious to see that if this condition

B. Storage

Each node w £ T,y 5tores in its local routing table at most
one MEIB enty and at most one TIE entry whose size is
proportional to the local free out-depree k (as this enfry
mdicates the cutgoing ports for the incoming mmlticast raffic).
Assuming 3 minimom port encoding proportional o loak),
the storage size per node v & T,y is Ok log(k)) bits. Nodes
bs) & B(s) require an additionally storage capacity for the
MPEIB enabling to relay type-F and type-A messages.

C. Commumicartion

Each join event as imitiated by a mode w results in a3
comnmmication cost Cfn), ie, the oomber of messages
mdmngedﬁrmd.eu,m;mnam&neTMﬂmnsgnmlry
the following formmla

Clu)=2m'X +2m'F + Am —m")E (53]

In this equation, m and m' are respectively the mumber of
edges in the vicnity ball B{o) of node u and the total number
of edges [E|. X iz the probability that at least one node v =
T is comprised in the ball B{u) of the selected noden e WV,
Y is the probability that none of the tree nodes v & T, ame
comprised in the ball B(u) of the selected node ne V,and T is
the probability that all nodes v & V part of the tree T,y are
not in the ball of the selected node u (all tree nodes lie outside
of the ball B(o) of the selected node u). The total
comnmmication cost, ie., the cost to build the entire MDT is
costs Cfw) ef the i=1,.._ | leaves composing the iree_ In [7],
we demonsirate that the derivative of (4) with respect to the
oumber of nodes in the vicinity of node w, [B{u)|, provides the
MEnfdnmnmﬂutmﬂmcummm

while comesponding to the order of the largest connected sub-
zraph of dizmeter d... that can be constracted

V. PERFORMANCE ANALYSE
The performances of the proposed compact mmlticast
routing algorithm are amalyzed by mesns of sinmlation on
la:gescaletqmlogﬁgma‘lﬁihy{}w [¢] and Internet
CATDA maps The GLP evolutive topolegy model which
relies om peneralized linear preferential attachment, produces
power law graphs that are representative of the Internet
Autonomous System (AS) topology (one node models an AS),
in particular, in terms of chistering coefficient. The properties

of these wpologies are summarized in Table L.
The execution scenario considers the comstraction of point-
to-nmltipoint routing paths for leaf node set of incressing size
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from 500 to mm&d&cmmmmﬁ

and the Steiner Tree (ST) algorithms.

« The S5PT slgorithm provides the referemce for the
communication cost. It is constructed from a loop-
avoidance path-vector routing algorithm camying the
identifier of the nmiticast spurce s and the routing path
to reach that source. Each node keeps thus a rouwting
table (RT) entry per neighbor node (to exchange
messages) and 8 BT entry per path to the source 5.

« The 5T algorithm provides the reference in terms of
stretch. In order to obtain the near optimal sobation for
the ST, we consider a ST-Imteger Linear Programming
fornmlation For this purpose, we asdapted the
fornmlation provided in [10] for bi-directional graphs.
The commrmmication cost for the ST messures at each
step of the MDT constroction the mmmber of messages
initiated by nodes part of the MDT. These messages
contain the minimal information for remote nodes not
(yet) belonzing to the MDT to join it. Using this
information, each node knows how to reach the
closest node of the MDT. Thus, although the 5T is
computed centrally, the compmmication cost sccounts
for the total mumber of messazes exchanped during the
MDT building process as a dynamic scenario would

perform.
TasLE L Tofooay PROPERTIES
Tupohg?mpﬂ:ﬁm
Tapakagy Properny [T CAIA
Nodas - Linis 32618 - 146816 | 32000 - 120436
Avwy - Max Node Degree 4,50 - 2520 153 - 1165
A Soreich

This section detsils the sinmlation results obtained for the
multiplicative stretch defined 2= the cost ratio between the
point-to-mmltipoint rowing paths (underlying the MDT)
produced by the proposed scheme and the minimmom Steiner
Tree. We also compare the cost ratio between the point-to-
multipoint routing path prodoced by the 5PT and the

mininmm Steiner Tree.

I} GLP Topology
As shown in Fipure 1, the nmitiplicative stretch for the
algorithm is shightly higher tham 1 for the GLP
topology. As the leaf node set incresses from 500 to 4000, its
trend curve decreases from 1.09 (maximum value reached for
500 leaf nodes) to 1.05 (mininmm value reached for 4000 leaf
nodes). Compared to the SPT stretch, our algorithm maintaing
an average gain of 4% slong the different proup sizes.

N CAIDA Map
Az shown in Fipure 2, the omiltiplicative stretch for the
algorithm is slightly higher tham 1 for the GLP
topology. As the leaf node set incresses from 500 to 4000, its
rend curve decreases from 1.08 (maximum value reached for

500 leaf nodes) to 1.03 (minimmim value reached for S0 leaf
nodes). Compared to the SPT stretch, our algorithm maintzine
a maxinmm deterioration of 4% for sets of 500 leaf nodes; this
deterioration becomes neglizible as the size of the leaf node
sefs increases.
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Figere 1. Stretch s a function of Lead Mods Set Size
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Figere 2. Stretch as a function of Lead Mods Set Size

B. Storage

This section details the simmlation results obtained for the
memory capacify required to store the routing tables entries
(umderlying the MDT) produced by proposed scheme It also
determines the relative zain we obtsin in terms of the ratio
between the totzl oomber of BT emmies produced by our
algorthm mnd the totsl momber of BT produced by the
reference algorithrmes.  This ratio provides an indication of the
achievable reduction in terms of the memory capacity required
to store the routing table enmries produoced by these alzorithms.

1} GLP Topology

From Table IL, we can observe that the proposed algorithm
(Onr) produces significantly less BT entries thet the 5T and
SPT reference algorithms. The highest mumber of BT entries is
obizined for a set of 4000 leaf nodes: 10154 BT entries. This
value is 4,10 times smaller than the mmmber of BT entries
produced by the 5T alporithm (41643 BT eniries) and 2792
times smaller than the momber of the BT entries produced by
the SPT algorithm (283477 BT enfries).

Figure 3 illusirates the relative gain expressed i terms of
the ratio between the total mmber of BT enfries produoced by
the 5T and the 5PT referemnces and owr algoritm An
incTessing Fain can be observed as the size of the leaf node set
decreases from 4,10 (Jeaf set of 4000 nodes) to 20,34 (leaf set
of 500 nodes) conmpared to the 5T algorithm and from 27,92
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(leaf set of 4000 nodes) to 166,08 (leaf set of 500 nodes)
compared o the 5PT alzorithm.

TarlE IL MinsFR OF BT ENTRES Folt THE SPT, 5T, AND OUR ALGORITHM
WITH RESFECT TO THE LEAF MoDE ST Sme.

%
Leai Mode aET
Set Size
500 14555 33483 1545
1004 17507 34733 20845
1500 177261 35065 4172
2000 178561 ina 5554
2500 1I0R27 ELEEN] §756
3000 BI04 38443 TET4
3500 IBIDES 40550 9022
2000 M7 41643 10134
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Figam 3. KT Sim Eatic as a function of Leaf Node Set Size

I CAIDA Map

From Tahble IIL the proposed algorithm (Our) produces
significantly less routing tsble entries that the 5T and SPT
reference slporithms The hishest momber of BT entries is
obtained for set of 4000 leaf nodes: 13169 BT entries. This
value is 321 times smaller then the mmmber of BT entries
produced by the ST algorithm (42277 BT enfries) and 14,38
times smaller than the nomber of the BT entries produced by
the SPT algorithm (189431 BT entries).

TantE I Ninueen oF BT ENTRIES Foi THE SPT, ST, AMD OUTe ALOGORTTHL
WITH RESFECT TO THE LEAF NODE SET SIZE.

Fuaoutms Scheme

Tl Fode TET T T
Set Size

500 TB0953 ECT 19
1000 EREEL] 35381 §237
1500 183400 36000 471
2000 154825 37179 053
500 TB6000 38935 T
3000 187151 07 Tl
3500 188335 1 123050
2000 185431 2377 B

Figure 4 illustrates the relative gain expressed in terms of
the ratio between the total mmber of BT eniries produoced by

the 5T and SPT references and ow algorithm An increasing
zain can be observed as the size of the leaf node set decreases
from 3,21 (lesf set of 4000 nodes) to 6,93 (leaf set of 500
nodes) conmpared to the 5T algorithm and from 14,38 (leaf set
of 4000 nodes) to 36,79 (leaf set of 500 nodes) compared to
the CATDA map are smaller than those obtained for the GLP
wpalogy. This difference can be explained resulting from the
difference in tree-depth: § (leaf set of 500 nodes) to @ (leaf set
of 4000 nodes) for the CAIDA map ws 3 (leaf set of 500
nodes) to 11 (leaf set of 4000 nodes) for the GLP topolozy.
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O Commurication Cost

The commumication cost is 8 critical metric to deternmine
the applicability of the proposed compact ronting algorithm to
large scale topologies comprising as i the present work, ie,
37k podes. The two-stage search procedure and the source
node vicinity ball construction, both presented in Section ITI,
‘play an important role in mitigating the commmmication cost.

1} GLP Topology

Asx depicted in Figure 5, the conmmmication cost ratio for
the proposed algorithm is relatively high compared to the SPT
even if much lower than the commmnication cost implied by
the 5T (pot represented in this figre). Indeed the
comnmnication cost ratio increases from 2,69 (leaf set of 500
nodes) to 8,17 (Jeaf set of 4000 nodes). This ohservation can
be explained by the presence of hizh degres nodes (nodes that
have a degree of the order to 108 or even higher) in power law
zraphs. However, as computed this commumication cost does
not take into sccount for the evolution of the routing topology.
This evolution impacts mmlticast routing alzorithms soch as

Moreover, 2= shown in Fipwe 5, the commmmication cost of
the proposed slgorithm compared to the SPT commmumication
cost, decresses 3z the muomber of nodes composing the leaf
node set incresses. This tremd leads uws to expect that a
sataration level can be reached around a commumication cost
ratio mot higher than 10 to 15 as the size of the lead node set
contimues to grow. It is worth mentioning that the memory and
the capacity required fo process comnmmication messages are
) CAIDA Map
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The same frend can be observed for the CAIDA Map
‘where the commumication cost rafio between our scheme and
ﬂlaSPTanmithmiJnmﬁ'ﬂm?,EB(lmfsetofSDﬂm&s}

o 13,77 (leaf set of 4000 nodes). The difference observed
between the CAIDA map and the GLP topology can be
explained from the following observation the wee-depth
differs by a umit (3 vs 4). This difference induces 3 relatively
higher cost of the S5PT when mmning over the GLP topology.

: e
i:. - w

ol e

';‘ f__,.«-‘

R

Fignm 5. Corrsexication Cost Ratio as a function of Leaf Node Set Sz

oo . et B i

(=pplicable to any graph), is about 3 times higher than the one
produced by our scheme.

2 Storage

Following the description of the Abraham scheme
provided in Section ILE, the storapge requirement is given by
the memory space that includes §) the tree routing information
w(Tw) stored by each mode v, for sll tees in its owm
SPLabel(v) leading to 3 total storage of Oflez’n logAdog log
n) bits, i) for each i € T and T & TCyy (), the center node
o(T{v])) of each node v & T that stores the labels of all nodes
mnmﬁmdhﬂnbaﬂﬂ(v,!'}lmdhgmammlsmagema]l
radii of Ofkn'"™* log A) bits; in addition, each node v stores
O{log A) labels of size Oflm"") each leading to 2 totsl memory
comsumption of Ofkn'*'™*) bits. The resulting memory storage
requires about TOMkbits for a tree comprising 48 leaf nodes.
For the same leaf set size, our routing scheme requires about
1250khits.

VL CONCLUSION

This paper introduces the first known name-independent
initisted, distributed and dynamic constroction of MDT. The
performance obtzsined chows substantisl gain in terms of the
mumber of BT entries compared to the 5T (minimrmm factor of
3,21 for sets of 4000 leaf nodes, ie, 12,5% of the topology
size) and the memory space required to store them The stretch
deterioration compared to the ST algorithms ranges between
8% and 3% (for mmlticast group size of 500 to 4000,
respectively); thus, decreasing with incressing group sizes.
The proposed two-phase search process -local search first
covering the leaf's node vicinity, and if unsuccessfol, a zlobal
search over the remaining topelogy- combined with the
vmybaﬂcmuntﬂnsmcemdemdﬂesmkeqr
the commmmication cest of the proposed within

L 1wy 1 B0 TR0 W g 4000
L Moo S Slw

Fignm §.  Corrsexication Cost Ratio as a function of Leaf Node Set Sz

D Comparizon with the dbrakam Scheme

Here below, the performsance in terms of the stretch of the
point-to-mmltipeint routing paths produced and the memory
space required by the proposad algorithm and by the Abraham
routing scheme as specified in [5] (for dymamic join omly
events) are compared.

I} Streich

For the scheme allowing only dynamic join events, the
MDT cost is given by Lemma7 of [5]. The anthors determing
that the proposed dynamic mmlticast alzorithm is O{min{loz o,
log A}. log n) competitive compared fo the cost of the optimal
alporithm — Steiner Tree. In this formomla, the factor A is the
aspect ratio defined as the ratio between max dinw) and min
diw), for any w, v & V. Considering an aspect ratio A of §
and a network of 32k nodes the stretch is shout 3.5 Thus the
stretch upper bound of the point-to-multipoint routing path
produced by the Abraham scheme even if umiversal

ble bounds compared to the reference 5PT scheme and
sub-linearly proportional to the size of the leaf node set
Future work will determine if these promising performance
results can still be verified for dynamic sequences of node join
and node lesve events and non-stationary topologies.
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