Performance analysis of multicast routing
algorithms

D.Papadimitriou, D.Careglio and P.Demeester, FellekE

Abstract—This paper provides a theoretical performance
analysis of different classes of multicast routingalgorithms,
namely the Shortest Path Tree, the Steiner Tree, ogpact routing
and greedy routing. Our motivation is to determinethe routing
scheme which would yield the best trade-off betweethe stretch
of the multicast routing paths, the memory space uired to
store the routing information and routing table aswell as the
communication cost. For this purpose, we also cordnt these
results to those obtained by simulation on the CAIB map of the
Internet topology comprising 32k nodes.

Index Terms—multicast, routing, algorithm, performance,

I. INTRODUCTION
ith the increase of multimedia streaming/conteaffitr,

trade-offs between shared trees and shortest pegls.tThe
objective of this paper is to determine the perfamoe bounds
and the best trade-offs one could potentially achigetween
the stretch of the routing scheme, the memory spacsumed
to locally store the routing information (includinguting
tables) and the communication cost of dynamic rcas
routing schemes. The comparative performance asalgs
performed against i) two well-known reference aldpons (the
Shortest Path Tree and the Steiner Tree), ii) catmpalticast
routing as developed in the seminal paper of Abrales al.
[3] and the greedy multicast routing scheme regemibposed
in [4].

This paper is organized as follows. Section |l doents
prior work in terms of performance evaluation of lticast
routing algorithm and the contribution of this paga Section

multicast distribution from a source to a set Oill, we provide an overview of the multicast rowin

destination nodes is (re-)gaining interest as aladth
saving technique competing with or complementinghed
content distribution. Nevertheless, the scalingofms faced
in the 90's when multicast routing received maiterdgton

algorithms considered in our study. Section IV detthe
results of our performance analysis and comparativdy in
terms of the stretch of multicast routing pathsytpeoduce,
the memory space they consume, and their commiomncat

from the research community remain mostly unadeess e Finally, Section V concludes this paper.

since so far. Indeed, unicast routing dependerdraek (either
distance vector-based such as the Distance-Vectgtidslst
Routing Protocol (DVMRP), or link state-based suah

Il.  PRIORWORK AND OUR CONTRIBUTION

Multicast Open Shortest Path First (MOSPF)) havenbe A. Preliminaries

supplanted by schemes performing independently ftben
underlying unicast routing, e.g., Protocol Indeparid
Multicast (PIM) [1]. During the last decade, thagie-source
variant of PIM, referred to as PIM-SSM, has beeplalged in
the context of IPTV within Internet Service Provide(ISP)
network (intra-domain multicast). However inter-daim
multicast has failed to be widely adopted by m&®d. The
main reasons stem from i) memory scaling when ayery
multicast routing on top of unicast (shortest-paithjting with
the addition of a level of indirection, ii) the @mtdomain

discovery process which prevents shared trees batw

different domains (thus, defeats the objectivePti), and

i) its address space structure (Class-D IP addsswhich
requires both hardware and software routers upgrdaeeas
the corresponding cost cannot be compensated bticasil
service revenues when the ISP does not itself geosiccess
to multicast receivers (or sources). Further amglga current
IP multicast routing limits and reasons for itskaaf wide-

scale deployment in the Internet can be foundjn [2

In this context, research efforts dedicated to mewticast
routing algorithms have been conducted to move feythe
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Consider a network topology modeled by an undidecte
weighted graphG = (V,E,w) where, the set/, |V| =n,
represents the finite set of vertices or nodes [(aing
multicast capable), the sBt|E| = m, represents the finite set
of edges or links, an@ is a non-negative functiam: E — R*
which associates a non-negative weight or eo6t, v) to
each edggu,v) e E. Foru,v € V, the pathp(u,v) from
vertex u to v is defined as the vertex sequenpg(=
), Xq,..., Xi—1, %, ..., X, (= v)] such that the vertices; are
eall distinct and vertex x;_, is adjacent to x,
V(x;_1,%;)i=1,.p€ E. Distinction is made between the cost
c(u,v) of a pathp(u, v) defined as the sum of the weights of
the edges on the path framto v and the lengti(u, v) of a
path p(u,v) which denotes the number of edges the path
traverses fromu to v. The distanced(u,v) between two
verticesu, v of the graphG denotes the length/cost of a
shortest/minimum cost pag(u, v) fromu to v. The diameter
6(G) of the graph G is defined as the largest distémtereen
any two verticest, v € V, i.e.,6(G) = max,, ey {d(u, v)}.

Let S,S <V, be the finite set of multicast source nodes and
s € S denote a multicast source node. DeD < VV\S, denote
the finite set of all possible destination nodest ttan join a
multicast sourcg and letd € D denote a destination (or leaf)
node. A multicast distribution treg ,, = (V, Er) is defined
as an acyclic connected sub-grdplof G, i.e., a tree rooted at
the multicast source nodec S with leaf node seM,M < D.
The treeT ,, is also referred to as the multicast routing path.



The set M corresponds to the current set of notesgiven
construction step of the multicast distributioret(®DT). The

size of the tred , is defined as the size of the connected sub-

graph of G, i.e|T; 4| =h < n.

B. Prior Work
Prior work on compact multicast routing is, as &ar our

knowledge goes, mainly concentrated around theinmut

schemes proposed in the seminal paper authorecbtshAm
et al. in 2009 [3]. The (universal) compact mukicaouting
schemes developed in this paper follows an exterthigoretic
performance justification and analysis. Howeverrakam et
al. do not report any numerical analysis wheregeupounds
do not necessarily translate actual performanceé ¢ha be
obtained on graphs underlying large-scale netwasrksh as
the Internet. The latter shows properties assatitiescale-
free graphs (small diameter, high-clustering, aoever-law
degree distribution) as reported by many studigs[$$, [10],

[11].

On the other hand, the greedy compact multicastingu
scheme recently proposed in [4] includes extensinailation
on 16k node topologies. However, this paper pravidaited
theoretical analysis for the performance bounds thod
multicast routing scheme it introduces. In particukince so
far, there was no formal proof that the scheme ldpesg in
[4] actually meets the conditions for being qualifias a
compact scheme. These conditions are the follovijnine
stretch of the routing scheme is ideally bound lppastant (it
does not grow with the network size), ii) the meymnspace (in
terms of number of bits) required to locally stoine routing
information scales sub-linearly in the number ofl@® n, and
iii) node names/labels and header
)logarithmically.

Hence, on one hand, we have a detailed theoreti

stretch is defined as the maximum cost of the predu

routing pathrp(u, v) over all node pairu, v € V divided by

the cost of the corresponding shortest (topoloyicath.

»  Thememory space (in bits) required at each node to locally
store i) the information locally processed by tloeiting
scheme to produce the routing table (RT) entrigsiuthe
produced RT entries.

The communication cost (also referred to as the message
cost) is defined as the number of messages exctiange
build the MDT. This metric is directly related tbet leaf
join time, i.e., the higher the message cost timgéo the
time needed for a leaf to join the tree.

We also define the adaptation cost as the number of

multicast routing states changes resulting from Mihianges

due to arbitrary join-leave sequences or topold@nges.

lll.  MULTICAST ROUTING SCHEMES

To conduct our performance analysis and comparative
study, we consider the following routing schemes:

A. Shortest Path Tree

The multicast routing path is constructed as a t8sbPath
Tree (SPT) from the information exchanges by meafna
loop-avoidance path-vector routing protocol camyithe
identifier of the multicast sourceand the information of the
routing path to reach that source. Without routiagjcy, this
routing path is the shortest path from each receivethe
sources. The SPT algorithm provides the lower bound fer th
(join) communication cost. Each node keeps theovdlhg
entries in its local routing table i) an entry peighbor node

sizes scalesy-(po}o exchange routing messages, ii) an entry pecteeleath to

the multicast source s (derived from the unicasting table),

A&pd iii) a multicast routing entry per sourceThis multicast

performance analysis and on the other hand, a rcaher routing scheme corresponds to the currently deployévi

performance analysis obtained by numerical simaatiln
these conditions, theoretic performance comparlsuits to
worst case analysis whereas numeric results doeasily
compare to worst case conditions and provide litiksoretic
foundation.

C. Our Contribution

In this paper, we close this gap by theoreticatiplgzing
and comparing the performance of two reference ioasit
routing algorithms (the shortest-path tree andSteener tree),
compact multicast routing as proposed in the sdmiaper of
Abraham et al. [3] and the greedy multicast routstfpeme
recently proposed in [4]. We compare the obtairesiilts in
order to determine the routing scheme which wolkddythe
best trade-off between the stretch of the multicasiting

routing performing on top of a unicast routing pial such as
Border Gateway Protocol (BGP).

B. Seiner Tree

Following the definition of the multicast routingetch (see
Section Il), the Steiner Tree (ST) algorithm pr@gdhe lower
bound in terms of stretch. In order to obtain tle@rmoptimal
solution for the ST algorithm, we consider a STegdr Linear
Programming (ILP) formulation. For this purpose, adapt
the formulation provided in [5] for bi-directiongkraphs. The
communication cost for the ST measures at each cftéipe
MDT construction the number of messages originatgdhe
nodes part of the MDT. These messages contain thienal
information for remote nodes not belonging to th®Mto
join it. Using this information, each node buildsdastores in

paths, the memory space required to store the nuputiits routing table a routing entry to reach the efdsnode that

information and routing table as well as the comitation
cost. We also confront these results to those médhaiby

belongs to the MDT. Thus, although the ST compoiats
processed centrally, the communication cost acsofartthe

simulation on the CAIDA map of the Internet topojog total number of messages exchanged during the Miiidlibg

comprising 32k nodes as of Jan.2011 [12].
For this purpose, our performance analysis incluthes
following metrics:

» The stretch of the multicast routing scheme is defined ag

the total cost of the edges of the MDT (as produmethe

routing algorithm) to reach a given set of leaf e®d

divided by the cost of the minimum Steiner tree tloe
same leaf set. Note that this definition differsnirthe one
used for (unicast) routing schemes. For the lattie,

process as an equivalent distributed scenario woerdfbrm.

C. Compact Multicast Routing

Compact unicast routing aims at finding the beatig¢off
etween the memory space required to store théngotable
entries at each node and the stretch factor inereasthe
routing paths it produces. Such routing schemes Hmen
extensively studied following the seminal papetPeleg and
Upfall [6]. Since the late 1980's, various compaatiting



schemes have been designed in accordance to tirectitis

If the local search performed over the joining riedecinity

between labeled schemes (where nodes are named byl B(u) is unsuccessful, the search process is then cmatin

polylogarithmic size labels encoding topologicdbimation)
and name-independent schemes (where node names
topologically independent). Abraham et al. [3] haeeently
introduced a dynamic and name-independent
multicast routing algorithm. This scheme referred the

over the remaining unexplored topology without lieqg
gobal knowledge of the current MDT. For this pusppa
variable path budget is used to limit the distance travelled by

compdetf initiated requests in order to prevent cogityterms of

messaging) global search. In both searching phases,

context of this paper to as Abraham Compact Muticareturned information provides the upstream neighbode

Routing (ACMR) enables the construction of multtaaaiting
paths from any source to any set of destinatioreaddr leaf
nodes).

The ACMR scheme is i) name-independent, ii) ledfadted
since join requests are initiated by the leaf nobes it
requires the prior local dissemination of the nede already
part of the MDT or keeping dedicated center nodésrined

along the least cost branching path to the MDT edait the
selected multicast source nosleWhen reaching the joining
node, this information enables selection of thestleeost
branching to the MDT. The routing table of each enod
v € Ty includes consequently the following entries i) one
entry that indicates the upstream neighbor nodettich the
join message is sent for each multicast sour@nd ii) one

about the nodes that have already joined the MDIJ, ientry to enable routing of incoming multicast tiaff

dynamic since requests can be processed on-litteegsrrive

(originated by that sourcg from its incoming port to a set of

without re-computing and/or re-building the MDT, )iV outgoing ports.

(partially) centralized since it requires tree mgtinformation
processing by the root of the MDT (i.e., the mualst source
node) for each join request after their processing.,
mapping) by pre-determined center nodes, and \@rnbgnt of
an underlying sparse tree cover grown from a setewiter
nodes (which induce node specialization driving tbeting
functionality). It is important to emphasize thaetsparse tree
cover underlying the ACMR scheme is constructedliné
and requires global knowledge of the network toggldo
properly operate.

D. Greedy Multicast Routing

The GCMR scheme is i) name-independent, ii) leaf-
initiated; however, compared to the ACMR schenmpirates
without requiring prior local dissemination of thmde set
already part of the MDT or keeping specialized mode
informed about nodes that have joined the MDT diihamic,
iv) distributed since transit nodes process homegesly the
incoming requests to derive the least cost bragchigth to
the MDT without requiring any centralized or spéizied
processing by pre-determined or dedicated noded, \@n
independent of any underlying topology constructiamd
performing in absence of an underlying unicast ingut
topology since the local knowledge of the cost iced

The Greedy Compact Multicast Routing (GCMR) schemgeighhor nodes is sufficient for the GCMR schemprtiperly

proposed in [4] enables the leaf-initiated congiamc of
multicast routing paths from any source to any afeteaf
nodes. This scheme aims at minimizing the routaiget size
(thus the memory space) of each node at the expange
multicast routing paths with relative small devdaticompared
to the optimal stretch obtained by the ST algorittamnd ii)
higher communication cost compared to the SPT d#lgor
This algorithm minimizes the storage of routingoimhation
by requiring only direct neighbor-related infornoatiobtained
locally and proportionally to the node degree. Thudoesn't
rely on the knowledge of non-local topology/patfoimation
(as it is the case for the SPT) or requiring thestction of
global structures such as sparse covers (ashtisase for the
ACMR scheme) or tree structures (as it is the éasthe ST).
In other terms, it only requires maintenance ofalaouting
information while providing the next hop along tleast cost
branching path during the MDT construction. Thellemge
consists thus in limiting the communication cosg.,i the
number of messages exchanged during the search, phisite
keeping the best possible stretch-memory spacedffd
During the MDT construction, the routing informatio
needed to reach a given multicast sousces acquired by

operate.

IV. PERFORMANCEANALYSIS

In this section, we analyze and compare the pedoo® of
the multicast routing schemes introduced in Sedtidior join
only events to the multicast source (but no leaxents). This
case is appropriate for settings where once a fmds an
MDT it will not leave it until the multicast sessi@nds.

A. Stretch

1) ACMR

The stretch of the ACMR scheme as determined by the
Lemma.7 of [3] is O(min{log(n),log(A)}.log(n))
competitive compared to the stretch of the ST atigor. The
quantityA called the aspect ratio of the graphs defined as
the ratio between the maximum distameex d(u, v) and the
maximum distancemind(u,v) for any node pain,v eV
(see [3]). Note that when the minimum distanceqiga¢ to 1,
then the aspect ratitv corresponds to the diamet&iG) of the
grapha.

Using the CAIDA maps of the Internet topology corijmgy

means of an incremental two-stage search proces& Ti6k (Jan.2004) and 32k nodes (Jan.2011), the meshsatio

process, triggered when any nade V, u ¢ T, decides to

join a given multicast source, starts with a local search routing path

covering the leaf node's neighborhood. The latteraliso
referred to as the vicinity bali(u) of nodeu. The rationale is
the following: the probability of finding a node =u,
v e Ty, Within a few hops distance from the joining nodis u
high in large graphs whose diamet&G) is logarithmically
proportional to its number of nodes i.e., §(G) ~ log(n).
Moreover, this probability increases with the sif¢he MDT.

A = §(G) = 10. These results are confirmed by the systematic
length measurements documented in [7].
Consequently the stretch of the ACMR schem@ (&g (n)).
Note here that compared to other studies, the prasmper
makes a clear distinction between the averagelpatih and

the diameter of the graph (i.e., the maximum pathgth).
Moreover, since the diameter of the unweighted lyrap
underlying the Internet topology is of the orderi@§(n), the
stretch upper bound of the ACMR schem@{8(G)).



2) GCMR
For unweighted (weighted) graphs, the stretch efGICMR
scheme is determined by Lemma 1 (respectively, Lar@n

Lemma_1: The stretch upper bound of the GCMR scheme
S(G)+ 1
0=
Proof: Assume that nodes,w € T; ), and are respectively at
distanced(s,v) andd(s,w) from the multicast source such
thatd(s,v) > d(s,w). Assume also that node decides to
join the multicast tred,, by appropriate setting of its path
budgetr (u).
If the following inequality is verified
min{d(u,v;) | d(w,v;)) <TW) A v; €Tspy A v € p(s,v)} <
mini{d(u,w;) | d(u,w;) < (W) Aw; € Toy Aw; € p(s,w)}

then, nodeu will subsequently select the shortest branchin

path to the nodev; = min{d(u,v;) | d(u,v;) < w(w) A
v; € Tsy A v € p(s,v)}. From this routing decision, the
increase of the multicast routing path stretchivem by the
formula d(u,v{) + d(v{,s). Moreover, resulting from the
path budget constraind (u, v;') < m(u)), the upper bound of
the stretch increase is determined &y, v;) + d(v;,s) <
m(w) + d(v;,s). Sinced(v;,s) < d(v,s) (otherwise node
v; could not be selected at all), we obtain the follmwpper
bound to the stretch increase(u) + d(v,s). Moreover, by
replacing the sourceby any noder € Ty, we can generalize
this upper bound tor(uw) + d(v,x) > mw(u) + d(v;,x) >
d(u,v{) + d(v},x).

On the other hand, assume that there exists ampdd
and w; € p(s,w) such that i)d(w;,s) < d(v;,s) and ii)
d(u,wi) +dw;,s) < d(wv;) + d(v;,s) whilst nodew;

Ts - This condition is verified when the path budggu;)
value is sufficient for the request message tolhréhe source
nodes from the joining nodey;. It is obvious to see that when
this condition is met, the resulting stretch insee&s minimal.

!S If the multicast sources ¢ B(u;), then the following
alternative can occur:
ii.a) If 3 node v such that € T, andv € B(u;), then the
local search process initiated by the joining nagdevill find
the actual least cost branching path if and onlyhdre no
other nodew e Ty, and w ¢ B(u;) that can be found at
shorter distance, i.e.d(u;,w) < d(u;,v). Indeed, the
distance limit set by the joining nodg on the local search
process by means of the path budget;), allows (if it exists)
to reach a node such thatv € T; ), andv e B(w;); thus,
before triggering the global search process. Howedge to
g*ue finite size of the ballB(y;) <+vn (see [4]), when

ecrementing the path budgety;) such nodes can be found
during the local search phase even thodghodew € T; ),
andw ¢ B(u;) such thatd(u;, w) < min,{d(u;,v)} over all
nodev such thatv € B(u;) andv € T, ). Hence, the stretch
increase is bound by the fraction of such nodeslitioned by
the current number of nodes already belonging édreT ).
The stretch increase can thus be derived from dhewiing
formula:

M'cM i
min{d(u;, v;) | v; € B(u;) Avj € Ty}

1)

— min{d(u, wi) | wi & B(uy) Awy € Ty}

ii.b) If Anodev such thatv € B(u;) andv € Ty, then the
global search process initiated by nadewill find the least
cost branching path. This condition is verifiedtlife path
budgetn(u;) value is sufficient for the request message to

is not reachable by node due to the path budget constraint/®ach nodev € Ty, from the joining nodew;. When this
ie., d(u,w) > m(w). Then the routing path stretch woulgcondition is met, the resulting stretch increasaiisimal.o

increase byd(u,w;) +d(wyj,s) . This increase is minimum
whend(w;,s) is minimum, i.e., whew; = min;{d(w;,s)}.
Since by constructiond(u,w;) >m(u), we could have
obtained as result of the selection of nogethe following
lower bound to the stretch increaseu) + min;{d(w},s)}.
Moreover, by replacing the sourseby any nodey € T, we
can generalize this lower bound thu,v;) + d(v;,y) >
d(w,wy) +dwj,y) > m(w) + minj{d(wj*,y)}.

As the maximum (minimum) distance is given &) (1,
respectively) and the maximum (minimum) path budgetet

to 6(G) (1, respectively), the stretch of the GCMR schésne

56+ 1 28(6) 8@+ 1
0 (max (£, 7555) = 0 0

3) Comparative Analysis

The stretch upper bound of the multicast routinghpa
produced by the ACMR scheme even if universal (i.e.
applicable to any graph) is 2 times higher than tme
produced by the GCMR scheme. It also importantate that

the stretch of the GCMR scheme has a second order

dependence on the network size (due to its depeedamthe
diameter§ (G)). On the other hand, the ACMR scheme shows
a first and a second order dependence on the riesias (due
to its dependence on the number of nodes n andidimeeter
6(G) and the number of nodes.

Fig.1 depicts the routing scheme stretch obtaingd b
simulation of the ST, the SPT, the GCMR and the ATM
scheme (for different values of the parameter khe T

simulations are performed on the CAIDA map of thtetnet

Lemma_Z: the stretch increase of the GCMR scheme I@pology Comprising 32k nodes. The scenario execute

dominated by the sum (over all join events) of tiatio
between the minimum distancesin,{d(u;, v)|v € B(u;) A
veTsy} and min,{d(u;,w)lw ¢ B(u;) Aw e Tsy} such
that min,, {d(u;, w)} < min,{d(u;, v)}.

Proof: LetG = (V, E, w) be a weighted undirected graph; two

cases can occur when considering a joining ngaiepending
on whether the multicast source belongs or not to the
vicinity ball of the joining nodex;:

i) If the multicast source € B(u;), then local search initiated
by nodeu; will find the least cost branching path to theetre

simulates the construction of multicast routinghgator leaf
node set of increasing size from 500 to 4000 nodibk
increment of 500 nodes. Each execution is perforfetimes
by considering 10 different multicast sources. Frdinis
figure, we can observe that the upper bound forAGMR
scheme is not reached (its maximum value reacHes far
k = 1.5). Moreover, the stretch of the GCMR schemenis i
average still twice better than the stretch ofABMR scheme
with a maximum value of 1.08 (for 500 leaf nodesf &
minimum value of 1.03 (for 4000 leaf nodes). Nolsoahat



the comparative gain is weakly influenced by thkigaof the encoding proportional tdog(n) at each node, the total
parameterk. This parameter characterizes the sparse tregemory space consumed by the MDT constructed bynsea
cover construction: the higher the value kofthe lesser the of the GCMR scheme i8(h log(n)), whereh is the size of
number of trees in the sparse tree cover (TC). the MDT. The latter equals when the MDT covers the entire
network.
3) Comparative Analysis

Depending on the value of the parameterthe GCMR

2.4

22 ¢ scheme (forh =n) is O(n) competitive fork =1 and
“.'t;:-:b;}' 0 (n/°9(M)y competitive fork = log(n) compared to the
. Sy = ACMR scheme. The main difference between them st
= ’  SECPETE? that the GCMR scheme depends explicitly on the Mie
whereas the ACMR scheme depends on the network size
1.8 +
5 —o—ST 100
§ —8—SPT/GCMR
? 1.6 + R § 5505 —0O—ST/GCMR
—O=GCMR 2041 =0~ ACMR/GCMR (k=2)
—X= ACMR (k=1.5) —m— ACMR/GCMR (k=3)
1.4 o 30.80 —&~ ACMR/GCMR (k=4)
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>
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€
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Fig.1: Stretch in function of the leaf node seesiz 1 T Preb R w 242
' 176 TeE-a a
B. Memory . , , , ‘ , " 136
1) ACMR 500 1000 1500 2000 2500 3000 3500 4000
The memory space consumed by the ACMR scheme Leaf Node Set Size

documented in Section 6.1 of [3] comprises the spaquired  Fig.2: Memory space consumption ratio in functiéthe leaf node set size
to store the following routing information:

1) Each nodev € V stores the tree routing information Fig.2 depicts the memory consumption ratio of tfie tBe
©(T,v) for all the treeq in its own labelSPLabel(v)',  SPT and the ACMR scheme (for different values af th
which yields a total memory 00(log®(n).log(A)/  parametei) against the GCMR scheme. This ratio provides a
log(log(n))). good indication of the achievable reduction in terof the

2) For each radius € R ={0,1,...,log(4)} and treeT  memory space required to store the routing infoionaand
belonging to the sparse tree co¥h, .- (), the center 1 ting table entries produced by these algorithfhe results
node c(T;(v)) of nodeveT steres the label of all 5r6 ghtained by means of simulation on the CAIDAprofithe
nodescontained in the balB(v,2"), Wh'f+hl Ikeads 0@ |nternet topology comprising 32k nodes. The scenari
total memory over allR| radii of 0(kn'**/*log(8))  gyecuted simulates the construction of multicasting paths
bits. . for leaf node set of increasing size from 500 t@Qidodes

3) Igachlﬂ?odev <V stores O(log(d)) labels of size iy increment of 500 nodes. Each execution isqueréd 10
O(k..n ) to reach the center npdesTi(v)) for all times by considering 10 different multicast sources
radii r € R = {0'11;1"/'1{' log(8)}, which leads to a total o Fig 2 we can observe that for a leaf set0ff Bodes
memory of0 (kn log(8)). L .. the memory space consumption ratio between the AGKIR

_Thus, the ACMR scheme consumes in _tdmvml_ﬂ/ ) the GCMR scheme decreases from 56,40 kfer 2) to 8,43
bits. As the value of the parameterranges in the interval (for k = 4). This ratio decreases as the size of the ledé et
[1,log(m)], we obtain respectively as upper bour@&?) increases. When the size of the leaf set reach@@ Aodes,
and0(n'*'/1°8 (™) Note that the memory consumption of thenis ratio drops to 9.09 (fdr = 2) and 1.36 (fok = 4). These
ACMR scheme is independent of the MDT size. results confirm that the gain in memory space comion
2) GCMR obtained with the GCMR scheme decreases against the
Per multicast source, each node e T, stores in its local ACMR scheme as the size of the MDT increases. The

routing table one entry to the selected upstreade ramd one dependency of this gain with respect to the parantetinds
multicast routing entry. The memory-bit space comsd by its origin in the underlylng_sparse tree cover cartsion that
the multicast routing entry, which indicates thégming ports the ACMR scheme requires: the higher the value hef t
for the incoming multicast traffic is proportiona the local Parameterk, the sparser the tree cover. As the value of this

tree out-degreed,. Assuming an optimal port identifier Parameter increases to its maximal valug(n) ~ 6(g) and
the size of the leaf node set increases, tihhe gain in memory

! The label SPLabel(v) stores the labgl,c(T)) given by Lemma 9 of [3] space consumption tends to 1. However, this stnats

for each tree T part of the sparse tree coversagtng node v.



unlikely to occur in practice as it would imply thtae MDT
comprises all network nodes.

C. Communication Cost

In order to analyze the communication cost it ipamant
to distinguish between adaptive and oblivious rgitiA main
property of the ACMR scheme variant documenteddatisn
6.2 of [3] is the construction of MDTs that areigldus, i.e.,
the multicast routing path from the source s toieery leaf
node is irrespective of the other leaves. Due fiviolisness,
when other nodes join and leave the MDT, this dugsaffect
the multicast routing path to that leaf. In contréise GCMR
scheme is adaptive, i.e., routing decisions maymioglified
once there is a change in the information thatléas to that
decision. This implies that even if the GCMR scheme

a vicinity ball B(s) whose number of edge is given fay This
vicinity ball shall demonstrate the following prapes i) its
size at least as large as the average size ohtel's vicinity
ball, and ii) the radius locally computed from isitgoing
ports is inversely proportional to the neighborteda degree.
Subsequently, when a request message reaches uhdaop
nodes of the balB(s) of the multicast source, the message
is directly routed along the shortest path to therses. This
enhancement prevents searching at the neighborbbalde
multicast traffic source. The total communicatiarstcis thus
determined by:

C(Tw) = ) X+ 2m=p)(A=X)] (@)

2) Comparative Analysis

competitive compared to the ACMR scheme, interldave = simulations performed on the CAIDA map of the Intr

sequences of join and leave events may increasméissage
cost. For this purpose, we distinguish between ‘fban”
communication cost from the adaptation cost, ikne
additional message cost to restore the optimal icaskt
routing path when nodes that previously joinedttee leave
the MDT before the multicast session ends.

1) Join Communication Cost
a) ACMR

The total communication cost of the ACMR scheme loan
derived from the Lemma.7 of [3]. In case of joinyoavents,
the communication cost i9(2°*2.2|M|.log(A).log(n)),
where [M| is the size of the leaf node set.

Since the exponent is at maximum equal to 1 (following
the inequalityp < log (6(G)) with §(G) = 10), we obtain for
the total communication cost
0(16|M|.log(A).log(n)). Moreover, as the minimum
distance of the unweighted graph underlying theerhet
topology is equal to 1, the aspect raticcorresponds to the
diameterd (G) of the graphi; hence, we obtain for the total
communication cos® (16|M|.log(n)).

b) GCMR

In the GCMR scheme, each join event as initiated bpde
u; € V to reach a node € T, results in a communication
cost equal to:

C(uy) = 2uX; +2m(1 — X;) (2)

of the ACMR scheme

topology comprising 32k nodes show that the comigation

cost ratio of the GCMR scheme is relatively higimpared to
the SPT algorithm. As depicted in Fig.3, the comimation

cost ratio between the GCMR scheme and the SPTithigo
increases from 2,69 (for leaf set of 500 node®,1d (for leaf
set of 4000 nodes). The ratio’s slope decreasdsedeaf node
set increases until reaching a saturation levalratalO. It is
worth mentioning that the memory and the capa@tyuired
to process communication messages are relativaliel.
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Fig.3: Communication cost ratio in function of feaf node set size

In (2), u; andm are respectively the number of edges in the When comparing the communication cost of the ACMR
vicinity ball B(u;) of the joining nodey; and the total number scheme against the GCMR scheme for the same topalog

of edgegE| in the graph. The Boolean varialfe = 1 when OPposite trend can be observed from Fig.3. Note Hteat the
at least one node e T, is comprised in the vicinity ball communication cost for the ACMR scheme accounts s

B(w;) of the joining nodey;. Thus, when all the multicast the hidden cost associated to the exchange ofagasttrouting
14 Lt '

distribution tree nodesw e T are outside the vicinity ball
B(u;), the communication cog¥(u;) = 2m.

The total communication cost, i.e., the cost toldtihe
entire MDT, is thus determined by the sum of thaiviual

communication costsC(y;) induced by all nodesi =
1, ...,|M] joining the multicast treg; y:
C(Tow) = ) (20X, +2m(1 = X)) ®)
1

As already shown in [4], defining a vicinity balize

information between joined branching points (fockegoining

nodeu;) and the multicast source nosleThe communication
cost ratio between the GCMR scheme and the ACMRmeh
decreases from 10,22 (for leaf set of 500 node%),38 (for

leaf set of 4000 nodes). The gain factor observésbrw
decreasing the size of the leaf node set playsvorfof the

ACMR scheme and underlines that improvement(s) Ishioe:

further considered to reduce the join communicatost of

the GCMR scheme.

3) Adaptation Cost

proportional toyn/log(n) minimizes the number of messages |n order to evaluate the adaptation cost of the ®CM
exchanged during the construction of the MDT angstthe scheme, we are interested in determining the maximu
communication cost. To further reduce the commuitiba number of re-routing events that this scheme reguio adapt
cost of the GCMR scheme, each multicast sosrcenstructs the MDT upon occurrence of leave events. Rementizithe



ACMR scheme is oblivious (when nodes leave the MIDE,
multicast routing path to the remaining leaf nodssnot
affected); hence, there is no additional adaptat@st.

For the GCMR scheme, which is adaptive, the sibmati
completely differs; in particular, when the nodec Ty,
leaves the MDT after an arbitrary sequencesdfl <o <
[M]) dependent join events, each involving at leastairtae

V. CONCLUSION

This paper theoretically analyzes and compares the

performance of two reference multicast routing &thms
(the shortest-path tree and the Steiner tree), citrapact
multicast routing scheme as proposed in the senpiapér of
Abraham et al. [3] and the greedy multicast routiopeme
recently proposed in [4]. We also confront thessults to

nodes along the path(v,s) from the leaving node to the those obtained by simulation on the CAIDA map oé th
multicast source of the MDT. In this case, a certain numbefinternet topology comprising 32k nodes as of Jarl20

of re-routing events are required to restore théin@ Compared to the ACMR scheme, the GCMR scheme pesvid

multicast routing path.

a better tradeoff between the memory space it reguio

Theorem 1: the number of events triggered by a node IeavirJQCﬁHy store the routing information (includingethrouting

the MDT after an arbitrary sequence of(1<o < |M|)
dependent join events §o. (6(G) — 1)).

Proof: consider the node e T, ),. For each leaf node;, let
p(w;, v;) denote the least cost branching path from negd

v; such thatv; € p(v,s), wheres is the source node of the

MDT. Assume also that node wants to join the tred
knowing that the pathp(u,v) is such thatd(u,v) =
mini{d(u,v;)} > d(u,w;) Vi. It follows that node: selects
the pathp(u,w) such thatd(u, w) = min;{d(u, w;)} to join
the tre€l .
If afterwards nodew leaves the tred ,, the following
conditions must be verified to trigger a re-routengent:
(1) For a nodey along the pathp(u,v): d(y,v) <
dliy,u) + d(u,w) + d(w,v)
Note that if nodey = node u, then d(u,v) <
d(u,w) + d(w,v)

(2) For a nodex along the pathp(u,w): d(x,u) +
du,v) < d(x,w) + d(w,v)

Moreover, following the triangular inequalityl(w,v) <
d(w,u) + d(u,v); otherwise, nodew wouldn't have
selected node v as branching node. Hence, inegya)itcan
be rewritten asd(x,u) +d(u,v) < d(x,w) + d(w,u) +
d(u,v); thus,d(x,u) < d(x,w) + d(w,u).

The minimum number of re-routing events is detegdiby
the number of nodes along the paitx, y) when its distance
d(x,y) = d(x,w) + d(w,v) + d(v,y) is minimum. From
inequality (1), this minimum distance is equal to 3

The maximum number of re-routing events is deteehin
by the number of nodes along the pat{x,y) when its
distanced(x,u) + d(u,y) is maximum. From inequality (2),
the maximum distance verifies the followind(x,u) +
d(u,y) < d(x,w) + d(w,v) — d(y,v).As these distances
are upper bounded b§(G) — 1, the following inequality
holdsd(x,u) + d(u,y) < 6§(G) — 1.o

Since the diametes(G) of the unweighted graplG¢
underlying the Internet topology grows proportidypato
log(n); the number of re-routing events is limited. Datign
of the corresponding message exchange depende @splect
ratio of the multicast distribution tree. Furthewéstigation
would enable determining the total message costraipg on
the aspect ratio of the multicast tree.

table entries) and the stretch factor increaseicaskt routing
paths it produces. On the other hand, the resbligireed for
the join communication cost ratio between the ACBtiReme
(but also the SPT algorithm) and the GCMR schenogvghat
further improvement are still required for the datt

Moreover, the adaptive property of the GCMR scheme

should induce a limited number of re-routing eventsase of
finite sequences of join and leave events compéaoethe
obliviousness property of the ACMR scheme. Futukerkw
will determine if these theoretical performanceulsscan be
verified by simulation for interleaved sequencesadfi and
leave events but also on non-stationary topologies.
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