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Lecture 4
Lecturer: Giovanni Neglia Scribe: Lamghari Mohamed, Abbasi Saber Nawfal

NOTE: The content of these notes has not been formally reviewed by the
lecturer. It is recommended that they are read critically.

1 Introduction

In the previous classes we have seen how taking decisionsrlocally, on the micro scale by each individual
affect the general or the macroscopic state of the system., T'he f%t example, the electrons on circuit by

taking decision tbé optimize a global problem/ which ig minimjzation of the % p%.:er- W lZL

by Joule effect. But in the second example we have seen that this not always . in fact the Joca %
policies may lead t(%Me’Fﬁciency on the macro scale. In the last lesson, the goal was to allocate resources W

to get the maximum from the system capabilities. %
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2 Problem Qv
N W
Having a such graph with 3 soul@es: 51,52 and S3 aiming to communicéte with De,%/ltinations: D1, D2

and D3. The problem is how to allocate the shared links between different communications paths.
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Figure 1: Communication network example

Considering T1,T2 and T3 respectively the throughput of each source S1,52 and S3 looking at the

shared links we have the following constraints: 77 + 75 < 1,71 + T3 <1
One may be Ydemocratic” and do a Max-Min Fairness and give the following allocations:

1 1 1
Th=-,T,=-,T3=—
1 2a 2 2) 3 2
The global throughput will be :
3
3
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while another one can de;
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Ty =0 Ty=1, Ty =1
And the global throughput will be: z

3 Al
_ T=Y) T :g> 3/2
Mose inan i=1
Doing Maximmsa—{rrmimorrF may induce Low utilization of the system.

The question now is how to stay in the middle, between a fair allocation and a high utilisation of the
system.

Here we can talk about Proportional Fairnesss

The proportional fairness insure an optimal allocation to maximize T and in the same time (in some
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back to our example, doing proportional fairness we get th%@lowmg results ’(y Fu a (’ 6 /(j
3 Q}

1
Tl*:g TQ*——, and?
wier w
[ f/ /‘/ [ I T1 O\A/Welghted proportional fairness: More generall{’we talk about welghted proportional ffirness L> v

T™* is proportional fair if:
Z Wi(T; — T;)

J/ﬁM@LWMW .

T* is weight proportional fair if only if it solves:

/

<0 Wvo

Maximize( ZW (X))

AX<C
X>0

T v s Wty ho WiE
The Utility function: / /‘/”} EOA 0 C[
Maximize(z U.(X,)) /////5‘ /9/6 Ogé_ 4 /7 ?

subject to: A.X <C

x20 4 pgs g
PROFFETIIZ o= (

The question is how to get the utility function

we define: \, = g{v_: M’Z/"' T 15 -///'Zé/ //V T[KIOKZWT}DW 7
OF 2 7
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Figure 2: The users network relation

The User optimization system is the following, User(U,, \,) :

WT)—WT) lﬂ/l/ljlgt)ote[ﬁT/0W?

Maximize (U, ( S

T

Wr <0

The Network optimization system is the following, Network(W,A,C):
maximizesiﬂa/(Wr.ln(Xr))
AX<C
X>0
User + Network == System
Decomposition Theorem: 1. If 33X, W and A such that:
1. Vr, W, = X, A\
2. X is the solution of NETWORK(W,A,C)
3. ¥r, W, is the solution of USER(U,, \.)
Then X is the solution of SYSTEM(U,A,C).

3 Solving Problem
In order to solve the SYSTEM problem we will use theorem 2 seen in the previous h%)urses.lglt the
hypothesises of the theorem are not all satisfied.In fact the derivative of U is not undefiled in 0. So we
will find another border for X:
X*
IX* and let b= min,(—)
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OTHEAWISE THEKRE IS 1O AbvanvTAGH
A TO LphsIbEE ProB&/ £/}
SoV¥(r): X, >b 70

Coming back to the SYSTEM problem with the new constraint border ”b”:

Maximize(Z(Wr. In(X,))

AX*<C*
X, >b

Now we are in the framework of theorem 2.
Let’s define the Lagrangian function:

Ls=Y U(X)+ > 0(Ci— D X,)
T l

r/ler
We have:

aLszo W/_{y?

0X,

then
Un(Xn) + > 0=0
l/ler

Now let’s try to solve the two problems, USER and NETWORK:
USER:
All the conditions of theorem 1 are now verified so:
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then

1 w,.'
— U, —1=
" U, ( )\T) 0
So —
)\7‘ — Up r
U5
Since U,»(V/\V: )/ is monotone then (U,ﬂ(‘f\V: )/)_1 exists and we have:
\
~J
ne1_ Wr
WHVZ (U-()) =5

Thus
W, = A\ (U (\)) ™Y (equation : 0)

NETWORK: Once again we are in the forn% of theoremz Let’s define 4/ 12, . _/_77/ £ ff O 55/(577
Ly =L(X,p)=> Woln(X,)+ > wm(Cr— Y X,) L5 //f:f_fl/zﬁ//_~
v z ver  RUT WE cAqy/
the Lagrangian of the network 62// /2 (_ 5/"0 b \7/ / 7——

We have (according to theorem 7). vy 77—/ T/—/ (_—f 5/4%7 L/_
OLN

X, = 0 /\'PI@?Q/%&/% @[:Z_Q]U&f

So:
7% 3
X

Zuf =0,u; >0 (equation : 1)
ler

But we have
Wy =X\ (equation :2)

Thus (equation 1 + equation 2 )
A= Z,u?‘ (equation : 3)

ler ’/'7'{4( (J//A((—Z[ 7/A/G~

Then we get the fourth equation: _
equation 0 + equation 2 + equation 3 == equation 4 /ZL' ASoN NNV o~ [ S
Ur/(Xr) = Z,ul* (equation : 4) ”\7 /S S/A/&
ler

A practical way to solve the optimization problem is to do the penalty approach. The penalty method
replaces a constrained optimization problem by a series of unconstrained problems whose solutions ideally
converge to the solution of the original constrained problem
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