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Abstract. We provided in [14] an augmented reality guidance system
for liver punctures, which has been validated on a static abdominal phan-
tom [16]. In this paper, we report the first in vivo experiments.

We developed a strictly passive protocol to directly evaluate our sys-
tem on patients. We show that the system algorithms work efficiently
and we highlight the clinical constraints that we had to overcome (small
operative field, weight and sterility of the tracked marker attached to the
needle...). Finally, we investigate to what extent breathing motion can
be neglected for free breathing patient. Results show that the guiding
accuracy, close to 1 cm, is sufficient for large targets only (above 3 cm
of diameter) when the breathing motion is neglected. In the near future,
we aim at validating our system on smaller targets using a respiratory
gating technique.

1 Introduction

The treatment of liver tumors by Radio-Frequency (RF) is a new technique which
begins to be widely used [11]. The guidance procedure to reach the tumors with
the electrode is generally made visually with per-operative 2D cross-sections
of the patient using either Ultra-Sound (US), Computed Tomography (CT) or
Magnetic Resonance Images (MRI). Practitioners empirically evaluate their tar-
geting accuracy around 3 mm. However, the insertion needs repetitive CT/MRI
images for needle adjustment (if CT/MRI guided) and sometimes several rein-
sertion attempts. This lengthens the intervention duration, and increases post
procedure complications and radiation exposure (when CT-guided). Moreover,
the targeting accuracy depends on the practitioner’s experience.

Some systems have already been designed for puncture application. However
they are quite expensive, or unsuitable for liver punctures. Some of them need
a robotic arm [4, 7] or a head mounted display associated to a cumbersome
reference structure attached to the MRI table [18]. Others [6] guide the needle
placement when it is contained in a single axial CT slice. Their system is suited to
the majority of cases but not to liver punctures. Indeed, most of liver punctures
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cannot be realized along an axial plane because of the critical structures that
have to be avoided (like vessels). Finally, the C-arm systems presented in [2, 12]
do not allow to visualize what structures are on the needle path, which prevents
their use for liver punctures.

To help practitioners, we developed in [14, 16] a low cost augmented reality
(AR) guidance system for CT/MRI assisted liver punctures: only one PC, two
cameras and some radio-opaque markers are necessary. Despite breathing mo-
tion, we choose to use a rigid model since the patient is usually under general
anesthesia and intubated to limit the pain (60% of CT-guided RF ablation are
done under general anesthesia at the Strasbourg Hospital). Thus it is possible
to ask for a breath control that can provide a tumor repositioning error about
1 mm (see [20, 1, 19]). This system was fully validated on a static abdominal
phantom [14, 16]: several surgeons and engineers were able to reach targets with
an accuracy of 2 mm and a duration under 40 sec.

In this paper, we report the first introduction of our system in the operating
room (OR) during interventions on patients. After a presentation of our system,
we explain how we evaluate its accuracy on patient with a safe protocol that we
developed. Then, we present encouraging results which show that a full validation
is possible with few additional constraints in the OR.

2 System Components

In our setup, two jointly calibrated cameras are viewing the skin of the patient
who is lying on the CT-table. A 3D model of the patient (including his skin, liver
and tumors) is automatically obtained from the first CT scan [17], and is rigidly
registered in the camera frame thanks to radio-opaque markers previously stuck
on the patient’s skin. The needle being tracked by the cameras, we display on a
screen its relative position with respect to the patient model.

In this section, we summarize the basic algorithmic principles of our system.
Firstly, we explain how we automatically extract and match the radio-opaque
markers (to avoid time loss). Then, we describe the 3D/2D criterion we use to
register the 3D patient model in the camera frame, and show how we track the
needle position in real-time. Finally, we present the guiding interface designed
with surgeons.

2.1 Automated Data Processing

The principle of the marker localization in the video images is based on a HSV
color analysis, followed by a component size and shape thresholding. The markers
in the CT-image are extracted by a top-hat characterization that emphasizes
small singularities on the skin surface.

The matching between the video markers is realized with epipolar geometry,
and the correspondences between video and CT markers are carried out by a
prediction/verification algorithm. A validation study [14] showed that these al-
gorithms are robust and that the overall computation time of the extraction and
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matching process is below 120 sec (CT marker extraction - done once - takes 118
sec. on average, video marker tracking and registration are refreshed at 10 Hz).

2.2 Registration of the Virtual Model in the Camera’s Frame

We choose a 3D/2D point registration approach to provide the rigid transfor-
mation that relates scanner frame and camera frame. The classical choice is to
optimize the SPPC criterion (see [15]):

SPPC(T ) =
S∑
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where S (resp. N) is the number of cameras (resp. markers), m̃
(k)
i is the observed

2D coordinates of the ith markers in the kth video image, M̃i is the observed 3D
coordinates of the ith markers in the CT-image, P (k) the projective function, ξk

i

is a binary variable equal to 1 if the ith marker is visible in the kth video image
and 0 if not, and T the sought transformation. However, this criterion considers
that noise only corrupts the 2D data and that 3D data are exact. In our context,
this assumption is erroneous as the marker extraction from the CT-image is
corrupted by noise as well.

A more realistic statistical hypothesis is that we are measuring noisy versions
M̃i of the unknown exact 3D points Mi (more details are given in [15]). A
ML estimation of the transformation T and the auxiliary variables Mi leads to
minimize the Extended Projective Points Criterion (EPPC):
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2.3 Needle Tracking

To track the needle location and orientation in the camera frame, we attach
an oriented square marker whose corners are automatically localized on video
images in real-time using an adapted version of the ARTkit library [9]. Then,
knowing the size of the square, we are able to localize it in the camera reference
frame by minimizing the classical 3D/2D SPPC criterion. Calibrating the relative
needle position with respect to the square marker with the pivot method [10], we
are finally able to superimpose the virtual model on the real one on video images.
An accuracy evaluation realized in simulated clinical conditions (cameras 1.5 m
away from the needle with a test volume of 40 × 30 × 25 cm3), showed that the
average superimposition error of a radiofrequency needle was 0.95 mm.

2.4 A Secured and Ergonomic Guidance Interface

Our interface has been optimized with surgeons, in order to provide them a clear
and intuitive tool. It is divided into three screens (see Fig. 1) described below.
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Fig. 1. Illustration of the three screen guidance
interface

The bottom left screen dis-
plays one of the two video
images returned by our cam-
eras, on which can be super-
imposed the virtual needle and
the 3D patient model. The user
can check visually the regis-
tration quality by superimpos-
ing virtual elements (like skin
and radio-opaque markers). In
the right screen, the 3D vir-
tual scene, composed of the 3D
patient model and the needle
representation, is rendered from
a viewpoint controlled by the
user. Moreover, it is possible to
display the CT-scan from which the reconstruction is made, and navigate
through its slices. In the top left screen, we display a view that corresponds
to what would see a camera positioned on the needle tip and oriented along its
axis. This view facilitates the orientation of the needle toward the point to be
reached before its insertion.

3 Clinical Experiments on Patients

We have previously evaluated the whole system on an abdominal phantom [16],
and we have shown that, with simulated clinical conditions, our system accuracy
and ergonomy are fully validated. However, in an OR, we will undergo addi-
tional constraints (lack of room, luminosity variation, validity range of rigidity
assumption) that may hamper marker extraction, needle tracking and 3D model
registration accuracy.

To check the efficiency of a system in real clinical conditions, the standard pro-
cedure is to make several tests on animals (like Vogt [18] or Mourgues [13]). How-
ever, it does take a long time to get animal study authorizations (at least 6 months
in Strasbourg). Moreover, animals are not optimal models for evaluation: their
anatomy size and shape, skin color, vessel branching structure and tissue mechan-
ical properties are different from human ones. Thus, we propose to introduce our
system in the OR directly on human patients, thanks to a strictly passive setup: the
intervention is realized with the setup needed by our system, yet with the standard
CT-guided protocol. In these conditions, no ground truth is available to evaluate
the accuracy of our system (invasive technique are needed, which is not clinically
acceptable). Thus, we designed a protocol that allows to assess the system accuracy
w. r. t. the practitioner accuracy, without any risk for the patient.

In the sequel, we firstly describe the evaluation protocol we developed. Then
we present the first experiments we realized on patients. Let us highlight that
these experiments are not aimed at validating the system but just at evaluating
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it to determine the problems that need to be overcome to introduce it in the OR.
The standard protocol was not modified, which means that patients breathed
freely during the interventions. Then, it allowed us to see to what extent breath-
ing motion could be neglected or not.

3.1 A Safe Validation Protocol with Patients

The purpose of the method is to measure the distance between the real tumor
and the virtual tumor registered by our system. Since no ground truth is avail-
able (without modifying the intervention protocol with an invasive procedure)
for the real tumor position, we consider the final position of the needle as a
reference. Then, we measure, at the end of the needle insertion, the distance
between the needle tip and the target registered by our system. This target is
a point Cscan within the tumor that the practitioner defines (in the first acqui-
sition CT0) as the point he is targeting. Obviously, our reference depends on
the practitioner’s accuracy. Radiologists and surgeons evaluate their targeting
acurracy to 3 mm. Therefore, to show the equivalence between our system and
the practitioner, we have to obtain an average distance close to 3 mm (assuming
that both practitioner targeting and system registration errors are unbiased).

Figure 2 summarizes the different steps of our protocol and how we get a
measure. To be in our system setup, a square marker is attached to the needle,
radio-opaque markers are stuck on the patient skin, and we set our two cam-
eras in the OR. The practitioner performs the intervention with his radiological
protocol (repetitive CT acquisitions) without any advice nor instruction from
our system. Note that the radiation exposure is not negligible since 40 sets of 4
slices are at least taken for each tumor. When the needle insertion is completed,
the practitioner checks visually (using a control scan) that the needle tip was
sufficiently close to the initial target. This is done to avoid a bias. Then, we make
a stereoscopic video acquisition of the patient abdomen (with the radio-opaque

and introduced in the OR

Using the radio−opaque markers

Registration
3D/2D

Radio opaque markers are stuck on the
patient skin. The square marker is attached
on the needle. The cameras are calibrated

CT−scan acquisition: CTo

computed in the camera frame.
The needle tip coordinates are then 

and the needle.
Video acquisition of the patient 

Then, we can compute the coordinates of
CTo is registered in the camera frame.

Computation of the 3D distance

between the needle tip and C_cam
C_scan in the camera frame, resulting in C_cam

Following the standard radiological protocol
the expert inserts the needle and deliversThe expert localizes in CTo the

point he targets. the treatment.

Fig. 2. Description of the validation protocol without any risk for the patient. It allows
to obtain an assessment of the system guidance error with respect to the targeting error
of the practitioner.
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markers) and of the square marker attached to the needle. From this acquisition,
we estimate the needle tip position Pcam and register the target Cscan (originally
defined in CT0) in the camera frame. The registered target Ccam is the point
toward which we would have guided the practitioner if he had used our system.
Finally, our accuracy measure is given by the distance d(Pcam, Ccam).

3.2 Results

We have introduced our system three times in the OR. All the data processing
algorithms worked efficiently (marker extraction and matching, needle tracking,
3D/2D registration). Figure 3 shows several augmented images obtained during
the interventions. Quantitative accuracy results are shown in table 1.

The measured average accuracy is 9.5 mm, which is two to three times larger
than the value needed to show the equivalence between our system and a prac-
titioner. We think that most of the error can be attributed to the free breathing
of the patient during the intervention. Studies showed that the liver moves over
1 cm with respect to the skin with free breathing [5]. This means that the 3D

Fig. 3. Top left: visual check of the 3D model registration quality. The radio-opaque
markers of the 3D reconstructed model are well superimposed on these visible in the
video images. Top right: augmented view of the patient at the end of the needle in-
sertion. Bottom left: view in transparency of the patient. The edge of the patient skin
seemed perfectly superimposed with the 3D reconstruction edge. Bottom right: for this
patient, only 7 markers were detectable among the 18 initially stuck.
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Table 1. Results of the system evaluation on three patients

Tumor General Gas volume Number of Accuracy
type anesthesia monitoring markers used/stuck R-S (mm)

Patient 1 Liver no no 7 / 18 12.0
Patient 2 Bone yes no 16 / 19 6.7

Patient 3 : tumor 1 Liver no no 9 / 15 8.0
Patient 3 : tumor 2 Liver no no 9 /15 11.3

Average - - - 10.6 / 17.3 9.5

model reconstructed from the initial CT-scan was not close enough to reality to
obtain an accurate rigid registration.

The second error cause is the low number or radio-opaque markers used for
the transformation computation. Indeed, although we stuck around 17 markers
on the patient skin, only 10 on average were imaged in the initial CT-scan CT0
(one can see on Fig. 3 that the 3D model does not contain all the radio-opaque
markers). Moreover, on the first patient, the operative field was not large enough
(for sterility reasons) and reduced the number of visible skin markers. This issue
was solved afterward with the use of sterile transparent stickers that were stuck
on the patient skin (see top right Fig. 3). Another explanation of the error is the
relative position of the target with respect to the radio-opaque marker used for
the registration. Since many unused markers were the closest ones to the target,
the theoretical inaccuracy increased.

Note that we obtained our best accuracy result (6.7 mm) for the bone radio-
frequency intervention. For this patient, the target was far away from the upper
abdomen in a more static zone (see top left Fig. 3). Therefore, we are convinced
that we can provide better results if a respiratory gating technique is used.

4 Conclusion

In previous papers [14, 16], we developed and validated on phantom an AR sys-
tem to guide liver percutaneous punctures in interventional radiology. This video
based system tracks in real time the puncture needle and automatically registers
(at a 10 Hz rate) the 3D patient model in the camera frame using radio-opaque
markers. To show the robustness of the system in the OR (needle tracking,
marker detection), we proposed to introduce it passively during interventions on
patients. Since a passive approach limits the possibility of accuracy evaluation,
we designed a new protocol that allows to assess the system accuracy without
any risk for the patient. To our knowledge, it is the first time that an evaluation
of AR-guided liver punctures is experimented on patients.

The three experiments we realized were an essential step to refine the con-
straints for using our system in a clinical setup. Firstly, we needed to build a
square marker in sterile plastic for the needle tracking. On the one hand, it had
to be sufficiently light to avoid curving the needle once inserted. On the other
hand, its size had to be small to avoid touching the CT-gantry during the control
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scans (currently it is too large for an MRI gantry). Secondly, we have experi-
mented problems with the positioning and visibility of the radio-opaque markers.
They have to be stuck carefully in the liver range to be imaged in the first CT-
scan. Moreover, they are not visible in the video images if the practitioner does
not enlarge the operative field (this could be realized with transparent sterile
stickers). Finally, markers being non sterile, we could not stick them close to the
entry point, inducing a loss of registration accuracy. This has to be compensated
with a greater number of markers.

From a technical point of view, we showed that our system worked well in
clinical conditions. However, we observed a positioning error which is larger than
the practitioner’s one, due to the breathing motion. We can take this motion into
account either by modifying the clinical setup, i.e. by requiring a respiratory
gating technique, or by modifying our system, for instance using a non-rigid
model [3, 8]. Although the current accuracy of the final positioning is sufficient
only for large targets (diameter above 3 cm), practitioners estimate that the
system provides relevant informations for orienting the needle at the beginning
of the insertion. This initial guidance could avoid several insertion attempts.

In the next step, we will perform an evaluation with intubated patients under
breathing control. Practitioner movements will be synchronized on the respira-
tory cycle point corresponding to the first CT acquisition. These experiments
should show that the system can be used in pseudo static conditions.

We are currently adapting this work for laparoscopic application. We track
the endoscopic camera and surgical tools to provide surgeons with AR view
in the endoscope coupled with the relative position of tools. We hope to test
that new system on static organs linked to the spine in less than six months.
Eventually, since it would be more comfortable for patients and less complicated
for practitioners to avoid respiratory gating techniques, we intend to use a non-
rigid registration coupled with real time US images.
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