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a b s t r a c t

Computational models of the heart at various scales and levels of complexity have been independently
developed, parameterised and validated using a wide range of experimental data for over four decades.
However, despite remarkable progress, the lack of coordinated efforts to compare and combine these
computational models has limited their impact on the numerous open questions in cardiac physiology.
To address this issue, a comprehensive dataset has previously been made available to the community
that contains the cardiac anatomy and fibre orientations from magnetic resonance imaging as well as
epicardial transmembrane potentials from optical mapping measured on a perfused ex-vivo porcine
heart. This data was used to develop and customize four models of cardiac electrophysiology with
different level of details, including a personalized fast conduction Purkinje system, a maximum a poste-
riori estimation of the 3D distribution of transmembrane potential, the personalization of a simplified
reaction-diffusion model, and a detailed biophysical model with generic conduction parameters. This
study proposes the integration of these four models into a single modelling and simulation pipeline, after
analyzing their common features and discrepancies. The proposed integrated pipeline demonstrates an
increase prediction power of depolarization isochrones in different pacing conditions.

! 2011 Elsevier Ltd. All rights reserved.

1. Introduction

Integrative models of cardiac physiology are important for
understanding disease, treatment evaluation, and intervention
planning. Advances in computational physiology of the heart in

recent years have improved our understanding of the patho-
physiological mechanisms underlying several cardiac diseases,
advancing towards amore patient-specific diagnosiswith the goal of
pre-operative in silico interventional planning (Smith et al., 2011).

The current state-of-the-art builds on over four decades of work
developing computational models of the heart across a range of
different levels of complexity and spatial-temporal scales to
simulate cardiac electrical activation. The degree of complexity of
the model is usually selected as a function of the targeted appli-
cation and has a great impact on computational load. The interested
reader is referred to a complete review of these models in Clayton
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et al. (2011a). These models can be broadly categorized into two
main groups: Ionic Models (IM) and Phenomenological Models
(PM). IM (Noble, 1962) characterise ionic currents flowing through
the cardiac cell membrane, allowing detailedmodelling of events at
the cellular level, using many parameters. As such, IM are not well
suited for parameter personalization procedures due to computa-
tional cost limitations and the very limited availability of cellular
data for an individual (Fink et al., 2011). Within PM, Eikonal Models
(EM) (Keener and Sneyd, 1998) are computational efficient but
simple models based on wavefront propagation and describe only
the time at which a depolarization wave reaches a given point
without precisely modelling the action potential. At the interme-
diate level are other PM such as the MitchelleSchaeffer (MS)
(Mitchell and Schaeffer, 2003), which describe the action potential
generation and propagation along the cell membrane with
a reduced number of ionic currents.

These model frameworks have significant potential to improve
therapy planning and guidance of complex cardiology interventions
such as Cardiac Resynchronization Therapy (CRT) in Heart Failure
(HF) patients and Radio-Frequency Ablation (RFA) in patients
suffering from Ventricular Tachycardia (VT). Both procedures have
low success rates (around 30% of non-responders for CRT
(Strickberger et al., 2005) and 50% for RFA of VT (Aliot et al., 2009))
due to sub-optimal patient selection and the absence of a clinical
consensus on key intervention settings (e.g. optimal number and
position of leads andRFablationpatterns). Thus, these interventions
often involve long trial and error procedures, with the outcome
being highly dependent on the experience of a specific cardiologist.

However, in order to translate simulations into a clinical context,
there is an important need for personalization of such models, i.e.
estimation of the model parameters which best fit patients clinical
data. Using such patient-specific cardiac models, then in turn,
provides away topredict in silico the impact of different intervention
settings for improved and personalized planning of these therapies.

Several authors approached personalization in cardiac models
using different sources of data. For instance, patient-specific cardiac
anatomy (heterogeneous tissue properties, microstructural infor-
mation, coronary tree) (Sermesant et al., 2006; Camara et al., 2010c;
Xi et al., 2011; Niederer et al., 2011), heart mechanics (motion/
deformation/pressure) (Wang et al., 2009; Xi et al., 2011; Wong
et al., 2007) provided by imaging modalities and electrophysio-
logical information given by non-invasive electrocardiograms
(Wang et al., 2010a) or invasive electrophysiological patient-
specific data (Chinchapatnam et al., 2008).

However, clinical translation of these cardiac models has been
hampered by the absence of complete and rigorous technical and
clinical validation, as well as benchmarking of the developed tools.
These are only feasible provided that benchmarking and ground-
truth data capturing generic knowledge on the healthy and path-
ological heart is available.

To address this issue, a dataset containing the cardiac anatomy
and fibre orientations from magnetic resonance images (MRI), as
well as epicardial transmembrane potentials from optical mapping
(Pop et al., 2009) acquired on ex-vivo porcine hearts, have previously
been made available to the community. The obtained results, which
were recently presented and discussed at the STACOM-CESC’10
workshop (Camara et al., 2010a), included: i) a new methodology
to customize and regularize heart shape and myocardial fibre
orientation to predict activation waves in these personalized
meshes with generic conduction parameters (Lamata et al., 2010b);
ii) a statistical model-constrained framework to produce maximum
a posteriori (MAP) estimation of the 3D distribution of trans-
membrane potential (Wang et al., 2010b); iii) a personalized
simplified reaction-diffusion 3D electrophysiological model
(Mitchell-Schaeffer) (Relan et al., 2010a,b); iv) a personalized fast
conduction Purkinje system (regional density of terminals and latest
endocardial activation) with a simple Eikonal-based electrophysio-
logical model (Camara et al., 2010b).

Fig. 1. Global scheme of the joint analysis and combination of the four different electrophysiological models with common experimental data.
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The main goal of this work is to present initial developments of
an integrated system that combines these different model and
personalization strategies. The proposed model pipeline propa-
gates personalized material parameters and boundary conditions
derived from simple models to customize more biophysically
detailed models, as illustrated in Fig. 1 (velvet arrows indicate the
order of the pipeline). This pipeline illustrates the complementary
roles of statistical, phenomenological and biophysical approaches.
Their common features and discrepancies are jointly analyzed
when applying these models to assimilate the common experi-
mental data (blue arrows in Fig. 1) and evaluate their observation
reproducibility. The prediction capabilities of the integrated pipe-
line are assessed by estimating the activation time errors obtained
in one pacing configuration with parameters learned in a different
pacing scenario at every stage of the pipeline.

2. Experimental data and ground-truth

2.1. Optical mapping

Two swines weighting approximately 25 kg were anaesthetized,
the chests opened, and their hearts exposed and excised after
euthanasia (in accordance with animal research protocol guidelines
approved at Sunnybrook Health Sciences Centre, Toronto, CA). The
experiments are described inmore detail in (Pop et al., 2009). Briefly,
the aorta was rapidly cannulated and attached to a Langendorff
perfusion system specially developed for explanted large hearts (see
Fig. 2(a)). For the optical fluorescence imaging, a 20 mL bolus of
fluorescence dye solution (di4-ANEPPS, Biotium Inc) was injected
into the heart via the perfusion line. The voltage-sensitive dye was
excited with green light (530 ! 20 nm) via 150 W halogen source
lamps (MHF G150LR, Moritek Corp, Japan), labeled ”S” in Fig. 2(a).
The optical signals emitted from the hearts were filtered (>610 nm)
and captured by two high-speed CCD cameras (MICAM02, BrainVi-
sion, Japan) at 270 frames/s. The field of view was 12 " 8 cm2

yielding an approximately 0.7 mm spatial resolution.
Further analysis of the fluorescence signal (at each pixel) was

performed in Matlab to study the action potential (AP) wave charac-
teristics reflected by changes in fluorescence signal during depolar-
ization and repolarization phases (see Fig. 2(ced)). Next, the optical
images recorded by the 2 CCD cameras were used to reconstruct
a stereoscopic 3D surface of the heart, as described in (Chung et al.,
2006). Furthermore, at the completion of the fluorescence record-
ings, several opaque markers were glued onto the epicardium and
used for registering the 3D stereo surface to the volumetric mesh of
the heart generated fromMR images as explained in (Pop et al., 2007).

2.2. Magnetic resonance imaging and fusion with optical data

The hearts were gently placed in formalin and no longer than
3e4 days days later (to allow preservation of ventricle while

avoiding further shrinkage), the surgically prepared ventricles were
imaged using a 1.5-T Signa GE MR scanner for characterization of
anatomy and myocardial fiber directions. The heart anatomy was
extracted from the un-weighted images and used to generate the
volumetric mesh for the mathematical models. The in-plane reso-
lution was 0.5 " 0.5 mm2 and slice thickness was 1.5 mm, which
was suitable for the extraction of fibre direction and generation of
high-quality meshes needed in multi-scale modelling.

The features computed from the optical data (depolarisation
and repolarisation time isochrones) were projected on the volu-
metric myocardial mesh derived from the diffusion tensor MRI (DT-
MRI) as detailed in (Pop et al., 2009). Here, we used one of the two
available ex-vivo hearts, which were MR and optically imaged for
steady state cycles, as illustrated in Fig. 2. The dataset we used
contained 2 different optical datasets, paced at a frequency of
1.1 Hz, but obtained using 2 different pacing locations, near the
apex of the Right Ventricle Epicardium (RV-Epi) and the Left
Ventricle Endocardium (LV-Endo).

3. Personalization strategies for multi-level computational
models of the heart

Four different computational models and personalization
strategies were applied to the experimental data described above,
each of these models having different levels of complexity and set
of parameters:

1. Personalization of Purkinje terminals of the cardiac conduction
system with an Eikonal method (PURK)

2. Maximum a posteriori estimation of 3D transmembrane
potential using a simple phenomenological model as constraint
(MAP)

3. A simplified reaction-diffusion electrophysiological 3D model
(MitchelleSchaeffer) with personalized tissue conductivity
(MS)

4. A detailed biophysical ionic model with generic tissue
conductivity parameters on a regularized heart shape and fibre
orientation (IM)

3.1. Personalization of Purkinje terminals of the cardiac
conduction system

There are some parameters that currently cannot be measured
in vivo such as Purkinje fibre anatomy, which have a strong influence
on the electromechanical behaviour of the heart (Romero et al., 2010).
Zimmerman et al. (2009) developed a methodology to generate
Purkinje trees specific to a given biventricular geometry. However,
several parameters of the Purkinje tree generation such as the density
of end terminals were not personalized andwere chosen according to
literature.

Fig. 2. Optical fluorescence imaging in explanted porcine heart perfused via a Langendorff system: (a) snapshot of the optical set-up using two CCD cameras; (b) 2D optical image
showing the position of pacing electrode; (c) example of depolarization map record (red represents depolarization phase while blue represents repolarization phase); and (d)
example of the normalized action potential waves recorded from one pixel at a pacing frequency of 1.1 Hz (shown over 3.7 s).
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Camara et al. (2010b) recently presented a pipeline for the
personalization of model-based Purkinje system using fast electro-
physiological models and the optical mapping data described in
Section 2. The regional density of the Purkinje terminals and the latest
endocardial activation time were the parameters to personalize to
better fit the available data. A genetic algorithm maximizing the
similarity between the outcome of the electrophysiological simula-
tionsandmeasurementsobtained fromopticalmappingdatawasused
for the optimization of the parameters. Subsequently, the regional
densityof Purkinje terminalswas thenused to randomlydistribute the
stimulation points in each region. Finally, a Purkinje tree with 1D
elements was constructed from the terminals following the shortest
geodesic path principle to connect them to themain branching points
(atrio-ventricular node, right and left bundle branching) that are
manually defined (Pashaei et al., 2011). We also introduced into the
personalization procedure the last activated endocardial stimulus
since the available experimental data had a very long total activation.

In this paper, we used a simplified electrical wave propagation
model that is solved on the ex-vivo porcine anatomical model,
including themyocardial fibre orientation provided by the available
DTI data and the Purkinje terminals given by the algorithm
described above. The model that is used in this study is based on
the HamiltoneJacobi (HJ) equation. The Eikonal equation is an
important member of the HJ equations, which can be described in
anisotropic format as:
!
VfTTTVfT # 1 ¼ 0; xi˛U
fðxiÞ ¼ f0ðxiÞ; xi˛vU

(1)

wherefðxiÞ is the activation time at the node iwithposition xi,U is the
myocardial computational domain and vU are the points containing
initial values (stimulationpoints). T is the anisotropy tensor defined as
T¼AF, whereA is the orthogonalmatrix representing the unit vectors
along the myofiber local coordinate system and F is a diagonal matrix
whose diagonal elements are equal to the components of the
conduction velocities along the myofiber local coordinate axes.

In order to solve this equation, we used the Fast Marching
Method (Sethian, 1996) to HamiltoneJacobi equations of Eikonal
type by a finite difference discretization up-wind scheme. Simula-
tions were performed using the OpenCMISS2 numerical modelling
environment. The conduction velocities along and transverse to the
myocardial fibres were set to values from the literature (Caldwell
et al., 2009). Hence, a value of 0.67 m/s was taken as conduction
velocity along the myofibre axis and 0.24 m/s transverse to this,
whichwas an average between themaximum conduction velocities
parallel to themyocyte layers, 0.30m/s, and normal to them, 0.17m/
s. These values resulted on an anisotropic ratio of conduction
velocities equal to 2.8 between the longitudinal and transverse
components. The conduction velocity of the Purkinje system was
computed from the distance between the stimulus and the point
with the latest endocardial time found in the optimization stage.
One forward simulation of the Eikonal model took in average 5 s in
a standard PC.

The cost function was the absolute mean error, integrated over
all regions with available measurements, between simulated
depolarization time maps and the ones extracted from the optical
mapping data. Due to the discrete nature of the parameters to
optimize and the randomness of the location of a particular Pur-
kinje end-terminal within a region, we choose to use a classical
genetic algorithm for the personalization of regional density of
Purkinje end-terminals and for the latest endocardial time.
Following observations by Durrer et al. (1970), we did not allow the

presence of Purkinje end-terminals in some regions (mainly basal
regions) and we forced the presence of at least one end-terminal in
the remaining regions. The optimization of the Purkinje parameters
with the genetic algorithm was quite demanding computationally
due to the number of simulations per iteration. For convergence,
230 k simulations were run, taking around 10 h using 4 nodes of
a cluster with 8 processors each. Details about the optimization
algorithm can be found in Camara et al. (2010b).

3.2. Maximumaposteriori estimation of 3D transmembrane potential

To infer transmural electrophysiological details from surface
mapping data is complicated due to the issue of model identifiability
given limited quantity andquality of available observations. Therefore,
simplified macroscopic PM models suit better this purpose with
lower degrees of freedom and simplified description of tissue-level
phenomena compared to cellular models. However, a simplified PM
model introducesmodeling errors not only in the parameters but also
in the substantially simplified structures, plus other uncertainties
coming from unknown initial conditions. It is thus challenging to
attribute all these uncertainties tomodel parameters; especiallywhen
model parameters are optimized to fit one particular observation.

Hence Wang et al. (2010b) present the approach of Bayesian
maximum a posteriori estimation that was originally developed to
use non-invasive body-surface electrocardiographic data. Here this
technique was adapted to use the provided epicardial optical
mapping data described in Section 2 to estimate subject-specific
volumetric transmembrane potential (TMP) dynamics. The ventri-
cles are modelled by 1045 unconnected and meshfree points
evenly-distributed inside the provided finite element mesh, where
the fiber orientation of each point is interpolated from its nearest
neighbour in the FEM mesh. The simple PM two-variable
AlievePanfilov model (Aliev and Panfilov, 1996) is used to
constrain the TMP estimation:
!
vtu ¼ divðDVuÞ þ kuðu# aÞð1# uÞ # uv
vtv ¼ #eðvþ kuðu# a# 1ÞÞ (2)

where u is the normalized TMP and v the recovery current. The
longitudinal and transverse components of the diffusion tensor D is
set to 4.0 and 1.0 (Rogers and McCulloch, 1994), respectively.
Parameters e, k and a determine individual TMP shapes, and here e
and k are fixed to 0.01 and 8 (Aliev and Panfilov, 1996), respectively,
setting a to 0.15 in TMP estimation and set to be unknown in dual
TMP-parameter estimation. A mesh-free algorithm (Liu, 2003) is
used to develop the model on the personalized heart structure and
the Runge-Kutta method is used for implicit temporal discretiza-
tion with adaptive resolution to support successful electrical
propagation in relatively coarse spatial resolution. Unknown TMP
associated with each point in the ventricles constitutes the state
space in the estimation problem. One simulation with the
AlievePanfilov model took around 4 min in average in a standard
Macintosh.

From the filtered optical mapping data on the reconstructed
stereoscopic surface, valid TMP signals were projected to the
nearest 240mesh-free points on the epicardial surface to constitute
the data space in the estimation problem. The observation process
is a straightforward, partial mapping from the state space of 3D
ventricular mass (1045 meshfree nodes) to the data space of
a fraction of epicardial surface (a subset of 240 meshfree nodes).
The input optical mapping sequences are temporally scaled and
interpolated to that of the model (2).

The estimation is performed in a statistical formulation to
consider the effect of modeling error caused by parameters,
structures and initial conditions and to couple a priori model and2 http://www.opencmiss.org.
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personal data with respect to their uncertainties. First, the original
physiological model is transformed and discretized into a stochastic
state-space representation. MAP estimation is then performed
based on the Unscented Kalman filter (Julier and Uhlmann,1997) to
preserve the non-linear dynamics and to accomodate the large-
scale and high-dimensional nature of the system. Model and data
uncertainty were assumed to be zero-mean Gaussian noises with
predefined covariancematrices. Involving Monte-Carlo simulations
of AlievePanfilov model, the MAP estimation of volumetric TMP
engaged high computational times in the order of 250 hrs (w10
days). The interested reader is referred to (Wang et al., 2010a) for
algorithmic details.

3.3. Simplified reaction-diffusion electrophysiological 3D model
with local personalized parameters

Simple biophysical models (Bernus et al., 2002; Mitchell and
Schaeffer, 2003; Bueno-Orovio et al., 2008) can describe and
capture the shape of the cellular action potential and the propagation
of the electrical wave, without modelling all ionic currents. These
models offer a good compromise between the complexity and detail
of the precise ionic models and the simple Eikonal-based wave
propagationmethods. Hence, Relan et al. (2010a,b, in press) presented
the personalization of a subset of the MitchelleSchaeffer model
(Mitchell and Schaeffer, 2003) parameters with the optical mapping
data described above. The MS model is quite convenient for this
personalization framework since it has a limited number of param-
eters to estimate and each one has a simple interpretation. It also
provides explicit analytical formulae to expressmost of themeasured
features and restitution properties using model parameters.

The MSmodel (Mitchell and Schaeffer, 2003) is described by the
following system of Partial Differential Equations:

8
>>>>>><

>>>>>>:

vtu ¼ divðDVuÞ þ vu2ð1# uÞ
sin

# u
sout

þ JstimðtÞ

vtv ¼

8
>><

>>:

ð1# vÞ
sopen

if v < vgate

#v

sclose
if v>vgate

(3)

where u is the normalised transmembrane potential variable, and v
is a gating variable. The diffusion term in the model is controlled by
the diffusion tensor D. This spatial diffusion can be related to
a pseudo-conductivity of the cardiac tissue. In the longitudinal
direction of the fibre, this pseudo-conductivity is set to a parameter
d and to d/2.52 in the transverse directions (Keener and Sneyd,
1998). The MS model is spatially integrated using a linear tetra-
hedral mesh of the biventricular myocardium, that includes the
fibre orientation provided by the available data, and is temporally
integrated using an optimum time integration scheme (MCNAB),
which was tested in details in (Ethier and Bourgault, 2008; Relan
et al., 2009). One forward simulation of the MS model usually
took around 20 min in average in a standard PC.

In this work, the personalization is performed by optimising the
3D model parameter representing the tissue conductivity based on
the isochrones derived from the 2D epicardial surface data detailed
in Section 2. Estimation of the tissue conductivity parameter is
achieved using an iterative multi-resolution technique. We
summarize here the approach, the details can be found in Relan
et al. (2010a,b, in press). The estimation of the parameter d is
achieved in two steps as follows:

( Calibration: used to initialise the parameters of the model. It is
based on an analytical relationship between the conduction
velocity and the diffusion parameter. It allows determining the

initial parameter value d of each zone, using the median value
of the conduction velocity computed from the actual data of
this zone;

( Iterative adjustment: used to optimise the parameter d locally
in space, using a multi-resolution technique, from the previous
calibration result as an initial guess. The algorithm used here is
a trust region method (Conn et al., 2000). In order to avoid
piecewise constant parameter maps, we use a diffusive
parameter regularisation at each iteration.

Parameter estimation of the diffusion parameters required
computational times around 10 h for convergence.

3.4. Detailed biophysical model with generic parameters

If cardiac models are to be developed based solely on non-
invasive diagnostic modalities, then a method for defining the
myocardial conductivities is required. It is possible that aspects of
cardiac physiology are either consistent within a pathology or,
while significantly altered by disease, only have a limited impact on
the sensitivity of model predictions of clinical relevant indices.
Specifically if myocardial conductivity does not change significantly
across a specific class of cardiac diseases, compared with, for
example, heart geometry scaring or failure of the Purkinje network,
then it is possible that using generic conductivity tensors derived
from animal or human measurements may enable a sufficient
representation of cardiac conductance to allow the simulation of
realistic activation patterns.

Lamata et al. (2010b) investigated how detailed biophysical
models could predict the experimental data described in Section 2
using generic conduction parameters taken from the literature.
Therefore, three sets of bi-domain conductivities with different
anisotropy ratios were taken from (Roth, 1997). For the joint anal-
ysis and the proposed integrated pipeline presented in this paper,
the set of conductivities closer to the ones used by the other models
was chosen, in this case with an anisotropy ratio of 2.75 between
the longitudinal and transverse components of the conduction
velocities. The isochrones of depolarization were then generated
from simulations and compared to the experimental data.

We did not have access to a porcine cardiac electrophysiological
model (none of the 252 models published on the CellML website3

were labelled as porcine). Therefore, a human cell model, the ten
Tusscher-Panfilov (TNNP) model (ten Tusscher and Panfilov, 2006),
was used in all simulations. This was expected to have a nominal
impact on activation times as both pigs and human have compa-
rable conduction velocities (Caldwell et al., 2009) and maximum
action potential upstroke rates (Pron et al., 2000). Simulations were
performed using the CARP implementation of the mono-domain
equations (Vigmond et al., 2003). A forward simulation of this
ionic model usually took around 40 min in a high-performance
cluster (an HPC with 128 cores) with a parallel implementation.

High resolution meshes are required for the simulation of
these detailed models of cardiac electrophysiology, where a small
spatial scale is necessary to capture the high spatial gradients.
Therefore, we used an automatic modelling pipeline for the cus-
tomization of corresponding mechanical (using 168 cubic Hermite
elements) and electrophysiological (w65 million linear tetra-
hedra) meshes. This anatomical personalization uses medical
image registration techniques to warp an idealized template
(Lamata et al., 2010a), and regularizes both the heart shape and
fibre orientation.

3 http://www.cellml.org.
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4. Inter-model consistency and joint analysis

The computational models presented in the previous section are
different representations of the same heart. Therefore, the joint
analysis of results provided by these models can lead to a more
complete understanding of their behaviour, which is fundamental
for an optimal combination into an integrative pipeline. This allows
the identification of differences between personalized models and
association of these differences to particular characteristics and
parameters of each model, which, in turn provides a platform for
improvement and combination of their respective advantages. In
this section, we present an inter-model verification where the four
computational models described above are jointly analyzed.

The joint analysis performed in this work is focused on surface
regions with available 2D optical mapping data. We computed the
fitting errors between local depolarization times given by each
computational model and the ones extracted from surface experi-
mental isochrones. These fitting errors were studied regionally
making use of the AHA segments (in this work, 26 regions, the
classical 17 segments of the left ventricle (LV) and 9 additional
segments for the right ventricle (RV)), classifying them into basal,
mid and apical groups for each ventricle.

Fig. 3 shows the electrical activation isochrones provided by
different models (from (b) to (e) in the figure) and the associated
errors (from (f) to (i) in the figure) with respect to the ground-truth
derived from optical mapping data (pacing at LV endocardium) at
some parts of the epicardium ((a) in the figure). In a more quanti-
tative way, Table 1 lists the corresponding regional mean local
activation and total activation time (TAT) errors of the different
models with respect to the ground-truth.

From a first visual inspection of the results shown in Fig. 3, it can
be observed that theMSmodel ((b) in thefigure) provides the closest
isochrones to the ground-truth, which is also reflected in large areas
of low errors in the corresponding error map (Fig. 3(f)) in areas of
high and low conduction velocity. This fact can also be verified
quantitatively in Table 1, where the MS model also presents the
lowest global error for the whole heart (6.9! 3.1 ms). In general, IM
and PURK models (Fig. 3(c) and (d), respectively) have more similar
isochrone morphology between them compared to ground-truth or
MS isochrones, in particular at the LV and RV basal segments, where
they show larger differences in the associated error maps (large
green areas, with some red spots indicating the largest errors in

Fig. 3, (g) and (h) for IM and PURK models, respectively). This is also
confirmed by quantitative general errors for the whole heart dis-
played in Table 1, which are substantially larger thanMSmodel ones
(16.2! 9.4 ms and 14.0! 7.8 for IM and PURKmodels, respectively).
TheMAPmodel, solving theproblem fromanother point of view that
does not fit model parameters but produces a probablistic estima-
tion based on certain assumptions of model and data uncertainty,
gives a fitting error in between (11.0 ! 6.0 ms).

Another global index for comparing simulation results and
ground-truth is the total activation time (TAT) given by each elec-
trical activation map where ground-truth is available. Using this
index, the PURK and MAP models achieve a more similar TAT to the
ground-truth (169.84ms,172.32ms and 174.08ms for ground-truth,
PURK andMAPmodels, respectively), compared to the othermodels
(193.41 ms and 181.72 ms for MS and IM models, respectively), as
reported in Table 1. The incorporation of the fast conduction system
into the PURKmodelwith an optimized latest endocardial activation
time to better fit the available data is probably the reason for the
shortest TAT comparing to other models. Both MAP and PURK esti-
mation procedures introduce an effect at the endocardium, that will
activate faster than the rest of tissue, decreasing the TAT. On the
other hand, the MS model provided the largest difference in TAT
with respect to the ground-truth. Prospective visual inspection of
the latest activated region in the available ground-truth data
revealed the possibility of having data acquisition artifacts in this
area that could mislead this TAT joint analysis.

Table 1
Regional (b: basal, m: mid, a: apical) and whole heart local depolarisation time as
well as Total depolarisation time (TAT) errors where optical mapping measurements
are available. Mean and standard deviation of absolute errors together with differ-
ence of the means (mean ! std/diff-mean) are provided for regions. Errors are
reported in ms.

MS IM PURK MAP

LV b 12.5 ! 4.4/#10.5 19.3 ! 2.0/16.9 28.2 ! 0.9/28.1 20.3 ! 10.3/17.2
LV m 7.9 ! 2.9/6.1 16.9 ! 4.0/16.6 12.8 ! 5.3/12.5 13.9 ! 3.6/13.6
LV a 6.3 ! 2.1/#1.5 6.0 ! 3.2/4.4 5.0 ! 0.9/0.1 7.6 ! 3.7/#0.7
RV b 5.9 ! 1.3/#3.5 27.2 ! 13.7/#18.1 19.5 ! 1.1/#7.4 11.6 ! 6.4/11.2
RV m 4.5 ! 1.6/0.4 17.7 ! 8.2/#10.7 14.2 ! 5.2/#12.1 7.6 ! 2.4/6.4
RV a 6.1 ! 0/#1.7 9.5 ! 0/#5.8 9.8 ! 0/#9.9 5.8 ! 0/5.1
Whole 6.9 ! 3.1 16.2 ! 9.4 14.0 ! 7.8 11.0 ! 6.0
TAT 23.6 11.9 2.5 4.2

Fig. 3. Electrical activation isochrones provided by different models (from (b) to (e), MS, IM, PURK and MAP, respectively) and associated fitting error (from f) to i), MS, IM, PURK and
MAP, respectively) with respect to the ground-truth given by optical mapping data with LV pacing (a). Units are in seconds.
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In both models with personalized conduction parameters (MS)
and MAP estimation (MAP), the largest errors occur in LV basal and
middle regions. This indicates that the available optical mapping
data at these regions poses the most significant challenges for
different data assimilation strategies. This is likely because the data
are most significantly different from a priori knowledge in these
regions with respect to variations of conduction velocity. In models
with personalized Purkinje network (PURK) or specific fibre struc-
ture (IM) but with generic conductivity parameters, the largest
errors occur in RV basal regions in addition to LV basal regions; RV
middle regions also exhibit relatively large errors compared to the
other regions. In the RV and LV free walls, the experimental data
showed a faster and slower conduction, respectively, that IM and
PURK models were unable to capture, probably due to the model
assumptions of healthy tissue on the different conduction parame-
ters (homogeneous conductivity and ion channel dynamics across
themembrane).MAP estimation exhibits relatively large errors in LV
apical region comparedwith the other methods aswell as withMAP
estimation of the other regions. The reason for this error is that the
TMP estimation did not utilize the pacing location as prior knowl-
edge to initialize the constraining model, thus this erroneous initial
condition has to be corrected by the optical mapping data. In this
case, as the LV apical region is the first excited region due to pacing,
optical mapping data information comes available at the early stage
of the time sequence, which is most likely happening before the
convergence of the estimation algorithm. Also note that, owing to
the prediction-correction mechanism, the MAP estimation also
exhibits a higher level of noise compared to the other models.

Finally, we also analyzed the differences between each pair of
models as well as their mean, as illustrated in Fig. 4. It needs to be
pointed out that these differences also give information trans-
murally, not just in the 2D surfaces were experimental data was
available. Fig. 4 shows that there are clear discrepancies between
the model predictions of activation time, primarily at the base of
both ventricles, compared with the similarities between predic-
tions at the apex. For instance, largest paired differences (red in
Fig. 4) appeared in basal LV and RV free walls. This was expected
since the pacing point was located at the LV apical endocardium.

We can also notice that differences were larger on thicker walls
(e.g., RV free wall in Fig. 4(b) and (f), or LV free wall in (c)), where
a larger intramural propagation is needed. On the other hand,
endocardial regions corresponding to thinner walls present small

differences. Once the epicardium ground-truth data is assimilated
into the models, there are small differences between different
simulation results where ground-truth data is available. Subse-
quently, if the electrical wave is propagated through thin walls to
the endocardium, there is not enough tissue for the different
models to diverge that, in contrast, happens in the case of thicker
walls at the farthest points from the ground-truth.

5. Complementarity between different multi-level
computational models

5.1. Proposed approach to integrate the different models

In this sectionwe tried to combine the specificity of eachmodel in
order to integrate the different personalization strategies for predic-
tion. Based on the analysis of the strengths and possible inputeoutput
of eachmethod, we chose a coarse-to-fine strategywhere the simpler
models are firstly personalized with the available data and the
resulting parameters are integrated as personalized parameters (or
data) for the following stages. This coarse-to-fine approach, using

Fig. 4. (a) Mean of the differences between each pair of models at every node of the mesh; (b) to (e) Differences between every pair of simulation results. Units are in seconds.

Fig. 5. Proposed simulation pipeline combining the different models and their
personalisation.
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simpler and faster models first and finally the more detailed ones
aims at avoiding the curse of dimensionality (see (Garny et al., 2005))
and at achieving reasonable computational time. The proposed
approach can be split into the following steps (see Fig. 5):

1. Probabilistic state estimation to obtain regularised and volu-
metric isochrones

2. Eikonal model to personalize the fast cardiac conduction
system

3. Phenomenological model to personalize local conductivity/
diffusion parameters

4. Detailed ionic model to test personalized prediction

The first stage is theMAP state estimation to generate volumetric
isochrones considering a simple model and incomplete data uncer-
tainties from the available 2D optical measurements at the epicar-
dium. Subsequently, the optimization of the Purkinje treewith a fast
electrophysiological model based on Eikonal equation, is applied to
personalize the fast conduction system. The following step uses the
Purkinje tree resulting from the previous phase to initialize
the personalization of conductivity/diffusion parameters of a simple
phenomenological model. Fig. 6 shows the obtained diffusion maps
after the personalization stage without and with considering Pur-
kinje (left and right in the figure, respectively). These personalized
parameter maps are then incorporated into a detailed generic
biophysicalmodel as boundaryconditions. This last stepprovides the
most personalized and complete simulation results. It combines
personalized parameters extracted with the simplest models, which
were embedded in an optimization procedure with reasonable
computational costs, together with a detailed IM.

5.2. Integration methodology

Some practical considerations were required in order to combine
the different approaches:

1. Firstly, the mesh-free estimation of TMP throughout the
myocardium was achieved as in the previous section. The
results were interpolated on the original mesh.

2. The resulting volumetric isochrones were then used by the
Purkinje tree estimation instead of the original surface ones for

the personalization of the fast conduction system. The idea is
that the interpolation provided by the first step can help in the
convergence of the Purkinje tree estimation

3. This personalized Purkinje tree was introduced in the simple
phenomenological model personalization by setting a high
conductivity to the tetrahedra containing this tree. Thus a fast
conduction network was present in the simple phenomeno-
logical model.

4. Subsequently, a calibration was performed between the simple
phenomenological and the detailed biophysical models in
order to find a mapping between the diffusion parameter in
each model. Finally, the obtained conductivity per tetrahedron
estimated with the simple phenomenological model was
interpolated on the mesh used by the detailed model.

As the different reaction-diffusion models are based on different
equations, different discretisation methods and different mesh

Fig. 6. Personalization of conductivity/diffusion parameters. Left: Diffusion map without considering the Purkinje system. Right: Diffusion map with the Purkinje system.

0 2 4 6 8 10 12 14 16
0

200

400

600

800

1000

1200

1400

1600

1800

2000

Parameter dMS & dTNNP

Si
m

ul
at

ed
 C

V 
(m

m
/s

)

 

 

MS CV Curve  simulated

TNNP CV Curve simulated

Fig. 7. Calibration between the different model diffusion/conductivity parameters.
Each dot represents the average conduction velocity for a simulation with a given D
value for the MS (blue) and a scaling factor of the TNNP (black) model conductivity
parameters.

O. Camara et al. / Progress in Biophysics and Molecular Biology 107 (2011) 122e133 129



Author's personal copy

resolutions, trying to analytically relate the parameters would be
difficult, and would anyway not give the same numerical results.
Indeed, the approximation errors are different, thus it would not
lead to a direct link between the different implementations.
Therefore, we designed an alternative strategy that relies on a cali-
bration of conductivity parameters between the different models in
order to re-use the parameters estimated with one model for
simulations based on a different model. There is a known quadratic
functional relationship between diffusion/conductivity parameters,
D, and the velocity of propagation of the depolarisation wave or
conduction velocity, CV : CVf

ffiffiffiffi
D

p
. Hence, simulations of eachmodel

were run for a range of D values on the same heart geometry (from
the experimental data), to find the corresponding conduction
velocities (see Fig. 7). A square-root function was fitted to these
values, and the mapping to transfer D values from one model to the
other was computed. Details on this mapping can be found in Relan
et al. (2010a,b), where a similar coupling strategy was used between
the Eikonal and the MS models. After this calibration, the different
models do provide similar values in terms of depolarisation times
due to this agreement between them, up to this calibration scaling.
The scaling between the MS and the IM models can be appreciated
in the colour legend for the diffusion maps shown in Fig. 7.

5.3. Predictive value of integrated computational models

The evaluation of the integrated approach is based on a predic-
tion scenario, where the parameters learned in a pacing condition
(LV endocardial stimulation protocol analyzed in Section 4) are used
to estimate the depolarization isochrones in a different pacing
scenario (RV epicardial stimulation condition). The predictive value
is evaluated by the differences in time of activation between model
results and experimental data in the epicardial regionwhere ground
truth is available. Each step of the coarse-to-fine model concate-
nation is evaluated separately, and results are presented in Fig. 8.
From an initial inspection of Fig. 8 it is straightforward to identify
the reduction of errors when incorporating personalized informa-
tion from the MS model into the IMmodel with generic parameters
(Fig. 8(f) and (g), respectively). Furthermore, it can also be observed
the positive effect of incorporating the personalized Purkinje tree
into the pipeline (Fig. 8(d)), making activation propagation direction
more similar to the data to predict. Finally, the incorporation of the

MAP estimation does not seem to substantially change prediction
performance of the pipeline. In a more quantitative way, prediction
errors (mean ! standard deviation) averaged over the whole heart
in each step of the pipeline confirm observations from the figure: IM
generic, 17.95 ! 13.10 ms; IM þ MS, 13.45 ! 8.52 ms;
IM þ MS þ PURK, 10.09 ! 6.27 ms; IM þ MS þ PURK þ MAP,
10.46 ! 6.75 ms. For comparison, prediction errors obtained with
the MS and PURK methods run individually were computed: MS,
11.62 ! 9.25 ms; PURK, 18.16 ! 11.46 ms. We did not include the
MAP method in this prediction scenario since it is basically an
extrapolation method balancing measurements an electrophysio-
logical model to cope with both parameter and data uncertainties.

6. Discussion and conclusions

The integration of different personalized models of cardiac
electrophysiology for prediction purposes involves the critical issue
of identifiability and uniqueness of parameters given limited
measurements, as well as the intricate, non-linear relationship
between most parameters and the measurements. The complexity
of cardiac electrophysiologymakes these questions mathematically
formidable, if not intractable. This paper intends to initiate a first
effort into this direction with a pipeline integrating different
modelling methods that improves the prediction of depolarization
isochrones.

Experimental data containing the cardiac anatomy and fibre
orientations from MRI, as well as epicardial transmembrane
potentials from optical mapping acquired on ex-vivo porcine hearts
was used to generate ground-truth data for model assessment (see
Section 2). The whole process of data acquisition and processing
involved a number of operations that are potential sources of error
that necessarily have an influence on the final ground-truth data.
For instance, optical measurements do not really correspond to
epicardial potentials but rather integrate the effect of a volume of
tissue below the epicardium, which is dependent on the local
orientation of the surface with respect to the light and camera
settings. Correcting the simulated voltages as well as better inter-
pretation of the optical upstroke shapes such as proposed by Hyatt
et al.(Hyatt et al., 2005) and Bishop et al.(Bishop et al., 2006), could
improve the quality of the correspondence betweenmeasurements
and simulations. In addition, the available MRI spatial resolution

Fig. 8. Electrical activation isochrones obtained at different stages of the proposed pipeline (from (b) to (e), IM generic, IM þ MS, IM þ MS þ PURK and IM þ MS þ PURK þ MAP,
respectively) and associated prediction error (from (f) to (i), M generic, IM þMS, IM þMS þ PURK and IM þMS þ PURK þMAP, respectively) with respect to the ground-truth given
by optical mapping data with RV pacing (a). Units are in seconds.
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(1.5 mm slices) limits the extracted fibre orientation to be only
a coarse representation of the microstructural complexity of the
heart, particularly at areas with a high degree of orientation vari-
ability such as the apex. Regarding experimental data processing,
some steps were needed to extract the depolarization times and
compare them to simulations such as the 3D stereo reconstruction
from the 2D optical mapping images and 3D MRI. This registration
consisted on a rigid transformation between the optical and MR
surfaces based on limited markers positions, with errors in
marker’s coordinates lower than 3 mm (Pop et al., 2009).

The experimental data from the LV endocardial pacing condition
was reproduced by four distinct modelling approaches. An IM with
generic parameters taken from the literature, with no personali-
zation involved, obtained average errors of 16.2 ms. Estimation of
the Purkinje system based on an Eikonal model, with 27 parame-
ters, reduced the error to 14.0 ms, and a regional estimation of local
conductivities with a PM, with 85 parameters, reached an error of
6.87 ms. Note that a MAP model does not fit parameters or aim to
reproduce the data, and that its fitting error (11.0 ms) represents an
estimation assuming the existence of uncertainties in both generic
prior knowledge and input optical mapping data. Noting the Akaike
information criterion (Akaike, 1974), it should be assessed if the
improved accuracy with each of the different models is justified by
the increased number of fitted parameters or complexity.

Reduction of fitting error with further complexity does not
necessarily result in a better and more predictive model (e.g. over-
fitting of the parameters to a given dataset). Thus, the evaluation of
the integrated pipeline was based on a predictive scenario, where
two different pacing conditions were used: an LV endocardial
pacing for parameter fitting; and an RV epicardial pacing for
prediction once the model is personalized with the LV endocardial
pacing. The obtained results demonstrate the gradual increase of
predictive accuracy with increased model complexity (from
17.95!13.10mswith IM generic to 10.09! 6.27mswith the 3-step
pipeline). Nevertheless, the incorporation of a volumetric estima-
tion of the TMP (4-step pipeline) did not enhance the predictive
performance of the pipeline (10.46! 6.75ms), even though this did
change the estimation of the Purkinje system and the regional
conductivities. When computing the prediction accuracy of indi-
vidual models (MS, PURK, IM), the whole pipeline still gave the best
prediction power. These observations shed valuable light on the
inter-model consistency and complementarity, as well as the
direction of pipeline development.

The coarse-to-fine strategywe have proposed for the integrative
pipeline where simpler models and firstly personalized with the
available data to initialize the more detailed models aims at
achieving reasonable computational times and at avoiding the
curse of dimensionality (Garny et al., 2005). Phenomenological
models presented relatively small computational times that
allowed them to be embedded in optimization procedures with
large number of iterations. Nevertheless, it would be useful to
compare this strategy with a multi-level optimization on the ionic
models. With the increase of computational power, use of high-
performance computing infrastructures and the optimal parallel-
lization and scalability of the model implementations, ionic models
would soon be ready for parameter optimization procedures (see
(Niederer et al., 2011)), but there would still be present the issue of
dimensionality. This dimensionality aspect is important in the
personalization of models, because in addition to the computa-
tional time, there is also an increase in the number of model
parameters which makes the question of the observability of these
parameters from the data challenging.

First, having better performance with the 3-step pipeline than
with the 4-step one might illustrate the redundant role of some
parameters in different models (e.g. the Purkinje system in PURK

and regional conductivities in other models) may have to represent
the same physiological characteristics that affect the observed
epicardial data. In other words, given partial, epicardial optical data,
some modeling aspects of the heart might not be separable or
uniquely identified in theory, increasing the difficulty of integration
of several models. Therefore, even though two sets of parameters
(diffusion and density of Purkinje terminals) are with different
values in the 4-step pipeline and 3-step pipeline, their combination
eventually leads to similar prediction power. The use of more
complete ground-truth data (i.e. from contact or non-contact
electro-anatomical mapping systems) including sinus rhythm,
several pacing configurations (i.e. number and position of leads)
and presence of scar would allow to better study the effect of
Purkinje and conductivities in different physiological conditions.

The proposed simulation pipeline is developed following
a heuristic approach, combining the optimization results sequen-
tially. As observed above, the change of the optimized parameters
in one step is compensated by the parameter optimization in the
following steps, i.e. leading to the change in the subsequent
parameters despite the overall similar prediction power of the
pipeline. Theoretically, different parameters such as the Purkinje
network plus different electrical properties of cells, tissue and
model structures, should be personalized at the same time
according to their respective impact on themeasured data. This will
ensure variations in model output to be correctly apportioned to
different sources of variation in these parameters. Consequently,
the non-uniqueness of Purkinje and conductivity parameters, as
observed in our results, might not be caused by the theoretical
identifiability issue, but owing to the heuristic approach proposed.
Furthermore, as different components in the pipeline carry out the
personalization independently using the same data, bias might be
introduced in one component and passed on to the following
components, leading to possible conflicts. Hence, the development
of appropriate integrative personalization pipelines still remains
a challenging task that requires thorough insights into the
complementarity and consistency of the different parameter opti-
mization approaches.

Lastly, it could also be argued that, even though the combination
of parameters does not substantially change the prediction power
in some stages of the pipeline (as shown in the 4-step and 3-step
pipeline), the separate parameters might be drawn closer to their
physiological validity because of the integrationwith other models.
In other words, the proposed heuristic approach might be able to
help apportion the variation in model output to the different
parameters in the model. If the complete integrated representation
of the heart is congruent with the different model used, this could
be used as a surrogate of its physiological validity. Further inves-
tigation on the physiological validity of the individual parameters is
needed. Furthermore, the very similar prediction performance of
the 4-step pipeline and the 3-step pipeline also suggests that the
possible noise in data, or the possible bias introduce by MAP, is
compensated by the following modeling steps, which can be
interpreted as a robustness of the pipeline. Further research is
needed to investigate these limitations and advantages of the
combination of modeling strategies.

The scope and validity of proposed pipeline is limited by several
assumptions and methodological choices. The MAP model did not
include any a priori knowledge of a Purkinje system or conductive
heterogeneity, what is believed to bias the estimation of the
parameters of this system in the subsequent steps. The Purkinje
system is modelled as a concatenation of elements with very high
conductivity, and, as such, it is always captured when any depolar-
izationwave reaches it. In addition, opticalmeasurements were only
available at the epicardium while the Purkinje model was placed
endocardially since we took a human heart configuration. An
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alternative that could eventually improve data fitting would be to
include transmural terminals such as in the pig heart, in particular if
3D optical data from the porcine heart were available. The regional
estimation of parameters captures heterogeneities as a scale of the
conductivity, regardless of any anisotropy of this parameter. This
regional estimation is therefore done only at tissue level, with no
personalization of the upstroke rate at the cellular level. Different
anisotropy ratios between the longitudinal and transverse compo-
nents of the conductivity parameters were used in the different
models, within a reasonable range (2.0, 2.5, 2.75, 2.8). It would be
convenient to homogenize these parameters, although some
previous results suggest that the simulated activation patterns are
not very sensitive to these anisotropy ratio small changes (Lamata
et al., 2010b). Furthermore, different anatomical model represen-
tations of the data (hexahedral, coarse and fine tetrahedral meshes,
mesh-free) were used by the different computational models of the
proposed pipeline, thus interpolation errors might occur and accu-
mulate in the pipeline. Future work will be focused on the optimal
combination of models in a pipeline where the different methodo-
logical choices are better integrated including mesh compatibility,
simultaneous parameter optimization, conductivity parameter
value homogenization or use of volumetric ground-truth data.

The complexity of cardiac electrophysiology brings difficulties for
an objective, comprehensive assessment of the quality of the predic-
tion power of the proposed pipeline. In this paper, the accuracy of the
predictionhasmainly been evaluated by the total activation timeerror
and by regional differences of activation. Future work will consider
amore thorough analysis including the pattern, propagationdirection,
and repolarization properties of the simulated electrical activity.
Furthermore, physiological validity of individual model parameters,
such as the Purkinje system and regional tissue conductivities, in
addition to the overall behaviorof themodel are essential for assessing
the benefits brought in by the integrated pipeline.

As presented, models of four different levels of complexity were
used for the purpose of a subject-specific electrophysiological
understanding of the heart. This joint analysis shows that there is no
unique answer as to the optimal level of model details to be used for
improving our knowledge on heart physiology. When the data is
limited in quantity and quality, as discussed above, and the prior
knowledge of subject-specific conditions are scarce, MAP estima-
tion appears to be a viable option. This is because the TMP
phenomena (estimation target) have more direct relations to the
observation data compared to other electrophysiological parame-
ters and this method deals with errors in measurement data and
standard simple models. However, as a result of the limited infor-
mation being utilized, there is also a limit to the details and accuracy
of electrophysiological information that could be delivered by MAP
estimation. Namely, while it might be sufficient for certain diag-
nostic purposes (Wang et al., 2011), it cannot guarantee a high-
resolution, scientifically-accurate subject-specific electrophysio-
logical activity. Models of higher levels of detail would solve this
problem, but as the level of detail increases and the parameters
being personalized (such as Purkinje network, tissue conductivity,
etc.) have less direct relations to the observation, the requirement
onmeasurement data increases in order to ensuremodel parameter
identifiability. These paradoxes may further justify the importance
of the proposed effort in developing integrated pipelines that
combine the advantages of different approaches to improve the
overall electrophysiological understanding of the heart.

The final objective is to integrate the use of computational
models into clinical routine, and validation is key to build the trust
in these tools. In this work we have addressed one of the most
desired modelling capabilities, its predictive power. Model
concatenation has led to a reduction of prediction error. Never-
theless, quantitative experimental validation of the personalized

electrophysiological models of the heart are by no means trivial, as
it ideally requires a set of in vivo data including subject-specific
anatomical geometry of the heart, its constituent structure that
impacts electrical conduction including Purkinje network and fiber
structure, its regional electrical activities and properties (e.g.,
conductivities) not only on heart surfaces but along the depth of the
myocardium. The availability of this type of data is very limited, and
therefore presents a challenge to translate these validation meth-
odology and results into a clinical setting.

An integrated pipeline of cardiac electrophysiological models
has demonstrated to increase the predictive power of depolariza-
tion isochrones. Results also suggest that this integrated approach
could have important benefits, such as an improved robustness to
noise or a higher physiological realism. Nevertheless, results also
illustrate that further investigations are needed regarding the
increase of model complexity and the parameter uniqueness and
identifiability.

Editor’s note

Please see also related communications in this issue by Clayton
et al. (2011b) and Quinn et al. (2011).
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