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ABSTRACT 

 

The recent development of real-time 3D ultrasound enables intracardiac beating heart procedures, but the distorted 

appearance of surgical instruments is a major challenge to surgeons. In addition, tissue and instruments have similar 

gray levels in US images and the interface between instruments and tissue is poorly defined.. We present an algorithm 

that automatically estimates instrument location in intracardiac procedures. Expert-segmented images are used to 
initialize the statistical distributions of blood, tissue and instruments. Voxels are labeled of voxels through an iterative 

expectation-maximization algorithm using information from the neighboring voxels through a smoothing kernel. Once 

the three classes of voxels are separated, additional neighboring information is used to give spatial information based on 

the shape of instruments in order to correct for misclassifications. We analyze the major axis of segmented data through 

their principal components and refine the results by a watershed transform, which corrects the results at the contact 

between instrument and tissue. We present results on 3D in-vitro data from a tank trial, and 3D in-vivo data from a 

cardiac intervention on a porcine beating heart. The comparison of algorithm results to expert-annotated images shows 

the correct segmentation and position of the instrument shaft. 

 

Keywords: 3D ultrasound, echocardiography, surgical instrument, segmentation, expectation-maximization, principal 

component analysis, watershed transform. 

 
 

1. INTRODUCTION 

 

The recent development of clinical real-time 3D ultrasound (US) enables new intracardiac beating heart procedures
2,11

, 

avoiding the use of cardiopulmonary bypass with its attendant risks. Unfortunately, these images are difficult for the 

surgeon to interpret, due to poor signal-to-noise ratio and the distorted appearance of surgical instruments within the 

heart. Automated techniques for tracking instrument location and orientation would permit augmentation of 

intraoperative displays for the surgeon as well as enable image-based robotic instrument control.  

 
Most work in cardiac imaging relates to heart visualization and diagnosis and not to cardiac interventions

1,7,13
. In 

particular, tissue texture analysis has been used previously to segment cardiac images
13

, but little work has been devoted 

to correcting the distorted appearance of instruments under ultrasound imaging. Tissue and instruments have similar 

gray levels in US images, which makes their correct delineation difficult. Shadows, reverberations and tip artifacts can 

puzzle even the trained eye, and the fuzzy interference between instruments and tissue is confusing to the surgeon.  

 

Ortmeier et al.
9
 track instruments for visual servoing. Their experimental setup consists of various material graspers 

(PVC, nylon, polyurethane) in a water tank. The position and shape of their instruments are known a priori. The head of 

the grasper is identified using thresholding and morphological operators. Although fast and simple, the method 

identifies the tips of the instrument in an in-vitro setting without the presence of tissue.  

 
 

 
*Address for correspondence: mglin@deas.harvard.edu. 
 



Novotny et al.
8
 localize an acetal rod in a tank setup, but in the presence of tissue. The instrument is identified from its 

principal component analysis (PCA) as the longest and thinnest structure in the US image. However, the instrument and 

tissue are not in contact, which would change the geometry of the connected components in the image. 

 

Our work includes instruments as well as tissue and blood in a texture-based analysis and eliminated false positives (FP) 

using a priori shape information. Section 2 of the paper describes the methodology of the instrument segmentation, a 
combination of expectation-maximization (EM), principal component analysis (PCA) and watershed transform (WT) 

algorithms. In Section 3 we present results on detecting instruments of various materials from tank studies and clinical 

interventions that demonstrate the successful delineation of both the position and orientation of the instrument.   

 

 

2. METHOD 

 

The algorithm consists of three major steps to segment surgical instruments in echocardiographic images. First, it 

estimates from expert-segmented intracardiac images the gray-level distributions of blood, tissue and instruments. It 
then builds averaged probability distribution functions for the three classes and labels image voxels through an iterative 

EM algorithm. The next step analyzes the major axis of the labeled connected components of the image through their 

principal components. The results are refined by a watershed transform by immersion, which corrects the errors at the 

contact between instrument and tissue. 

2.1 Expectation-maximization 

 
In the EM algorithm

3
, the maximum likelihood parameters are computed iteratively starting with the initial estimation. 

The algorithm converges to a steady state once a local maximum is reached. At each iteration, there is: 

• an expectation step: the unobserved variables are estimated from the observed variables and the current 

parameters; 

• a maximization step: the parameters are re-evaluated to maximize likelihood, assuming that the expectation is 

correct. 

 

We employ the EM algorithm to solve a mixture estimation problem and separate blood, parenchyma and instruments. 

We express the distribution function as a sum of three Gaussians: 
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where the parameters of the Gaussians are:  
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The parameters of the three distributions are computed in the expectation step. Let X = (x1, x2,…,xN) be the sequence of 

observations from the mixture of three Gaussians and θ = {π1, π2, π3, σ1, σ2, σ3, µ1, µ2, µ3} the parameters that must be 

estimated from X. The values of the parameters π, σ and µ will be updated with each iteration until the algorithm 
converges. The likelihood maximization becomes that of maximizing 
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In a simplified presentation, the EM algorithm tries to determine the probability of a voxel belonging to one of the three 

defined classes Γ1, Γ2, Γ3. Using the parameters θ and Bayes’s law we can compute P(xi∈Γn) as  
 



( )
( )
( )∑ ⋅

⋅
=Γ∈

j

jjij

nnin

ni
xG

xG
xP

σµπ

σµπ

;;

;; . (4) 

 

The maximization step will update the values of the parameters  
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The initial estimate of the three classes is extracted from expert-segmented images. This provides the statistical 

distributions of blood, parenchyma and instruments, as in Figure 1. Each observation is then approximated from the 

neighboring voxels through a smoothing kernel. The histograms of the three classes are not fully separated, as seen in 

Figure 1. The main uncertainty occurs at the overlap between tissue and instrument intensities.  
 

As the separation between blood and the other two classes is straightforward, the final goal of the algorithm is to split 

the uncertainty class between tissue and instrument. Voxels are labeled iteratively until the rate of change between 

iterations becomes smaller than a given limit. Due to the larger number of tissue voxels in the observation, the 

maximum likelihood parameters tend to give priority to tissue over instrument. For that reason, we gave larger weights 

to the instrument distribution. 

 

 

Figure 1: The normalized histograms of blood (dashed-left), parenchyma (middle) and instrument (dashed-right). The example 
shows the histogram of a wood instrument. Note the overlap between the tissue and instrument histograms, the main source of 

uncertainty in the EM algorithm. 

2.2 Neighboring Information 

 

The second stage of the method uses spatial measures based on the shape of instruments to correct for misclassified 

voxels. The assumption imposed here is that instruments are long and thin. We employ three kernels, as seen in Figure 

2: 

• µC : a small central kernel around the voxel (3x3x3 voxels);  

• µN : a larger neighboring kernel (7x7x7 outside the central kernel); 

• µB : a large background kernel (21x21x21). 
 

The relations between the three kernels aim to correct for voxels labeled incorrectly.  The situations accounted for are: 

• small areas mislabeled as blood within large areas labeled as instrument or tissue; 

• small areas misclassified as tissue within the instrument shaft or tip; 

• small areas misclassified as instrument within large areas of tissue. 

 Gray level intensity 



 

 

Figure 2: The kernel used for neighboring information. µC is the central kernel, µN is the neighboring kernel, while µB is the 
background kernel. 

2.3 Principal Component Analysis 

 

Next, principal component analysis (PCA)
6
 is used to detect candidates for the instrument shaft. A practical way to 

compute principal component is by extracting the eigenvalues from the covariance matrix of the data. Eigenvalues 

represent the projected variances corresponding to principal components. In our application, for an image Im, the 

covariance matrix is computed as  
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Under the assumption that an instrument is long and thin, its first principal component would account for most of its 
variation. Hence, if the instrument eigenvalues are calculated as  
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the first eigenvalue λ1 will be dominant and the ratio F would have a maximal value, where λ2 is the second eigenvalue. 
 

Before performing PCA, the image is separated in connected components. For each connected component, we 

computed the eigenvalues of the covariance matrix and discard those objects with small ratio F. The objects with the 

highest ratio F are instrument candidates. If there is only one instrument in the image, it will have the maximal F. Due 

to estimation errors in EM at the contact between instrument and tissue, we prefer to keep more candidates and discard 

the remaining false positives in the next stage. 

2.4 Watershed Transform 

 

To account for errors at the contact between instrument and tissue, we use a watershed (WT) by immersion 

algorithm
5,10,12

 that assumes that there is only one instrument in every image. WT is a morphological tool that analyses 

the topography of the image based on its gray level. It presumes that water penetrates minima and floods all areas below 

the water level to form basins. Eventually basins start merging at watershed lines. Figure 4 shows an example of water 

flooding, where minima are presented as dark circles separated by watershed lines.  
 

WT is applied to the instrument candidates resulting from the previous PCA and using the estimate of instrument 

statistics from EM. First, the Euclidean intensity distances to the upper quartile of the instrument intensity are 

calculated, then a gradient of the newly computed image is used to initialize local minima. 

 

 



  

(8) 

 

Figure 4: Watershed segmentation. Local minima are represented as dark circles. Once the basins are flooded, water merges at the 
watershed lines that separate local minima. 

 

The computation of watershed lines is done through two topographic measures: the lower slope (LS) and the lower 

neighborhood (LN). 

 

 

 

(9) 

 

 

(10) 

LS maximizes the relation of voxels y in the neighborhood Nx of voxel x, where d(x,y) is the Euclidian distance between 

the locations of voxels x and y. LN identifies the neighborhood of x that satisfies equation (10). The process iteratively 

expands the water basins. For every basin, the value of ratio F (see equation (7)) is evaluated. If F decreases below a 

limit with the water expansion at the next level, than the process is stopped and the basin becomes an instrument 

candidate. Otherwise the transform continues until the entire total topography is flooded. Finally, the candidate with 

maximum F is labeled as instrument.  

 

 

3. RESULTS 

 

The algorithm was first tested using 3D in-vitro data from a water tank trial. The training sets and test data were 

acquired under similar imaging conditions using the same type of instrument. All data was acquired with a Sonos 7500 

Live 3D Echo scanner (Philips Medical Systems, Andover, Mass., USA). An acetal rod was placed in the tank in the 

proximity of a flat bovine muscle tissue sample approximately 2 cm thick. There was no contact between the instrument 

and the tissue. Figure 5 shows detection results at various algorithm stages in 2D slices. In Figure 6 we present the 3D 

volumes of in-vitro instrument detection. 

 
The second segmentation example detects a wooden instrument. The image was acquired during an intracardiac 

operation on a porcine beating heart. This in-vivo US image shows the wooden rod in contact with the cardiac tissue. 

Figure 7 shows the detection stages in in-vivo images. After PCA, the instrument is generally well detected, but FP 

occur at the contact with tissue. WT eliminates the residuals and segments the instrument correctly. Figure 8 presents 

the 3D US segmentation results. 
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Figure 5: Tank data: (a) a 2D slice of a 3D US image of an acetal rod approaching a tissue sample in a water tank; (b) detection 
results after EM, where the instrument is shown in white and the tissue in gray; (c) detection results employing neighboring 
information; (d) detection results after PCA. 

 

Figure 6: 3D in-vitro data: (a) the US image of an acetal rod approaching a tissue sample in a water tank; (b) detection results where 
the instrument is shown in white and the tissue in gray. 

Comparison with expert-annotated images shows the correct segmentation and position of the instrument shaft oriented 

in all situations. The instrument orientation is extracted from its principal components. 

 

 

 

4. DISCUSSION 

 

This algorithm consists of several steps that lead to the detection of instruments in US images. It begins with finding an 
estimate of the statistical distributions of the classes of objects we aim to segment. Our database consists of images 

acquired at different times and locations, but on the same type of US machine. The method is not sensitive to image 

acquisition conditions. It suffices to determine the distribution functions of blood and tissue once for all the subsequent 

segmentations.  However, the instrument probability distribution function (pdf) is unique to the type of material it is 

made from. Hence, for each type of instrument material, there will be a different pdf and the method requires a small 

database of material types and statistics. The application allows the selection of the instrument material in the user 

interface.  

 

Next, the image voxels are classified and labeled into three classes: blood, parenchyma and instrument. The statistical 

classification converges to three stable classes of voxels, but the uncertainty at the overlap of the Gaussian distributions 

of instrument and tissue brings labeling errors. Hence, some spatial information is required. Using simple neighboring 
information proved to be very helpful for in-vitro data. For complex in-vivo data, this type of simple spatial information 

improves the segmentation of the instrument but introduces errors in tissue. 
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Figure 7: In-vivo data: (a) a 2D slice of a 3D US image of a porcine heart with a wooden rod inside acquired during a clinical 
procedure; (b) detection results after the analysis of intensity distributions, where the instrument appears white, tissue gray and blood 

black; (c) the segmentation of instrument and tissue after PCA: the instrument appears correctly segmented, but this is not the case 
for the whole 3D US image; (d) a slice of the 3D US image at a different location, where the tip of the instrument touches the tissue; 
(e) detection results after PCA at the new location showing FP; (f) improved results employing the watershed algorithm. 

 

 

 

Figure 8: 3D in-vivo results: (a) a 3D US image of a porcine heart with a wooden rod inside (in contact with the tissue); (b) 3D 

segmentation results for image (a) with the instrument shown in white, tissue in gray and blood in black. 

 

PCA is employed as a statistical measure. The analysis is based on the assumption that instruments are shaped like rods, 

long and thin. We analyze the connected components in the image and keep only the candidates that satisfy the shape 
requirements. The major source of remaining errors is the contact area between instrument and tissue. Finally, WT 

separates the instrument from tissue in critical areas on a fine to coarse approach. This is a WT-PCA hybrid approach. 

The previous stage built on PCA reduces the computational expense and speeds up the algorithm. Watershed reduces 

the segmented volume of instrument closer to the instrument shaft oriented towards the US probe. This produces 
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smaller errors in the approximation of the instrument axis. To this extent, we assume that there is only one instrument in 

every image.  

 

Our segmentation results are 3D, but a major application results from employing temporal information of instrument 

movement from 4D US clinical images. A priori information on the size of the instrument (length and diameter), which 

combined with the closest image boundary to the instrument and an estimation of the instrument tip can be used to 
introduce in the image a model of a 3D rod mimicking the ideal appearance of the instrument. 

 

Image normalization is known to reduce the deviation of the point-spread functions of object classes. We will 

investigate the impact of normalization to make the statistical classification more robust. Neighborhood analysis and 

connectivity through Markov Random Fields should correct segmentation errors.  

 

 

5. CONCLUSION 

 

We presented an algorithm for the segmentation of instruments in 3D ultrasound images. Through a combination of 

statistical analysis of texture and shape, we obtained very promising results in in-vivo data, where instruments appear 

confusing in the presence of and in contact with tissue. 

 

For future work, more spatial and statistical information using the instrument shape and principal factor analysis
4
 will 

be implemented for a larger variety of instrument materials. Our segmentation results can be used as an initialization 

step for tracking instruments in 4D echocardiography. The computational speed will be a priority for real-time 

interventional applications. 
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