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Medical image processing led to a major improvenoémtatient care. The 3D modeling
of patients from their CT-scan or MRI thus allowbetter surgical planning. Simulation
offers the opportunity to train the surgical gestlefore carrying it out. And finally,
augmented reality provides surgeons with a viewransparency of their patient which,
in the future, will allow to obtain automation dfet most complex gestures. We present
our latest results in these different fields ofeaesh applied to surgical procedures of the
liver.

1. Introduction

During the 28 century, medicine witnessed the appearance ofvato, which
revolutionized it : 3D medical MRI (Magnetic Resona Imaging) or CT
(Computer Tomography) imaging. Though acquisiti@chhiques keep on
evolving, reading and understanding these images eémain highly complex
skills. Progress achieved in computer technologpwedd to solve part of these
reading difficulties by translating the informatiocontained in the image into a
3D or 4D (i.e. 3D + time) image of the patient amay and pathologies.

Thanks to an improved preoperative knowledge ohegzatient's internal
anatomy, practitioners can today establish an ingmiadiagnosis and a better
planning of the best suited therapy for a giverec@$erefore, 3D modeling of a
patient is generally used for diagnosis supporswgical planning tools. The
other use is patient follow-up over time, easingualization of therapy
efficiency. However, surgical simulation still rems: limited to virtual models,
without really exploiting medical data of patientShus, to simulate an
intervention on a virtual patient reconstructednfriis/her medical image is
nevertheless a major research which would allowaticeably reduce medical
mistakes thanks to an optimized preoperative tngini

Intraoperative use, which allows to improve thegsal gesture, has to be
added to the preoperative use of 3D patient mogelim this domain,
augmented reality offers a more efficient steeriighe surgical gesture, by
superimposing preoperative information on the patiMost applications have
been developed in neurosurgery and in orthopedigesy, since non-mobile
bone landmarks are very reliable and allow an easgidtration of the virtual
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patient on the real patient. The few works thatehbeen carried out on the
abdominal region provide only little accurate inf@tion, because of possible
organ movements due to breathing.

In order to overcome limitations of 3D medical ireaanalysis, preoperative
simulation and augmented reality on organs andofagies of the digestive
system, we have been developing a set of tools theelast 8 years. Their
objective is to provide support to surgeons ofdmgestive system, both before
and during the surgical intervention. We are présgrihose tools hereinafter.

2. 3D modeling of organs and surgical planning.

The 3D reconstruction of patients from their CTrsca MRI medical imaging
is one of the main research topics in the fieldheflical image processing. Most
systems allow to reconstruct anatomical and patjicéd structures from
interactive systems, except for some of them, pnapose automated systems
allowing a real use in clinical routine, where prssing time has to be kept at a
minimum. The digestive system is one of the mostex regions to analyze,
because of the great number of neighboring sofarsgthat all have a very
close density.

In the case of the liver, main organ of the digestystem, radiologists use
CT-scans, which are realized 60 seconds after ritravienous injection of a
contrast medium. Theses images allow to visualigpatic tumors, that are
hypodense in the images, contrasted vessels aga geewell as the liver, which
has an intermediary grey level whereas it usualyhigher than the one of
surrounding organs. Despite these visible variatiimer delineation remains a
highly complex procedure since its localization aitgl shape can vary
considerably (its average density can vary betwé@rto 150 HU). Several
authors have proposed to delineate the liver wittoraatic [1-3], or semi-
automatic methods [4-5]. These methods providerbadlts in atypical-shaped
liver or when the liver contains big capsular hapaimors, the only health
parenchyma being detected.

We have developed a novel method [6] which deteetenchyma and
tumors from techniques developed in the works of Baal. [3]. In order to
obtain reliable and automatic results, we have @dbe prior segmentation of
neighboring organ. This way, we obtain a more E&ffit and still automatic
method, which provides within 15 minutes from a €&Bn with a 2mm
thickness and that has been taken 60 seconds igfémtion of a contrast
medium : skin, bones, lungs, heart area, aortaggpkidneys, gallbladder, liver,
portal vein and hepatic tumors from 5 mm diameér [

In order to use this reconstruction, we have alsgetbped a surgical
planning system [7] working on a standard multimedomputer. Indeed,
delineation of each organ allows us to deduce &mheone of them a small
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triangular meshing and to display it on any 3D ciuat is compatible with the
OPEN GL standard. Besides 3D visualization of aslied and modeled
structures, this system allows to put each stredtutransparency, to interact on
them, to navigate anywhere and thus to simulatekard/of ccelioscopy. It also
allows to realize virtual resections defined byemttively positioned cutting
plans and to provide the volume of all visualizéictures (figure 1). Because
of its compatibility with current standards, thigsseem can be used on a laptop
fitted with a 3D graphic card and can thus be uh@ihg the intervention so as
to improve the control of the carried out gesture.

Figure 1 : Virtual resection of a 3D reconstrudiedr of a‘atient from his/her medical iages and
intra-operative clinical use of the planning softevan a laptop.

3. Surgical smulation.

Thanks to minimally invasive surgery, surgical siation witnessed a very
important expansion over the last years. This salgiechnique consists in
operating a patient with long instruments inseited the patient’s body, while
looking at a screen linked to a camera for visiuradizhe interior of the operated
cavity. Such a surgery offered thus a simulatiorofaiable development field,
since it is possible to replace the camera imaga ¥ytual image of the patient.
Furthermore, since the surgeon operates with im&nts, it is also possible to
link these instruments to motorized systems reprinduhaptic sensations of
force feedback.

The first simulator of this type is the MinimallywJasive Surgery Trainer
(MIST), developed in 1995 by the company Virtuae$tmce Ltd, which is
today commercialized by Menticewfyw.mentice.com Since then, a great
number of companies took up surgical simulationm8oproducts propose
deformable models, usually surfacic ones. The mestl deformation model is
the spring-mass model because of its easy implextient If proposed, cutting
only concerns surfacic organs. The most simulatadgesy is the
cholecystectomy, available on LapChole from Xit@etvw.xitact.com), LapSim
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from Surgical Science (www.surgical-science.congpMentor from Simbionix
(www.simbionix.co.i), or RLT from ReachInwww.reachin.sp

Some of these companies have developed materidibrptes that can be
used for simulating abdominal surgery, gynaecologic arthroscopic
procedures. Various scenarios are then availablesepsarate modules. The
increasing realism of visual rendering, due touke of textures obtained from
real images, and the progress in force feedbackhamems enabled those
products to acquire some maturity. All these siuurka propose training
exercises for learning basic gestures. Pedagodgwiela step by step training
logic allowing in the end to realize a more compdesture including a grading.
Though they are attractive, these simulators arevekier limited to the
simulation of restricted and determined virtual misdin a set database. Thus,
they do not exploit the 3D reconstruction of pafiethat can be realized from
the medical image, and do not allow to preparergical intervention on a copy
of the patient. Furthermore, these simulators diofeature the opportunity to
cut a voluminous organ like the liver and are iot fimited to learning basic
gestures.

From the 3D patient modeling, we propose to readizealistic simulator
allowing to prepare and simulate a surgical intetiea before actually carrying
it out [8]. Thus, our objective is to realize andligate a highly realistic
simulator for the laparoscopic surgery of the ljviecluding realistic physical
and visual modeling of organs, real-time force femak and the opportunity to
change patient topology thanks to broad resectiealized on any region of the
reconstructed patient. In order to realize suchnaulator, it is important to
reproduce sensations linked to carrying out sufgjeatures.

The first version described in [9] only alloweddionulate main prehension
and resection gestures by applying an electricotwgt In order to improve
visual quality of the simulator, we worked on tteslistic aspect of the cut
region, by adding a local regeneration of the meshihat therefore provides a
convincing simulation of ultrasound resection (fig2 and [10]). We maintain
meshing variety : this is the true novelty of thiethod [10]. This property is
important since it allows us to compute the noraiakach surface tip of the
meshing, and thus to improve the stability of haptiteraction. Furthermore,
this variety allows us to use a structure of sifigali data for meshing, which is
optimized for force computation.

We also merged two different deformation algoritiims same meshing :
an explicit method called mass-tenser and a prepoted method [9]. Thus, the
virtual organ is separated into several volumetrggions in which the
deformation method (mass-tenser or pre-computedhdésen according to the
interaction nature with the virtual tool (no intetian, deformation, cutting).
This method is based on the domain decompositiearthand is optimized so
as to minimize the amount of communication betwéaon neighbouring
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regions. Our current research works aim at paialhg this method, what will
allow to speed up computation time.

D roject ©INRIA - Epidaure project
Figure 2: lllustration of a resection showing tkelistic aspect of cutting and vascular clamping.

4. Augmented Reality: thetransparent patient.

One of preoperative planning and simulation linnitas is the difficulty of
accurately reproducing the planed and simulatetugesn the real patient. This
limitation can be overcome by superimposing preaipex data on the real
patient during intervention. However, this supemsigion is complex to
achieve in practice since it requires the accucateespondence of reference
landmarks between the virtual and the real patMfe.have developed a set of
tools so as to obtain a reliable result that canubed in clinical routine.
Therefore, we propose to offer a view in transpeyeonf the patient by
superimposing the 3D virtual patient reconstrudiedin MRI or CT medical
images, on the video image realized during thenvetaion. In order to retrieve
the constraint linked to deformation and movemdrargans of the abdominal
area due to patient breathing, the medical imagethe video image can be
realized under general anesthesia with a constiavvlame inside lungs. Such a
procedure is observed in practice for needle imserinterventions, such as
radiofrequency thermal ablation of hepatic tumadisanks to these restrictions,
abdominal organs have the same position betweeln doquisitions with a
movement observed in vivo of less than 1mm. Redgistn can thus be limited
to a 2D (video) — 3D (modeling) rigid registratiohimages.

To perform an accurate registration it is essent@lhave reference
landmarks that are visible in both images. In tlasec of neurosurgery or
orthopedic surgery, fiducials (their number vatietween 3 and 6) are usually
fixed on bones in order to ensure their motionlessnin the case of digestive
surgery, we place a greater number of fiducialsttwn skin, what allows to
ensure greater stability and thus a more reliablgistration (a total of 25
fiducials). These fiducials will automatically be odeled during skin
segmentation and will automatically be segmentethénvideo image. In order
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to carry out this registration, we orient two tfDD digital color cameras
conjointly calibrated on the model under two differ points of view with an
angle between 40° and 90° for an accurate sterpimsoegistration [11]. These
cameras are connected to a personal computer thanksMatrox Meteor Il

acquisition card allowing the simultaneous acqiaisiof two video sources. In
order to superimpose the 3D model in the video esafiducials located on the
3D reconstruction have to be positioned on thosibdl in video images. To do
so, we use a 3D/2D registration according to outhoek described in [11] : 3D
points are spatial coordinates of fiducials recamased from data stemming
from the scanner, and 2D points are pixel coorémabrresponding to fiducials
in both camera views. The experimental study [1¥] earried out with an
abdominal model showed that superimposition acgurfac targets located
inside the model reaches an average of 2mm aftecifil registration.

Thus, we developed an efficient registration methatiich allows to
superimpose the 3D modeling of the patient on ¢éad-time acquisition realized
in the OR, thus providing a virtual view in transgracy of the patient. For this
transparency visualization to be useful, it habaacoupled with a visualization
of tools that will be inserted inside the body,asoto make them visible during
the whole intervention, and thus allowing to real& precise targeting of the
aimed tumor. Therefore, we developed a real-tirmeking system of surgical
tools allowing to superimpose a virtual instrumentthe real instrument (figure
3). To do so, we have adapted the ARToolKit librHrg] so that it works with
the Meteor Il acquisition card. Thus, tracking g tinstrument is eased by
adding a printed planar square, which is automiaticacognized by the library,
and permanent visualization of tool positioningliso possible.

Figure 3 : Computer-assisted targeting thanks ®adagmented reality vision.
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In order to validate the interest of such a system, have realized a
targeting which is similar to the one carried outidg a radiofrequency ablation
intervention. We modeled targets with radio-opadideicials stuck on the
synthetic liver inside a model (cf. figure 3). Teach targets, the augmented
view provides the virtual position of target ancedie on both video images.
Needle orientation is guided by the color of thgyés, which changes when the
needle points towards the right direction. Furthenenthe software indicates the
distance (in mm) between virtual needle tip antuairtarget in real-time.

Two different users, software designer and expergeon, who did not
participate in the software development, then edrout 50 targetings each.
Targeting accuracy has been evaluated thanks ém@moscopic camera oriented
towards target fiducials. Resulting mean distanmzktane to reach the target are
indicated in Table 1.

Table 1 :Targeting results (mean value + standagdidtion).

Computer
Total Scientist Surgeon
Real mean distance (mm) 279+141 3.6+£1.03 1.927
Mean time (sec) ‘2122‘71 * 38.5+21.78 54.64+24.88

These results clearly show an important targetotyieacy, since the expert
has a targeting error of less than 2mm. Furthermooenparison between
targeting carried out by the software designer thedexpert surgeon allows us
to check that the system ensures a very high nealisusage, by favoring the
expertise of gesture and not the expertise of teeldped system. This is
indeed a frequently encountered problem in compgagsisted surgical gesture
systems, where knowledge of the system developedhbydesigner often
enables him/her to carry out more accurate actiozs the medical expert. The
other advantage of this system is the time requioecheedle positioning. In
clinical routine, such a positioning takes 5 tomi@utes, due to the use of intra-
operative imaging, such as ultrasonography or srantthat prolongs
intervention duration. Our experience shows thatgésture requires on average
less than one minute to be carried out.

5. Conclusion

The various works carried out by our research tel@chsis to develop a set of
tools for diagnosis support and surgical intenamplanning. They also allow
to simulate a complex procedure on a 3D virtualycopthe patient and to use
preoperative information during intervention, irrgpaular by superimposing the
virtual image of internal organs and pathologiegtm abdomen of the patient.
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These systems, at an experimental stage, are pedgh being tested
clinically, with the objective of eventually beinged in clinical routine. They
represent the first essential phase for surgicstiuge automation, that will allow
to reduce surgical mistakes. Indeed, interventiomuktion will allow to do
without all superfluous or imperfect gestures, gsinas a programming of the
final gesture. This gesture will then be transnditte a surgical robot which,
thanks to augmented reality, will be able to prelgisreproduce optimized
gestures of the surgeon. Tomorrow's surgery isoway.
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