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## Abstract

This paper addresses the problem of finding the mesh representing at best in $L^{p}$ a twice continuous differentiable function defined on the plane. A continuous setting of this problem is used. It relies on an abstract mesh model, the "continuous metrics" allowing a variational analysis and on the identification of an optimum. Anisotropic optimal meshes can then be specified. An extension to discontinuities is proposed. It involves the prediction of the convergence order of the underlying mesh adaptation method. We present a few numerical illustrations related to numerical solution representation and to image compression.
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## 1. Introduction

CFD researchers have spent decades constructing "second-order accurate schemes" but when they are applied to industrial problems, numerical convergence is rarely second order. When theorists are addressed about this problem, they answer that the Navier-Stokes flow fields are generally smooth but they involve steep gradients, and therefore it might happen that second-order convergence, only an asymptotical property, will indeed apply, but only for extremely fine meshes that are not usable in practice. Further, some of the flows of interest involve genuine singularities and second-order convergence cannot be obtained.

[^0]In fact, in order to answer to the expectation of these practitioners, a new theory of approximation, taking into account mesh adaptation is being progressively built by the research community. Indeed, uniform mesh refinement is identified as a penalizing option for higher-order mesh convergence.

With mesh adaptive approaches, the numerical order of the convergence to the continuous is routinely evaluated from the variation of error with respect to the number of nodes and appears as much better than with uniform mesh refinement (see, for example, [21]). This is due to advances in adaptation criteria and in mesh representation.

New theoretical developments are specifying progressively criteria for adapting meshes in order to get an error lower than a prescribed threshold. The derivation of a posteriori errors is an important topic in this direction, see, for example, $[1,3,10]$.

However the relations between the adaptation strategy and the convergence order remain a difficult issue.

The adapted mesh needs not only to be fine enough in some regions, but also to be not too fine in other regions. It becomes a part of the unknowns in the system to solve. In the case where the mesh should be found among a set of deformations of a reference one, many works in the literature proposed the mesh deformation or equivalently mesh coordinates as the solution of a particular system coupled with the discrete partial differential equation (PDE) under study. See, for example, [6,17]. In that case the mesh topology is prescribed by the user and may be not adequate for the adaptation.

Conversely, in the case where the user does not wish to fix the topology, but instead, wants the algorithm to find it, then the definition of a system the solution of which is the adapted mesh is much more difficult. Firstly, two meshes can have very different topologies and give about the same local accuracy. Secondly, it is difficult to find an optimal mesh if we have to investigate inside a set of meshes described by integers and/or booleans.

These remarks have motivated researchers to represent meshes by continuous functions describing the mesh. See, for example, [2]. These functions can be for example the (scalar) local mesh density over the computational domain. From its knowledge, it is possible to derive an upper bound for the local truncation error. But this upper bound does not give a perfect idea of the local error if local stretching effects are not taken into account.

In many recent publications, see, for example, [4,5,12,13], the local stretching is modelled by means of a non-scalar field, the metric. An adapted metric is specified by an argument of equidistribution of an interpolation error related to the partial differential equation solution.

The main purpose of the present work is to explore several outputs of an analysis in which we look for the optimal metric in a continuous setting.

In the first step presented in this paper, we focus on the easier problem of adapting a mesh to the best $\mathcal{P}_{1}$ interpolation of a given analytic function. Interpolation errors have been the subject of many studies, in particular for mesh quality purposes (see, for example, [20,15]). From error estimates, abstract error models can be built. The problem of the best adapted metric can be cast into the optimization of this error model and the optimal metric can be exhibited. The mathematical model also allows to reproduce some convergence-to-the limit behaviors, giving some prediction of numerical convergence order for the discrete case.

We shall first consider the 1D case and recall how a continuous metric is defined, how the interpolation error can be modelled, and how a calculus of variation produces an optimal metric. The interpolation of a function having a discontinuity is analysed. The 1D case allows for an overview of several possible extensions.

Then we shall propose a model for the 2D case. The error model will be derived from an accurate error estimate. Then again we propose a definition of the best metric. This time, mesh anisotropy can be taken into account. The convergence order for isotropic and anisotropic adapted meshes is compared in the case of a discontinuous function.

We complete these theoretical statements by a series of numerical experiments in order to show examples for which behavior predicted by the theory are indeed observed. We finally illustrate how the "best interpolation" problem that we address can also applied to an image compression problem.

## 2. Continuous metric in an interval

This section is somewhat close to the end of Chapter 3 in [2] in which the authors look for the best mesh density. However we introduce in a different-purely continuous-setting the notion of metric optimality which will be the central tool of the sequel. After some definitions concerning the metric, we recall an estimate of the interpolation error and then show how an optimal metric can be derived.

### 2.1. Definitions

A metric on a given set allows to define the distance between two arbitrary elements of it. We shall call the metric on the interval $[a, b]$ a (strictly) positive continuous function $\mathcal{M}: x \rightarrow \mathcal{M}(x)$ defined on [ $a, b$ ]. It specifies, for any $c$ and $d$ of this interval the length of segment $c d$ as follows:

$$
\begin{equation*}
L_{\mathcal{M}}(c d)=\int_{c}^{d} \sqrt{\mathcal{M}}(s) \mathrm{d} s \tag{1}
\end{equation*}
$$

Let us consider a mesh of interval $[a, b]$ with $N$ nodes. It is a subdivision $x_{0}=a<x_{1}, \ldots, x_{i}<$ $x_{i+1}, \ldots, x_{N-1}<x_{N}=b$ of this interval. A consequence of the above definition is that a metric can prescribe a particular class of meshes. Indeed, we shall say that a mesh conforms to metric $\mathcal{M}$ if and only if the following relation, unitary element length holds: for any element $\left[x_{i}, x_{i+1}\right]$, we have $\int_{x_{i}}^{x_{i+1}} \sqrt{\mathcal{M}} \mathrm{~d} x=1$.

In that case, if we introduce the local continuous mesh size $m_{\mathcal{M}}=\mathcal{M}^{-1 / 2}$ we have: for any element $\left[x_{i}, x_{i+1}\right], \int_{x_{i}}^{x_{i+1}} \frac{1}{m_{\mathcal{M}}} \mathrm{d} x=1$, which shows that when $m_{\mathcal{M}}$ is a constant function, it is nothing other than the element size.

Another way to view this is to introduce the local continuous node density $d_{\mathcal{M}}=1 / m_{\mathcal{M}}$ : for any interval $\left[x_{i}, x_{i+1}\right]$, we have $\int_{x_{i}}^{x_{i+1}} d_{\mathcal{M}}(x) \mathrm{d} x=1$.

It can be verified that the number of nodes (or equivalently intervals) of the mesh is specified by the metric. It is given by:

$$
\begin{equation*}
C(\mathcal{M})=\int_{a}^{b} \sqrt{\mathcal{M}} \mathrm{~d} x=\int_{a}^{b} 1 / m_{\mathcal{M}}(x) \mathrm{d} x=\int_{a}^{b} d_{\mathcal{M}}(x) \mathrm{d} x \tag{2}
\end{equation*}
$$

If $C(\mathcal{M})$ is a positive integer, exactly one mesh is described by it, if $C(\mathcal{M})$ is not an integer, no mesh is described by it.

### 2.2. Interpolation error bound

The present work concentrates on the continuous $\mathcal{P}_{1}$ interpolation. We first recall in short an error bound useful for the sequel. We consider:

- A function $u$, regular enough, defined on a segment $[a, b]$,
- $h=$ meas $([a, b])$, not necessarily small,
- $\Pi_{h} u$ the $\mathcal{P}_{1}$ interpolation of $u$ on $[a, b]: \Pi_{h} u$ is an affine function on $[a, b],\left(\Pi_{h} u\right)(a)=u(a)$, $\left(\Pi_{h} u\right)(b)=u(b)$,
- the approximation error defined by $e(x)=u(x)-\left(\Pi_{h} u\right)(x)$.

For any $x$ in $[a, b]$, there exists $t_{1}$ and $t_{2}$ in $[0,1]$ such that:

$$
\begin{aligned}
& e(a)=\left(u-\Pi_{h} u\right)(a)=\left(u-\Pi_{h} u\right)(x)+(a-x)\left(u-\Pi_{h} u\right)^{\prime}(x)+\frac{(a-x)^{2}}{2} u^{\prime \prime}\left(x+t_{1}(a-x)\right), \\
& e(b)=\left(u-\Pi_{h} u\right)(b)=\left(u-\Pi_{h} u\right)(x)+(b-x)\left(u-\Pi_{h} u\right)^{\prime}(x)+\frac{(b-x)^{2}}{2} u^{\prime \prime}\left(x+t_{2}(b-x)\right) .
\end{aligned}
$$

Looking for an upper bound of $e=\left(u-\Pi_{h} u\right)$ leads to look for a point $x$ such that $e^{\prime}(x)=(u-$ $\left.\Pi_{h} u\right)^{\prime}(x)=0$. After some computation we get:

$$
\begin{aligned}
0= & 2\left(u-\Pi_{h} u\right)(x)+\frac{(a-x)^{2}}{2} u^{\prime \prime}\left(x+t_{1}(a-x)\right) \\
& +\frac{(b-x)^{2}}{2} u^{\prime \prime}\left(x+t_{2}(b-x)\right)
\end{aligned}
$$

and

$$
\left|\left(u-\Pi_{h} u\right)(x)\right| \leqslant \frac{1}{2}\left(\left|\frac{(a-x)^{2}}{2}\right|+\left|\frac{(b-x)^{2}}{2}\right|\right) \max _{[a, b]}\left|u^{\prime \prime}\right| .
$$

Then

$$
\left|\left(u-\Pi_{h} u\right)(x)\right| \leqslant \frac{1}{4} \max _{\xi \in I}\left((a-\xi)^{2}+(b-\xi)^{2}\right) \max _{[a, b]}\left|u^{\prime \prime}\right| .
$$

The maximum is reached for $\xi_{0}=\frac{(a+b)}{2}$, this implies, $\forall \xi \in I$ :

$$
\begin{equation*}
|e(\xi)|=\left|\left(u-\Pi_{h} u\right)(\xi)\right| \leqslant \frac{(b-a)^{2}}{8} \max _{[a, b]}\left|u^{\prime \prime}\right| \tag{3}
\end{equation*}
$$

This estimate, after it has been modelled in terms of continuous functions, will contribute to the continuous problem statement.

### 2.3. Optimal metric

2.3.1. Optimality condition for norm $L^{\alpha}$

The interpolation error vanishes on each vertex. Its maximal value inside each element is estimated by (3). An asymptotic extension would also provide something like the right-hand side of (3) as first
term. We propose to represent the interpolation error in the continuous setting by a simplified function inspired from these analyses. This process is a modelling process. It is motivated by the need of a more analysable mathematical formulation. We assume that the function $u$ is smooth, that its second derivative $u^{\prime \prime}$ is everywhere strictly positive, and that meshes that we consider are enough fine to allow the secondorder term of the interpolation error to represent well the whole error. Let us define the continuous local $\mathcal{P}_{1}$-interpolation error as:

$$
\begin{equation*}
\left|e_{\mathcal{M}}(x)\right|=\left(d_{\mathcal{M}}(x)\right)^{-2}\left|u^{\prime \prime}(x)\right|, \tag{4}
\end{equation*}
$$

where $d_{\mathcal{M}}(x)$ is the node density of the mesh, or equivalently the inverse local mesh size, i.e., the inverse of $m_{\mathcal{M}}(x)$. We want now to find the minimum with respect to metric $\mathcal{M}$ in a set $\mathcal{U}$, of the $L^{\alpha}$ norm $(0<\alpha<\infty)$ of the error $e_{\mathcal{M}}$ :

$$
\begin{equation*}
\min _{\mathcal{M} \in \mathcal{U}} \mathcal{E}_{\alpha}(\mathcal{M}), \quad \text { with } \mathcal{E}_{\alpha}(\mathcal{M})=\left(\left|e_{\mathcal{M}}(x)\right|\right)_{L^{\alpha}}^{\alpha}=\int_{a}^{b}\left(d_{\mathcal{M}}(x)^{-2}\left|u^{\prime \prime}(x)\right|\right)^{\alpha} \mathrm{d} x \tag{5}
\end{equation*}
$$

with respect to $d_{\mathcal{M}}, \mathcal{U}$ is an open subset of $L^{2}$ such that any metric in $\mathcal{U}$ is such that $d_{\mathcal{M}}>0$ and $d_{\mathcal{M}}^{-2 \alpha}$ is of bounded integral. For a node density tending to infinity, the error tends to zero. Let us recall that a sequence of 1D metrics $\mathcal{M}_{n}$ having $n$ nodes gives a $\kappa$ th order convergence in $L^{\alpha}$ norm if the corresponding error satisfies:

$$
\begin{equation*}
\left(\left|e_{\mathcal{M}_{n}}(x)\right|\right)_{L^{\alpha}} \leqslant \text { const } \cdot n^{-\kappa} . \tag{6}
\end{equation*}
$$

If we can state such a property for the metric model, this would be a good indication that the $\kappa$ th order convergence is satisfied by meshes built from these metrics.

In order to avoid finding the trivial infinitely fine solution, the space of admissible metrics is restricted prescribing the number of nodes:

$$
\begin{equation*}
\forall \mathcal{M} \in \mathcal{U}, \quad C(\mathcal{M})=\bar{C}(d)=\int_{a}^{b} d(x) \mathrm{d} x=N \tag{7}
\end{equation*}
$$

This gives a linear constraint for variable $d$. In order to get (at least formally) optimality condition, we can differentiate the functional of (5) with respect to $d$ :

$$
-2 \alpha \int_{a}^{b} d^{-2 \alpha-1}\left(\left|u^{\prime \prime}\right|\right)^{\alpha} \delta d \mathrm{~d} x \geqslant 0, \quad \forall \delta d: \int_{a}^{b} \delta d \mathrm{~d} x=0
$$

Thus

$$
d_{\mathrm{opt}}(x)=K_{1} \cdot\left|u^{\prime \prime}(x)\right|^{\frac{\alpha}{2 \alpha+1}}
$$

where $K_{1}$ is a constant which we can determine by taking into account the constraint (7), we get:

$$
\begin{equation*}
d_{\mathrm{opt}}(x)=\frac{N}{\int\left|u^{\prime \prime}\right|^{\frac{\alpha}{2 \alpha+1}} \mathrm{~d} x^{\prime}}\left|u^{\prime \prime}(x)\right|^{\frac{\alpha}{2 \alpha+1}} \tag{8}
\end{equation*}
$$

or, in terms of the local mesh size:

$$
\begin{equation*}
m_{\text {opt }}(x)=\frac{\int\left|u^{\prime \prime}\right|^{\frac{\alpha}{2 \alpha+1}} \mathrm{~d} x^{\prime}}{N}\left|u^{\prime \prime}(x)\right|^{\frac{-\alpha}{2 \alpha+1}} \tag{9}
\end{equation*}
$$

The minimum of the functional writes:

$$
\begin{equation*}
\left(\mathcal{E}_{\alpha}^{\mathrm{opt}}\right)^{\alpha}=\frac{1}{N^{2 \alpha}}\left(\int_{a}^{b}\left|u^{\prime \prime}\right|^{\frac{\alpha}{2 \alpha+1}} \mathrm{~d} x^{\prime}\right)^{2 \alpha}\left(\int_{a}^{b}\left|u^{\prime \prime}(x)\right|^{\frac{1}{2 \alpha+1}} \mathrm{~d} x\right) \tag{10}
\end{equation*}
$$

Remark 1. The smoothness of $u$ is important in this analysis but $u$ can be replaced in practice by a smoother function. Since the Hessian of the functional is always positive, the solution $d_{\text {opt }}$ is the unique global optimum.

Remark 2. The local mesh size, naturally inverse proportional to the number of nodes, is defined by (9) only if the second derivative $u^{\prime \prime}$ never vanishes. In practice, we replace $\left|u^{\prime \prime}\right|$ by $\max \left(\varepsilon,\left|u^{\prime \prime}\right|\right)$, with a small positive $\varepsilon$.
2.3.2. Examples

- For $L^{1}$ norm: this is a rather usual norm in image processing, we get

$$
\begin{equation*}
m_{\mathrm{opt}}^{1}(x)=\frac{\int\left|u^{\prime \prime}\right|^{1 / 3} \mathrm{~d} x^{\prime}}{N}\left|u^{\prime \prime}(x)\right|^{-1 / 3} \tag{11}
\end{equation*}
$$

- For $L^{2}$ norm, which is the natural option for PDE's, we get

$$
\begin{equation*}
m_{\mathrm{opt}}^{2}(x)=\frac{\int\left|u^{\prime \prime}\right|^{2 / 5} \mathrm{~d} x^{\prime}}{N}\left|u^{\prime \prime}(x)\right|^{-2 / 5} \tag{12}
\end{equation*}
$$

- For the case of $L^{\infty}$ norm, due to insufficient smoothness, we cannot get an optimality condition by differentiating the functional. Instead, we can get a formal one by making the power coefficient in (9) tend to infinity:

$$
\begin{equation*}
m_{\mathrm{opt}}^{\infty}(x)=\frac{\int\left|u^{\prime \prime}\right|^{1 / 2} \mathrm{~d} x^{\prime}}{N}\left|u^{\prime \prime}(x)\right|^{-1 / 2} \tag{13}
\end{equation*}
$$

Remark 3. In the last case, introducing $d_{\mathrm{opt}}^{\infty}$ :

$$
\begin{equation*}
d_{\mathrm{opt}}^{\infty}(x)=\frac{N}{\int\left|u^{\prime \prime}\right|^{1 / 2} \mathrm{~d} x^{\prime}}\left|u^{\prime \prime}(x)\right|^{1 / 2} \tag{14}
\end{equation*}
$$

in (4) gives a uniform local error,

$$
\begin{equation*}
\left|e_{\mathcal{M}}^{\infty}(x)\right|=\frac{\left(\int\left|u^{\prime \prime}\right|^{1 / 2} \mathrm{~d} x^{\prime}\right)^{2}}{N^{2}} \forall x \tag{15}
\end{equation*}
$$

It is not a scoop that the $L^{\infty}$ norm of error is formally minimum when the local error is uniform. This is an option referred in the literature as the error equidistribution, used in [7,13]. We rediscuss that option in Remark 5 in the sequel.

### 2.4. Convergence order of the continuous metric model

If we take the $\alpha$ th root of expression (10), we get:

$$
\begin{equation*}
\mathcal{E}_{\alpha}^{\mathrm{opt}}=\frac{1}{N^{2}}\left(\int_{a}^{b}\left|u^{\prime \prime}\right|^{\frac{\alpha}{2 \alpha+1}} \mathrm{~d} x^{\prime}\right)^{2}\left(\int_{a}^{b}\left|u^{\prime \prime}(x)\right|^{\frac{1}{2 \alpha+1}} \mathrm{~d} x\right)^{1 / \alpha} \tag{16}
\end{equation*}
$$

Since the two integrals are bounded, this shows that the optimal error decreases as the inverse of square of the number of nodes. According to (6), this expresses the second-order convergence (for $\mathcal{P}_{1}$ interpolation) of the metric sequence obtained by the present adaption strategy. This is not surprising since the function $u$ is assumed to have continuous second derivatives, and the same property also holds for a sequence of uniform meshes.

Let us examine how to look for an optimal metric in the case of a function $u$ having a discontinuity. More precisely, $u$ is bounded and smooth on two parts $[a, c]$ and $[c, b]$ of the interval, but is discontinuous at point $c$ with a nonzero step.

We choose to represent the $\mathcal{P}_{1}$ interpolation error as:

$$
\begin{align*}
& \int_{a}^{b}\left|e_{\mathcal{M}}(x)\right|^{\alpha} \mathrm{d} x^{\prime}=\int_{a}^{b}\left(m^{2}\left|u_{\delta}^{\prime \prime}(x)\right|\right)^{\alpha} \mathrm{d} x \\
& \quad \text { with } u_{\delta}^{\prime \prime}(x)=\delta^{-2}(u(x+\delta)-2 u(x)+u(x-\delta)) \tag{17}
\end{align*}
$$

where $\delta$ is assumed to be smaller than $m$. Using this error model is justified by the following remarks:

- on the element $\left[x_{i}, x_{i+1}\right]$ containing the discontinuity, the interpolation error $\int_{x_{i}}^{x_{i+1}}\left|\Pi_{h} u-u\right|^{\alpha} \mathrm{d} x$ is smaller than $\int_{x_{i}}^{x_{i+1}}$ meas $\left(\left[x_{i}, x_{i+1}\right]\right)^{2}\left|u_{\delta}^{\prime \prime}\right|^{\alpha} \mathrm{d} x$,
- $u_{\delta}^{\prime \prime}$ is close to $\frac{\partial^{2} u}{\partial x^{2}}$ where $u$ is regular.

Moreover, we observe that $u_{\delta}^{\prime \prime}$ is of the order of $\delta^{-2}$ for $x$ in $[c-\delta, c+\delta]$. Then for $\gamma$ such that $0<\gamma \leqslant$ $1 / 2$ :

$$
\begin{equation*}
\left\|u_{\delta}^{\prime \prime}\right\|_{L^{\gamma}} \quad \text { is bounded independently of } \delta, \tag{18}
\end{equation*}
$$ and for $\gamma>1 / 2$ :

$$
\begin{equation*}
\left\|u_{\delta}^{\prime \prime}\right\|_{L^{\gamma}} \quad \text { is unbounded for } \delta \rightarrow 0 \tag{19}
\end{equation*}
$$

According to Remark 1, we can replace the term $\left|u_{\delta}^{\prime \prime}\right|$ by a smooth approximation of it, that satisfies the above properties. Let us restrict our calculus of variations to the $L^{2}$ case $(\alpha=2)$. The resulting optimal error writes:

$$
\mathcal{E}_{2}^{\mathrm{opt}}=\frac{1}{N^{2}}\left(\int_{a}^{b}\left|u_{\delta}^{\prime \prime}\right|^{2 / 5} \mathrm{~d} x^{\prime}\right)^{2}\left(\int_{a}^{b}\left|u_{\delta}^{\prime \prime}(x)\right|^{1 / 5} \mathrm{~d} x\right)^{1 / 2} \leqslant \frac{K_{2}}{N^{2}}
$$

where $K_{2}$ is a bounded constant, due to (18). We deduce that the proposed adaptive strategy is also of second-order accuracy for this discontinuous case.

Remark 4. The same analysis can be done with a more accurate interpolation, that is typically with an error model of $\kappa$ th order:

$$
\left|e_{\mathcal{M}}(x)\right|=\left(d_{\mathcal{M}}(x)\right)^{\kappa}\left|u^{(\kappa)}\right|
$$1

where $u^{(\kappa)}$ holds either for the $\kappa$-derivative of $u$ or for a differential quotient close to it. In the second case, the differential quotient is bounded in $L^{1 / \kappa}$. In that case, in the optimal error appears a maximal power of the differential quotient which is equal to $\frac{\alpha}{\kappa \alpha+1}$. Since this is always smaller than $1 / \kappa, \kappa$-order accuracy on a discontinuous function is again obtained.

On this basis, extensions to $h-p$ adaptation can be designed.
Remark 5. In this discontinuous case, making $\alpha$ tend to infinity in order to try to get information concerning the $L^{\infty}$ case is definitively deceitful. It tends to say that $L^{\infty}$ second-order convergence also holds as a limiting case. But the initial assumption that we can represent the $L^{\infty}$ error with an integral of form (5) is wrong. The $L^{\infty}$ error between a fixed discontinuous function and continuous approximations simply cannot tend to zero.

## 3. The 2D case

We propose a 2 D extended model for the $\mathcal{P}_{1}$ interpolation error and then apply again a variation calculus.

### 3.1. Definitions and notations

Let $u$ be a twice continuously differentiable function from a subset $\Omega$ of $R^{2}$ in $R$. The Hessian of $u$ is denoted by

$$
\mathcal{H}_{u}=\left(\begin{array}{cc}
\frac{\partial^{2} u}{\partial x^{2}} & \frac{\partial^{2} u}{\partial x \cdot \partial y}  \tag{20}\\
\frac{\partial^{2} u}{\partial x \cdot \partial y} & \frac{\partial^{2} u}{\partial y^{2}}
\end{array}\right),
$$

$\mathcal{H}_{u}$ is diagonalizable through a rotation $\mathcal{R}_{u}$ passing from the usual ( $x, y$ ) coordinate system to a system $(\xi, \eta)$ :

$$
\mathcal{H}_{u}=\mathcal{R}_{u} \widehat{\mathcal{H}}_{u} \mathcal{R}_{u}^{-1}=\mathcal{R}_{u}\left(\begin{array}{cc}
\lambda_{1} & 0  \tag{21}\\
0 & \lambda_{2}
\end{array}\right) \mathcal{R}_{u}^{-1}
$$

where

$$
\begin{equation*}
\lambda_{1}=\frac{\partial^{2} u}{\partial \xi^{2}}, \quad \lambda_{2}=\frac{\partial^{2} u}{\partial \eta^{2}}, \quad\left|\lambda_{1}\right| \geqslant\left|\lambda_{2}\right| . \tag{22}
\end{equation*}
$$

The family of metrics $\mathcal{M}$ we shall consider involves a tensor field depending on $(x, y)$ and defined as follows a rotation $\mathcal{S}_{\mathcal{M}}$ and its inverse $\mathcal{S}_{\mathcal{M}}^{-1}$ :

$$
\mathcal{M}(x, y)=\mathcal{S}_{\mathcal{M}}^{-1}\left(\begin{array}{cc}
{\frac{1}{m_{\mathcal{M}, \theta}}}^{2} & 0  \tag{23}\\
0 & \frac{1}{m_{\mathcal{M}, \zeta}}
\end{array}\right) \mathcal{S}_{\mathcal{M}}
$$

where $\mathcal{S}_{\mathcal{M}}, m_{\mathcal{M}, \theta}$, and $m_{\mathcal{M}, \zeta}$ depend on $x$ and $y$. Similarly to the 1D case, the length $L_{\mathcal{M}}(\overrightarrow{c d})$ of a vector $\overrightarrow{c d}$ in metric $\mathcal{M}$ is defined as follows:

$$
\begin{equation*}
L_{\mathcal{M}}(\vec{v})=\int_{0}^{1} \sqrt{\vec{v} \cdot \mathcal{M} \cdot \vec{v}}\left(x^{\prime} \vec{c}+\left(1-x^{\prime}\right) \vec{d}\right) \mathrm{d} x^{\prime} \tag{24}
\end{equation*}
$$

Ideally, in a mesh defined by the metric $\mathcal{M}$, any edge $\vec{e}$ is exactly of length $L_{\mathcal{M}}(\vec{e})$ equal to 1 . The coefficients $m_{\mathcal{M}, \theta}$, and $m_{\mathcal{M}, \zeta}$ are the local mesh sizes of $\mathcal{M}$ in each of the two directions $\theta_{\mathcal{M}}$ and $\zeta_{\mathcal{M}}$ defined by the rotation $\mathcal{S}_{\mathcal{M}}$. We omit the index $\mathcal{M}$ for simplifying notations. Quantities $\frac{1}{m_{\theta}}$ and $\frac{1}{m_{\zeta}}$ represent the number of mesh elements by unit length following respectively axes $\theta$ and $\zeta$. In a similar way to the 1D case, we associate to a metric $\mathcal{M}$ the local density of nodes $d$ (again index $\mathcal{M}$ is omitted):

$$
\begin{equation*}
d(x, y)=\frac{1}{m_{\theta}} \cdot \frac{1}{m_{\zeta}} \tag{25}
\end{equation*}
$$

and the total number of nodes defined as the integral of mesh density,

$$
\begin{equation*}
C(\mathcal{M})=\int_{\Omega} \frac{1}{m_{\theta}} \frac{1}{m_{\zeta}} \mathrm{d} x \mathrm{~d} y \tag{26}
\end{equation*}
$$

The soundness of these definitions is easily checked for structured meshes. In the 2D case, a sequence of 2D metrics $\mathcal{M}_{n}$ having $C\left(\mathcal{M}_{n}\right)=n$ nodes gives a $\kappa$ th order convergence for a given error norm $\left|e_{\mathcal{M}_{n}}(x)\right|_{L^{\alpha}}$ if we have:

$$
\begin{equation*}
\left|e_{\mathcal{M}_{n}}(x)\right|_{L^{\alpha}} \leqslant \text { const } \cdot n^{-\kappa / 2} . \tag{27}
\end{equation*}
$$

### 3.2. Rough upper bound

The justification of a 2D interpolation error model needs to come back to estimates a little more deeply than for the 1D case. We present now calculations that are slight modifications of analyses available in the literature. To any triangulation $\mathcal{T}_{h}$ of $\Omega$ corresponds an $\mathcal{P}_{1}$ interpolation of $u$ that we denote by $\Pi_{h} u$. For the local error analysis, we consider $K=[a, b, c]$, a triangle of $\mathcal{T}_{h}$ of diameter $h_{\max }$. Functions $u$ and $\Pi_{h} u$ coincide in $a, b$ and $c$. Let us estimate the error $e=u-\Pi_{h} u$ on $K=[a, b, c]$. Let us write ( $u-\Pi_{h} u$ ) in the neighboring of $a$. Symbol $z$ holds for a point od $K$ :

$$
\left(u-\Pi_{h} u\right)(a)=\left(u-\Pi_{h} u\right)(z)+\left\langle\overrightarrow{z a}, \nabla\left(u-\Pi_{h} u\right)(z)\right\rangle+\frac{1}{2}\left\langle\vec{a} z, H_{u}\left(z+t_{1} \overrightarrow{z a}\right) \vec{a} z\right\rangle
$$

where $t_{1}$ is between 0 and 1 and depends on $z$ and $a$ and where we denote by $\langle\vec{v}, H(\cdot) \vec{v}\rangle$ the scalar product related to $H(\cdot)$. Similarly, for $b$ and $c$, we get:

$$
\begin{aligned}
& \left(u-\Pi_{h} u\right)(b)=\left(u-\Pi_{h} u\right)(z)+\left\langle\overrightarrow{z b}, \nabla\left(u-\Pi_{h} u\right)(z)\right\rangle+\frac{1}{2}\left\langle\overrightarrow{b z}, H_{u}\left(z+t_{2} \vec{z}\right) \vec{b} z\right\rangle, \\
& \left(u-\Pi_{h} u\right)(c)=\left(u-\Pi_{h} u\right)(z)+\left\langle\vec{z} c, \nabla\left(u-\Pi_{h} u\right)(z)\right\rangle+\frac{1}{2}\left\langle\overrightarrow{c z}, H_{u}\left(z+t_{3} \overrightarrow{z c}\right) \overrightarrow{c z}\right\rangle .
\end{aligned}
$$

In order to have an upper bound of $e=\left(u-\Pi_{h} u\right)$, we look for a point $z$ where the extremum is attained.

$$
\nabla\left(u-\Pi_{h} u\right)(z)=0
$$

or

$$
\left\langle\mathrm{vec}, \nabla\left(u-\Pi_{h} u\right)(z)\right\rangle=0,
$$

## If $z$ is in $K$ then

for any vec in $R^{2}$ or in $K$. Using the three above extension and remaking that $e(a)=e(b)=e(c)=0, \quad 8$ we get:

$$
\begin{aligned}
& 0=\left(u-\Pi_{h} u\right)(z)+\frac{1}{2}\left\langle\vec{a} z, H_{u}\left(z+t_{1} \overrightarrow{z a}\right) \vec{a} z\right\rangle \\
& 0=\left(u-\Pi_{h} u\right)(z)+\frac{1}{2}\left\langle\overrightarrow{b z}, H_{u}\left(z+t_{2} \overrightarrow{z b}\right) \overrightarrow{b z}\right\rangle \\
& 0=\left(u-\Pi_{h} u\right)(z)+\frac{1}{2}\left\langle\overrightarrow{c z}, H_{u}\left(z+t_{3} \overrightarrow{z c}\right) \vec{c} z\right\rangle
\end{aligned}
$$

and by addition

$$
0=3\left(u-\Pi_{h} u\right)(z)+\frac{1}{2}\left\langle\vec{a} z, H_{u}\left(z+t_{1} \overrightarrow{z a}\right) \vec{a} z\right\rangle+\frac{1}{2}\left\langle\vec{b} z, H_{u}\left(z+t_{2} \vec{z} b\right) \overrightarrow{b z}\right\rangle+\frac{1}{2}\left\langle\overrightarrow{c z}, H_{u}\left(z+t_{3} \overrightarrow{z c}\right) \overrightarrow{c z}\right\rangle .
$$

Let $M$ be a real number such that

$$
M=\max _{z \in K}\left(\max _{\mathrm{vec} \in R^{2}} \frac{\left|\mathrm{vec}, H_{u}(z) \mathrm{ve} \mathrm{c}\right|}{\|\mathrm{vec}\|^{2}}\right) .
$$

Then

$$
\left|\left(u-\Pi_{h} u\right)(z)\right| \leqslant \frac{1}{6}\left(\|\vec{a} z\|^{2}+\|\overrightarrow{b z}\|^{2}+\|\overrightarrow{c z}\|^{2}\right) M .
$$

By definition,

$$
z=\lambda_{a} a+\lambda_{b} b+\lambda_{c} c
$$

with

$$
\lambda_{a}+\lambda_{b}+\lambda_{c}=1
$$

Thus

$$
\vec{a} z=\lambda_{b} \overrightarrow{a b}+\lambda_{c} \overrightarrow{a c}, \quad \overrightarrow{b z}=\lambda_{c} \overrightarrow{b c}+\lambda_{a} \overrightarrow{b a}, \quad \overrightarrow{c z}=\lambda_{a} \overrightarrow{c a}+\lambda_{b} \overrightarrow{c b}
$$

We deduce that

$$
\begin{aligned}
& \|\vec{a} z\|^{2}+\|\overrightarrow{b z}\|^{2}+\|\vec{c} z\|^{2} \\
& \quad \leqslant \\
& \quad\left(\lambda_{a}^{2}+\lambda_{b}^{2}\right)\|\overrightarrow{a b}\|^{2}+\left(\lambda_{a}^{2}+\lambda_{c}^{2}\right)\|\overrightarrow{a c}\|^{2}+\left(\lambda_{b}^{2}+\lambda_{c}^{2}\right)\|\overrightarrow{b c}\|^{2} \\
& \quad+2\left(\lambda_{a} \lambda_{b}\right)|\langle\overrightarrow{c a}, \vec{c} b\rangle|+2\left(\lambda_{a} \lambda_{c}\right)|\langle\overrightarrow{b a}, \overrightarrow{b c}\rangle|+2\left(\lambda_{b} \lambda_{c}\right)|\langle\overrightarrow{a b}, \overrightarrow{a c}\rangle|
\end{aligned}
$$

If we denote by $L$ the length of the largest edge, then:

$$
\|\overrightarrow{a z}\|^{2}+\|\vec{b} z\|^{2}+\|\vec{c} z\|^{2} \leqslant 2\left(\lambda_{a}^{2}+\lambda_{b}^{2}+\lambda_{c}^{2}+\lambda_{a} \lambda_{b}+\lambda_{a} \lambda_{c}+\lambda_{b} \lambda_{c}\right) L^{2} .
$$

One easily verifies that the extremum is reached at:

$$
\lambda_{a}=\lambda_{b}=\lambda_{c}=\frac{1}{3}
$$

and thus the upper bound writes:

$$
\begin{equation*}
\left|\left(u-\Pi_{h} u\right)(z)\right| \leqslant \frac{2}{9} L^{2} M \tag{28}
\end{equation*}
$$

This result suggests the form of the upper bound to get in the case of an arbitrary dimension $d$ :

$$
\left|\left(u-\Pi_{h} u\right)(z)\right| \leqslant \frac{1}{2} \frac{1}{1+d}\left(\frac{d(d+1)}{(d+1)^{2}}+2 \frac{d(d-1)}{2} \frac{d+1^{2}}{d+1}\right) L^{2} M \leqslant \frac{1}{2}\left(\frac{d}{1+d}\right)^{2} L^{2} M .
$$

We return to the case where the extremum is not reached in $K$. Then it corresponds to an edge, let us say the edge $a b$. The gradient vanishes on $a b$ and it follows that:

$$
0=2\left(u-\Pi_{h} u\right)(z)+\frac{1}{2}\left\langle\vec{a} z, H_{u}\left(z+t_{1} \overrightarrow{z a}\right) \overrightarrow{a z}\right\rangle+\frac{1}{2}\left\langle\overrightarrow{b z}, H_{u}\left(z+t_{2} \overrightarrow{z b}\right) \vec{b} z\right\rangle .
$$

Let $M$ such that

$$
\begin{equation*}
M=\max _{z \in a b}\left(\max _{\mathrm{vec} \in a b} \frac{\left|\left\langle\mathrm{vec}, H_{u}(z) \mathrm{vec}\right\rangle\right|}{\|\mathrm{vec}\|^{2}}\right), \tag{29}
\end{equation*}
$$

then

$$
\left|\left(u-\Pi_{h} u\right)(z)\right| \leqslant \frac{1}{4}\left(\|\vec{a} z\|^{2}+\|\vec{b} z\|^{2}\right) M .
$$

Since $z=\lambda_{a} a+\lambda_{b} b$, we recover the upper bound established in one dimension:

$$
\left|\left(u-\Pi_{h} u\right)(z)\right| \leqslant \frac{1}{8}\left(\|\overrightarrow{a b}\|^{2}\right) M
$$

And then:

$$
\begin{equation*}
\left|\left(u-\Pi_{h} u\right)(z)\right| \leqslant \frac{1}{8} L^{2} M, \quad M \text { defined by }(29) . \tag{30}
\end{equation*}
$$

This result is better than (28) but does not provide any information concerning the possible anisotropy of the function. It cannot be used in order to prescribe mesh stretching.

### 3.3. An anisotropic upper bound

Anisotropic upper bounds are the topic of many current studies, see, for example, [20]. We give here a result adapted to our needs. The notations of previous section are kept. Let us assume that the point $z$ where the maximum is attained is closer to $a$ than to $b$ or $c$. We assume also that $z$ is in $K$ (not on an edge). We denote by $a^{\prime}$ the intersection point between $a z$ and the edge facing $a$ in $K$, i.e., $b c$ (Fig. 1). We develop $e$ from $a$ :

$$
e(a)=\left(u-\Pi_{h} u\right)(a)=\left(u-\Pi_{h} u\right)(z)+\left\langle\overrightarrow{z a}, \nabla\left(u-\Pi_{h} u\right)(z)\right\rangle+\int_{0}^{1}(1-t)\left\langle\overrightarrow{z a}, H_{u}(z+t \overrightarrow{z a}) \vec{a} z\right\rangle \mathrm{d} t
$$



Fig. 1. Anisotropic error analysis.

Since $z$ is closer to $a$, the number $\lambda$, such that $\overrightarrow{a z}=\lambda \overrightarrow{a a^{\prime}}$, is smaller than $\frac{2}{3}$ :

$$
\begin{aligned}
& |e(z)|=\left|\int_{0}^{1}(1-t) \lambda^{2}\left\langle\overrightarrow{a a^{\prime}}, H_{u}(a+t \overrightarrow{z a}) \overrightarrow{a a^{\prime}}\right\rangle \mathrm{d} t\right| \\
& |e(z)| \leqslant \frac{4}{9}\left|\int_{0}^{1}(1-t)\left\langle\overrightarrow{a a^{\prime}}, H_{u}(a+t \overrightarrow{z a}) \overrightarrow{a a^{\prime}}\right\rangle \mathrm{d} t\right| \\
& |e(z)| \leqslant \frac{4}{9}\left|\int_{0}^{1}(1-t) \mathrm{d} t\right| \max _{t \in[0,1]}\left|\left\langle\overrightarrow{a a^{\prime}}, H_{u}(a+t \overrightarrow{z a}) a \vec{a} \vec{a}^{\prime}\right\rangle\right|
\end{aligned}
$$

Then

$$
|e(z)| \leqslant \frac{2}{9} \max _{z^{\prime} \in a a^{\prime}}\left|\left\langle\overrightarrow{a a^{\prime}}, H_{u}\left(z^{\prime}\right) \overrightarrow{a a^{\prime}}\right\rangle\right|
$$

The case where $z$ is located on an edge, let us say edge $a b$, will eventually lead to the same upper bound:

$$
\begin{equation*}
|e(z)| \leqslant \frac{1}{8} \max _{z^{\prime} \in a b}\left|\left\langle\overrightarrow{a b}, H_{u}\left(z^{\prime}\right) \overrightarrow{a b}\right\rangle\right| \tag{32}
\end{equation*}
$$

The two cases (31) and (32) allow to write the final estimate:

$$
\begin{equation*}
|e(z)| \leqslant \frac{2}{9} \max _{z^{\prime} \in K}\left|\left\langle\overrightarrow{a a^{\prime}}, H_{u}\left(z^{\prime}\right) \overrightarrow{a a^{\prime}}\right\rangle\right| \tag{33}
\end{equation*}
$$

3.4. Error modelling 36

For the sake of simplicity we assume that the Hessian eigenvalues $\lambda_{1}$ and $\lambda_{2}$ in (22) have positive and different absolute values. Extension to other cases are evident or will be discussed in the sequel. Let us first study the case of isotropic, i.e., non-stretched, meshes. We consider finding an optimal isotropic metric, i.e., with $m_{\theta}=m_{\zeta}=m$ in (23):

$$
\mathcal{M}(x, y)=\mathcal{S}_{\mathcal{M}}^{-1}\left(\begin{array}{cc}
\frac{1}{m_{\theta}^{2}} & 0  \tag{34}\\
0 & \frac{1}{m_{\zeta}^{2}}
\end{array}\right) \mathcal{S}_{\mathcal{M}}=\frac{1}{m^{2}} \text { Id. }
$$



Fig. 2. Stretching of a regular mesh.
It is natural to identify the local mesh size with the largest edge length in estimate (30). We deduce the following error model:

$$
\begin{equation*}
e_{\mathcal{M}}(x, y)=m^{2}(x, y) s(x, y), \quad s(x, y)=\max \left(\left|\lambda_{1}\right|,\left|\lambda_{2}\right|\right) \tag{35}
\end{equation*}
$$

where $s(x, y)$ is taken equal to the largest absolute value of eigenmodes (22) of the Hessian of $u$ at point $(x, y)$.

If we investigate anisotropic meshes, the modelling is somewhat more delicate. When considering, for example, the deformation of an equilateral mesh, a mesh quality question arises. Indeed, the same stretching can produce in one case an acute mesh and, in the other one, a mesh involving angles close to $\pi$. See Fig. 2.

These two meshes have identical local densities, but the corresponding error is different. This kind of situation is analysed in the literature studying mesh quality. See, for example, [20]. From these works its turns out that the degradation in $\mathcal{L}^{\alpha}$ interpolation error between the two extremal situations of Fig. 2 can introduce a factor 2 in the error. But in our continuous model, there is no way to distinguish between the two stretchings. We cannot do anything but neglect this kind of event, or, equivalently, assume that obtuse triangles are not considered.

Our metric $\mathcal{M}$ specifies as $m_{\theta}$ the (smallest) segment length length $(\overrightarrow{a b})$ (among the segments inside the triangle) in the stretched direction, and as $m_{\zeta}$ the (largest) segment length in the direction orthogonal to the stretched direction. Let us assume that the function $u$ has a uniform Hessian $H_{u}$, i.e., a Hessian not depending on space variables $x$ and $y$. This restricts our investigation to uniform metrics. The mesh is the image of a uniform (equilateral) mesh by an affinity of stretching in the direction specified by the rotation $\mathcal{S}$. Any triangle of the stretched mesh lies inside the ellipse, image of the circumcenter circle for the initial equilateral mesh (Fig. 3).

An upper bound for the length of a segment inside the triangle in a particular direction is the chord of same direction passing by the center of the ellipse. This upper bound can be attained in practice by a particular element verifying approximatively the metric specification. Taking this ellipse $E$ as a model for the local triangle $K$ in the error estimate (33), we observe that the error estimate writes:



Let us identify the best rotation $(S)$ for our metric. The right-hand side of (36) will be minimum when the larger axis of the ellipse is aligned with the largest eigenvalue direction of the Hessian, i.e.:

$$
\begin{equation*}
\mathcal{S}_{\mathcal{M}}=\mathcal{R}_{u} \tag{37}
\end{equation*}
$$

This option is adopted for the general case of non-uniform Hessians in the rest of the paper. The pointwise error estimates can be then written in a simplified form:

$$
\begin{equation*}
e_{\mathcal{M}}(x, y)=\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right| \cdot m_{\xi}^{2}+\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right| \cdot m_{\eta}^{2} \tag{38}
\end{equation*}
$$

Remark 6. In practice, the difference between stretching with and without obtuse angles makes sense only at the step when the metric is interpreted into a mesh. Given a metric, shall we build a stretched mesh without or with obtuse angles? The answer depends strongly on the algorithm applied for mesh generation. For example, a mesh adaptation by deformation can produce obtuse angles. But this can be compensated in 2D by diagonal swapping.

### 3.5. Minimization of the interpolation error (I)

According to (35), the local mesh size is defined as a unique scalar field, $m(x, y)$ or equivalently the node density by area unit $d(x, y)=1 / m^{2}(x, y)$. The total number of nodes is given by:

$$
\begin{equation*}
C(\mathcal{M})=\int_{\Omega} d(x, y) \mathrm{d} x \mathrm{~d} y \tag{39}
\end{equation*}
$$

For error modelling, we get inspiration from the above rough estimate:

$$
\begin{equation*}
e_{\mathcal{M}}(x, y)=m^{2}(x, y) s(x, y)=d^{-1}(x, y) s(x, y) \tag{40}
\end{equation*}
$$

where $s(x, y)$ is given in (35). Let us minimize the $\mathcal{L}^{\alpha}$ norm of this error under the constraint of a number of nodes equal to $N$ :

$$
\begin{equation*}
\min _{\mathcal{M}} \int_{\Omega} s^{\alpha} d^{-\alpha} \mathrm{d} x \mathrm{~d} y \tag{41}
\end{equation*}
$$

under the constraint $C(\mathcal{M})=N$.
The optimality conditions are:

$$
\begin{equation*}
-\alpha \int_{\Omega} s^{\alpha} d^{-\alpha-1} \delta d \mathrm{~d} x \mathrm{~d} y \leqslant 0 \tag{42}
\end{equation*}
$$

for any $\delta d$ such that $\int_{\Omega} \delta d \mathrm{~d} x \mathrm{~d} y=0$, or taking into account the constraint:

$$
\begin{align*}
& d_{\mathrm{opt}}(x, y)=\frac{N}{\int_{\Omega} s^{\frac{\alpha}{\alpha+1}} \mathrm{~d} x \mathrm{~d} y} s(x, y)^{\frac{\alpha}{\alpha+1}},  \tag{43}\\
& m_{\mathrm{opt}}(x, y)=\frac{\left(\int_{\Omega} s^{\frac{\alpha}{\alpha+1}} \mathrm{~d} s\right)^{1 / 2}}{N^{1 / 2}} s(x, y)^{\frac{-\alpha}{2(\alpha+1)}} . \tag{44}
\end{align*}
$$

Remark 7. Again the case $\alpha=+\infty$ gives $d=s$, that is the error equidistribution option referred in Remark 3.

The corresponding optimal error writes:

$$
\begin{equation*}
\mathcal{E}_{\alpha}^{\mathrm{opt}}=\frac{1}{N} \int_{\Omega} s^{\frac{\alpha}{\alpha+1}} \mathrm{~d} x \mathrm{~d} y\left(\int_{\Omega} s^{\frac{\alpha}{\alpha+1}} \mathrm{~d} x \mathrm{~d} y\right)^{1 / \alpha} \tag{45}
\end{equation*}
$$

For analysing the accuracy order on a discontinuity, we restrict to a function $u$ equal to the following Heavyside function:

$$
\begin{equation*}
u(x, y)=1 \quad \text { if } x>1, \quad 0 \quad \text { else } \tag{46}
\end{equation*}
$$

In the same way as in Section 2.4, the local error coefficient $s$ in terms of derivatives is replaced by a local error $s_{\delta}$ in terms of differential quotients, which reduces in our particular case to:

$$
\begin{equation*}
s_{\delta}(x, y)=\delta^{-2}|u(x+\delta, y)-2 u(x, y)+u(x-\delta, y)| \tag{47}
\end{equation*}
$$

which is bounded in $L^{1 / 2}$, but not in $L^{\gamma}$, for $\gamma>1 / 2$. Now, for $\alpha=2$, the power of $s_{\delta}$ in the integral of 32 the optimal error is $2 / 3$, then the integral (45) is not bounded and we do not get second-order accuracy.

### 3.6. Minimization of the interpolation error (II)

Considering an anisotropic family of metrics, we return to the general notations of Sections 3.1-3.3.

### 3.6.1. Optimization problem

According to Section 3.4, we consider metrics $\mathcal{M}$ that are written:

$$
\mathcal{M}(x, y)=\mathcal{R}_{u}^{-1}\left(\begin{array}{cc}
\left(m_{\xi}\right)^{-2} & 0  \tag{48}\\
0 & \left(m_{\eta}\right)^{-2}
\end{array}\right) \mathcal{R}_{u}
$$

and the functional to minimize is the following one:

$$
\begin{equation*}
\mathcal{E}_{\alpha}=\int\left(\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right| \cdot m_{\xi}^{2}+\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right| \cdot m_{\eta}^{2}\right)^{\alpha} \mathrm{d} x \mathrm{~d} y . \tag{49}
\end{equation*}
$$

The optimal metric minimizes the functional $\mathcal{E}_{\alpha}$ under the constraint $C(\mathcal{M})=N$ :

$$
\begin{equation*}
\min _{\mathcal{M}} \int\left(\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right| \cdot m_{\xi}^{2}+\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right| \cdot m_{\eta}^{2}\right)^{\alpha} \mathrm{d} x \mathrm{~d} y \tag{50}
\end{equation*}
$$

under the constraint $\int m_{\xi}{ }^{-1} m_{\eta}{ }^{-1} \mathrm{~d} x \mathrm{~d} y=N$.
The optimality system writes:

$$
\begin{align*}
& \mathcal{E}_{\alpha}^{\prime}(\mathcal{M}) \delta \mathcal{M}=0, \\
& \forall \delta \mathcal{M}, \quad C^{\prime}\left(\mathcal{M}_{\mathrm{opt}}\right) \cdot \delta \mathcal{M}=0 . \tag{51}
\end{align*}
$$

The second equation can be used for writing a relation between $\mathcal{M}$ and $\mathcal{C}$ :

$$
\begin{array}{r}
C^{\prime}\left(\mathcal{M}_{\mathrm{opt}}\right) \cdot \delta \mathcal{M}=0,  \tag{52}\\
\int \frac{-1}{m_{\xi}} \cdot \frac{\delta m_{\eta}}{m_{\eta}^{2}}+\frac{-1}{m_{\eta}} \cdot \frac{\delta m_{\xi}}{m_{\xi}^{2}}=0, \\
\int \frac{1}{m_{\xi}} \cdot \delta m_{\eta}+\frac{1}{m_{\eta}} \cdot \delta m_{\xi}=0 .
\end{array}
$$

One can write

$$
\begin{equation*}
\binom{\delta m_{\xi}}{\delta m_{\eta}}=\psi\binom{-m_{\xi}}{m_{\eta}} \tag{53}
\end{equation*}
$$

Eq. (51) will be verified for any couple ( $\delta m_{\xi}, \delta m_{\eta}$ ) such that (53) holds at least for one scalar function $\psi$ of $(x, y)$.

Let us develop Eq. (51):

$$
\int\left(\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right| m_{\xi}^{2}+\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right| \cdot m_{\eta}^{2}\right)^{\alpha-1}\left(\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right| m_{\xi} \delta m_{\xi}+\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right| m_{\eta} \delta m_{\eta}\right) \mathrm{d} x \mathrm{~d} y=0
$$

Due to statement (53) we can replace $\delta m_{\xi}$ and $\delta m_{\eta}$ :

$$
\int\left(\left|\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right| m_{\xi}^{2}+\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right| \cdot m_{\eta}^{2}\right|^{\alpha-1}\right) \zeta\left(-\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right| m_{\xi} m_{\xi}+\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right| m_{\eta} m_{\eta}\right) \mathrm{d} x \mathrm{~d} y=0
$$

Since $m_{\eta}, m_{\xi}$ and the second derivatives of $u$ do not vanish, this will be zero for any function $\psi$ if:

$$
\begin{equation*}
\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right| \cdot m_{\xi}^{2}=\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right| \cdot m_{\eta}^{2} \tag{54}
\end{equation*}
$$

From which we can derive the ratio between $m_{\xi}$ and $m_{\eta}$

$$
\begin{equation*}
\frac{m_{\xi}}{m_{\eta}}=\sqrt{\frac{\left|\left(\frac{\partial^{2} u}{\partial \eta^{2}}\right)\right|}{\left|\left(\frac{\partial^{2} u}{\partial \xi^{2}}\right)\right|}} \tag{55}
\end{equation*}
$$

For the sequel, it will be simpler to express metric $\mathcal{M}$ in terms of the node density $d$, number of nodes by area unit, and of the local aspect ratio $\mu$ :

$$
\mathcal{M}=\frac{1}{d} \mathcal{R}_{u}^{-1}\left(\begin{array}{cc}
\mu & 0  \tag{56}\\
0 & \frac{1}{\mu}
\end{array}\right) \mathcal{R}_{u}
$$

More precisely we set: $m_{\xi}=\sqrt{\frac{\mu}{d}}$ and $m_{\eta}=\sqrt{\frac{1}{\mu d}}$. Constraint (53) becomes:

$$
\begin{equation*}
\int \delta d=0 \tag{57}
\end{equation*}
$$

Condition (51) can now be written:

$$
\int\left(\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right| \frac{\mu}{d}+\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right| \frac{1}{\mu d}\right)^{\alpha-1}\left(\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right|\left(\frac{\delta \mu}{d}-\frac{\mu \delta d}{d^{2}}\right)-\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right| \frac{d \delta \mu+\mu \delta d}{\mu^{2} d^{2}}\right)=0
$$

$$
\forall \delta d \quad \text { such that } \quad \int \delta d=0 \text { and } \forall \delta \mu
$$

Let us develop in function of $\delta \mu$ and $\delta d$. For $\delta \mu$

$$
\int(*)^{\alpha-1} \cdot\left(\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right| \frac{1}{d}-\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right| \frac{1}{\mu^{2} d}\right) \delta \mu=0 \quad \forall \delta \mu,
$$

where $(*)$ stands for $\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right| \frac{\mu}{d}+\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right| \frac{1}{\mu d}$ which, by assumption, never vanishes. We deduce:

$$
\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right| \frac{1}{d}-\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right| \frac{1}{\mu^{2} d}=0
$$

From which we get:

$$
\mu=\left(\frac{\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right|}{\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right|}\right)^{1 / 2}
$$

which is (55). For $\delta d$ :

$$
\int(*)^{\alpha-1}\left(\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right| \frac{-\mu}{d^{2}}+\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right| \frac{-1}{\mu d^{2}}\right) \delta d=0
$$

We get then:

$$
(*)^{\alpha-1} \frac{1}{d^{2}}\left(\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right|(\mu)+\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right| \frac{1}{\mu}\right)=\text { Cte }
$$

or, in other words:

$$
\frac{1}{d^{\alpha+1}}\left(\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right|(\mu)+\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right| \frac{1}{\mu}\right)^{\alpha}=\text { Cte }
$$

Let us replace $\mu$ by its value:

$$
d^{\alpha+1}=\operatorname{Cte}\left(\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right| \cdot\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right|\right)^{\alpha / 2}
$$

We thus get:

$$
d=C_{\alpha}\left(\left.\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right| \cdot|\cdot| \frac{\partial^{2} u}{\partial \eta^{2}} \right\rvert\,\right)^{\frac{\alpha}{2 \alpha+2}},
$$

where constant $C_{\alpha}$ is given by:

$$
C_{\alpha}=\left(\int\left(\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right| \cdot\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right|\right)^{\frac{\alpha}{2 \alpha+2}} \mathrm{~d} x \mathrm{~d} y\right)^{-1} N
$$

Finally the square local mesh sizes are given by:

$$
m_{\xi}^{2}=C_{\alpha}^{-1}\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right|^{\frac{-2 \alpha-1}{2(\alpha+1)}}\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right|^{\frac{1}{2(\alpha+1)}}, \quad m_{\eta}^{2}=C_{\alpha}^{-1}\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right|^{\frac{1}{2(\alpha+1)}}\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right|^{\frac{-2 \alpha-1}{2(\alpha+1)}}
$$

which means that metric $\mathcal{M}_{\mathrm{opt}}$ is defined by:

$$
\mathcal{M}_{\mathrm{opt}}=C_{\alpha}^{-1}\left(\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right| \cdot\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right|\right)^{\frac{-\alpha}{2 \alpha+2}} \mathcal{R}_{u}^{-1}\left(\begin{array}{cc}
\left(\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right| /\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right|\right)^{1 / 2} & 0  \tag{58}\\
0 & \left(\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right| /\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right|\right)^{1 / 2}
\end{array}\right) \mathcal{R}_{u}
$$

In the case of the $\mathcal{L}^{2}$ norm, this becomes:

$$
\mathcal{M}_{\mathrm{opt}, 2}=C_{2}^{-1} \mathcal{R}_{u}^{-1}\left(\begin{array}{cc}
\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right|^{-5 / 6}\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right|^{1 / 6} & 0  \tag{59}\\
0 & \left|\frac{\partial^{2} u}{\partial \eta^{2}}\right|^{-5 / 6}\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right|^{1 / 6}
\end{array}\right) \mathcal{R}_{u}
$$

The case of the $\mathcal{L}^{\infty}$ norm can be formally derived by passing to the limit:

$$
\mathcal{M}_{\mathrm{opt}, \infty}=C_{\infty}^{-1} \mathcal{R}_{u}^{-1}\left(\begin{array}{cc}
\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right|^{-1} & 0  \tag{60}\\
0 & \left|\frac{\partial^{2} u}{\partial \eta^{2}}\right|^{-1}
\end{array}\right) \mathcal{R}_{u}
$$

And we again get an equidistribution of the integrand of (49).

### 3.6.2. Accuracy order in $L^{2}$

In the case of $L^{2}$ norm, the above expressions simplify as follows:

$$
\begin{equation*}
C_{\alpha}=\left(\int\left(\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right| \cdot\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right|\right)^{1 / 3} \mathrm{~d} x \mathrm{~d} y\right)^{-1} N \tag{61}
\end{equation*}
$$

and

$$
\begin{equation*}
m_{\xi}^{2}=C_{\alpha}^{-1}\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right|^{-5 / 6}\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right|^{1 / 6}, \quad m_{\eta}^{2}=C_{\alpha}^{-1}\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right|^{1 / 6}\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right|^{-5 / 6} . \tag{62}
\end{equation*}
$$

Let us consider the Heavyside function $u$ of (46). The $x$-wise second derivative is singular and has to be replaced by a differential quotient

$$
\begin{equation*}
\left|\frac{\partial^{2} u}{\partial x^{2}}\right| \approx \hat{s}_{\delta}=\operatorname{Max}\left(s_{\delta}, \delta\right), \tag{63}
\end{equation*}
$$

where $s_{\delta}$ is defined from $u$ as in (47). Again this function is in $L^{\gamma}$ for any $\gamma \leqslant 1 / 2$. The $y$-wise second derivative is uniformly zero, and has to be corrected by:

$$
\begin{equation*}
\left|\frac{\partial^{2} u}{\partial y^{2}}\right| \approx \varepsilon, \tag{64}
\end{equation*}
$$

where $\varepsilon$ is a small positive cut-off. Then the above calculations become:

$$
\begin{equation*}
C_{2}=\left(\int \varepsilon^{1 / 3} \hat{s}_{\delta}^{1 / 3} \mathrm{~d} x \mathrm{~d} y\right)^{-1} N \tag{65}
\end{equation*}
$$

and

$$
\begin{equation*}
m_{x}^{2}=C_{2}^{-1} \varepsilon^{1 / 6} \hat{s}_{\delta}^{-5 / 6}, \quad m_{y}^{2}=C_{2}^{-1} \varepsilon^{-5 / 6} \hat{s}_{\delta}^{1 / 6} \tag{66}
\end{equation*}
$$

The local error model for $L^{2}$ writes as follows:

$$
\begin{equation*}
\mathcal{E}_{2}=\left(\int\left(\hat{s}_{\delta} m_{x}^{2}+\varepsilon m_{y}^{2}\right)^{2} \mathrm{~d} x \mathrm{~d} y\right)^{1 / 2} \tag{67}
\end{equation*}
$$

We can replace:

$$
\begin{align*}
& \mathcal{E}_{2}=N^{-1}\left(\int \varepsilon^{1 / 3} \hat{s}_{\delta}^{1 / 3} \mathrm{~d} x \mathrm{~d} y\right)\left(\int\left(\hat{s}_{\delta}^{1 / 6}\left(\varepsilon^{1 / 6}+\varepsilon^{1 / 6}\right)\right)^{2} \mathrm{~d} x \mathrm{~d} y\right)^{1 / 2}, \\
& \mathcal{E}_{2}=2 N^{-1} \varepsilon^{1 / 2}\left(\int \hat{s}_{\delta}^{1 / 3} \mathrm{~d} x \mathrm{~d} y\right)^{3 / 2} . \tag{68}
\end{align*}
$$

In contrast to the isotropic adaptation, the integral in the optimal error for anisotropic adaptation is bounded. It is then remarkable that the proposed model suggests that isotropic optimal mesh adaption will not produce a second-order accurate method in $L^{2}$ while the anisotropic optimal mesh adaption will produce such an accuracy. These predictions are in accordance with the results in [8,9].

## 4. A few numerical experiments

Several issues of our theory can be enlightened by a few numerical illustrations.
Firstly, the conclusions of our analysis extend to a discrete context only if that discrete context and our models are close enough to each other. It is crucial to check that this happens not only for extremely fine meshes, but for meshes that can be used in practice.

Secondly, we have shown that the metrics and meshes proposed in the literature for solutions of elliptic problems are related in $L^{\infty}$ error norm. We have proposed for the $L^{2}$ case, a different family of optimal meshes. Then it is interesting to validate our assertion that the second family is somewhat optimal, and to study what qualitative differences appear when we shift from $L^{\infty}$ to $L^{2}$.

In order to do this, we have to pass to a discrete context. We recall that optimization is applied to the continuous context. The discrete system is nothing more than a discretization of the continuous optimality system. The steps for building the discrete system consist of:

- building the Hessian, either from analytic differentiation, or, preferably for the sequel, by using a background initial mesh, that is fine enough,
- deriving the optimal metric (continuous or on the background mesh).

From this, we get an approximate solution (a metric on the background mesh) of the continuous problem ("find the optimal metric"). This discrete solution is subject to a discretization error related to the coarseness of the background mesh.

Once the discrete metric is obtained, building the adapted mesh is just post-processing. First we describe the post-processing, then we focus on the verification of how the optimality properties of the continuous solution are approximatively satisfied by the discrete solution.

### 4.1. Mesh adaptation tool

All the presented experiments are performed by using the BAMG software [7]. Given a "background" mesh and an analytic function, BAMG first evaluates on the mesh the Hessian of the function by a discrete differentiation formula before generating the mesh according to the metric.

We have modified BAMG in order that the metric be computed from the Hessian according to the above formula. Once the metric is obtained (on nodes of the background mesh), it is used in a mesh regenerator for rebuilding a new mesh following the metrics. The mesh regenerator relies on a Delaunay reconnection in a space mapped by the metric and on vertex addition, again according to the metric. The number of nodes is adjusted when necessary by trial and errors through the modification of the multiplicative coefficient of the metric. Many experiments with BAMG are described in [14].

### 4.2. Optimality assessment

Since the proposed method defines a kind of optimal mesh on the basis of simplified continuous mesh and error models, it is interesting to show on an example how this optimality can appear in a practical case.

We consider the interpolation on the unit disk of the plane of the following function:

$$
\begin{equation*}
f(x, y)=10 x^{3}+y^{3}+\operatorname{atan}\left(\frac{\epsilon}{\sin (5 y)-2 x}\right) . \tag{69}
\end{equation*}
$$

Let $\beta$ be a positive parameter, we consider a series of meshes, indexed by $\beta$, that all have about 2100 nodes and are adapted according to the following formula:

$$
\mathcal{M}_{\mathrm{opt}}=\left(\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right| \cdot\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right|\right)^{\beta} \mathcal{R}^{-1}\left(\begin{array}{cc}
\left(\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right| /\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right|\right)^{1 / 2} & 0  \tag{70}\\
0 & \left(\left|\frac{\partial^{2} u}{\partial \eta^{2}}\right| /\left|\frac{\partial^{2} u}{\partial \xi^{2}}\right|\right)^{1 / 2}
\end{array}\right) \mathcal{R} .
$$

This family of metrics involves the usual equidistribution or $L^{\infty}$ metric, for $\beta=1$ and the theoretically optimal metric for the $L^{2}$ norm, for $\beta=5 / 6$ for $\epsilon=0.0001$. We then compute the $L^{2}$ error. Outputs are depicted in Fig. 4. The error norm related to $\beta=5 / 6$ is the lowest one, and is about three times smaller than those resulting from $\beta=0.7$ or from $\beta=1$.


Fig. 4. Optimality of the proposed metric: abscissas are values of the $\beta$ parameter in the adaptation criterion, ordinates are values of the resulting $L^{2}$ interpolation error.


Fig. 5. Convergence of interpolations to exact arctangent functions with uniform mesh refinement, and for different $\varepsilon$. Abscissas are the numbers of nodes in the meshes used, ordinates are values of the resulting $L^{2}$ interpolation error.

### 4.3. Second-order accuracy

In [18] it is claimed that for smooth function with steep gradients, uniform mesh refinement show numerical second-order convergence only for very fine meshes able to capture all details. It is claimed that, in contrast, best mesh adaptation methods show a property of "early capturing of details", according to which second-order numerical convergence is observed with meshes with a much smaller number of nodes. The purpose of this section is to show examples for which the early capturing of details occurs.

In order to evaluate this phenomenon, we have considered the interpolation of three functions, $f_{1}, f_{2}$, $f_{3}, f_{4}$, of arctangent type as in (69), with four different "steepness" coefficients: $\epsilon=1.0,0.1,0.01,0.001$. The mesh convergence is first measured with uniform refinements, Fig. 5. When the function is not steep, second-order convergence is easily obtained. Conversely, we do not observe it for the steepest one, $f_{4}$,


Fig. 6. Convergence to exact arctangent function for $\varepsilon=0.001$ with optimal adapted meshes, abscissas are numbers of nodes in the meshes used, ordinates are values of the resulting $L^{2}$ interpolation error. Comparison with uniform mesh refinement. Upper and lower curves are ideal 0.5 th order and 2 nd order curves.
even with meshes with almost 100000 nodes. We now concentrate on the study on $f_{4}$ and adapt the meshes by applying the proposed metric. The effect is a much faster convergence, essentially second order, observable for meshes as coarse as of a few hundred nodes (Fig. 6).

### 4.4. Accuracy order for a discontinuity

In Sections 3.4 and 3.6, we show that for Heavyside functions, the isotropic error model does not have second-order convergence while the anisotropic one has. Now these a priori abstract predictions are subject to conditions concerning the representativity of the error model with respect to the practical discretization errors. The purpose of this section is to show one case where theoretical predictions are confirmed by the discrete analog.

We consider the mesh adaptive approximation to a set of two discontinuities, a horizontal one $(y=0)$ and a vertical one $(x=0)$. The optimal metric method is applied. As in the previous section, the BAMG adapted mesh generator is used for building the meshes specified by the different metrics. Sequences of meshes with various numbers of nodes are compared from the standpoint of $L^{2}$ interpolation errors for the discontinuities.

First, the isotropic optimal metric is used. An example of mesh is depicted in Fig. 7.
The errors for eleven adapted meshes, with node number ranging from 500 to 200000 provide a rather clear confirmation of the theoretical prediction given in [8], i.e., that a first-order convergence, not a better one, is obtained by this method (Fig. 8).

Second, the anisotropic optimal metric is used. An example of mesh is depicted in Fig. 9.
The errors for eight adapted meshes, with node number ranging from 150 to 20000 show a secondorder convergence, again as predicted by theory (Fig. 10).

If we gather in Table 1 (a) the best mesh convergence, established with counterexamples in [8], (b) the convergence predicted by the continuous metric model in Sections 3.4 and 3.5, and the results of the experiments of this section, we get perfectly coherent figures.


Fig. 7. An example of isotropic adapted mesh for two Heavyside functions.


Fig. 8. Convergence in $L^{2}$ norm of the $P_{1}$ interpolation of two Heavyside functions with an isotropic adaptation strategy. 36
We end this paragraph by mentioning that second-order convergence is also observed for flow calculations with shocks, see [19].

### 4.5. Influence of the choice of the norm

As mentioned earlier, the proposed variational analysis takes into account the functional space $L^{\alpha}$ in
which we minimize the interpolation error.


Fig. 9. An example of isotropic adapted mesh for two Heavyside functions.


Fig. 10. Convergence in $L^{2}$ norm of the $P_{1}$ interpolation of two Heavyside functions with an anisotropic adaptation strategy.

The influence of the functional norm will now be studied in relation with the application of a method for image compression.

Indeed, given a function defined on a fine (uniform or not) mesh, a compression could consist of storing it in a smaller mesh, accepting some loss in the accuracy of its definition, as far as the new file is sufficiently small. Mesh adaptive interpolation is an answer to this problem, already used in image processing [16].

Table 1 1
Convergence in $L^{2}$ for a discontinuous function 2

| Convergence order | Isotropic | Anisotropic |
| :--- | :--- | :--- |
| Counterexamples［8］ | $\leqslant 1$ | $\leqslant 2$ |


| Optimal metric |  |  |
| :--- | :--- | :--- |
| theory |  |  |
| Optimal metric | $<2$ | 2 |

Optimal metric 7

| these experiments | 1 | 2 |
| :--- | :--- | :--- |
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Fig．11．Representation of a function with the two options，$L^{\infty}$（left）and $L^{2}$ ：contours．
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Fig. 14. Mesh-based image compression, global views: initial picture at bottom, $L^{2}$ adaptation (top, left), $L^{1}$ adaptation (top, right), $L^{\infty}$ adaptation (bottom, left).

The first example will illustrate the better ability of the $L^{\alpha}$ option, with small $\alpha$, to adapt the mesh to the small amplitude details of a function. Let us start with the sum of an arctangent function of amplitude 1 , combined this time with a sine function of a ten times lower amplitude

$$
\begin{equation*}
f(x, y)=0.1 * \sin (50 x)+\operatorname{atan}\left(\frac{0.001}{\sin (5 y)-2 x}\right) \tag{71}
\end{equation*}
$$

We compare two adapted meshes with about 2000 nodes each. The first one is adapted following the error equidistribution principle, in other words, by minimizing the $L^{\infty}$ error functional. The second one is adapted according to the minimization of the $L^{2}$ error norm. We observe that $L^{2}$ option restitutes the low amplitude sine oscillation while the $L^{\infty}$ does not show it at all.













Fig. 15. Mesh-based image compression, zoom: initial picture at (bottom, right), $L^{2}$ adaptation (top, left), $L^{1}$ adaptation (top, right), $L^{\infty}$ adaptation (bottom, left).

Mesh-based image compression is particularly useful for storing images produced by numerical finite element computations. As an illustration we consider the compression of the Mach contours of a flow analysis. It is enough to mention it is related to a supersonic flow with different shocks. In Fig. 13 we compare the $L^{\infty}$ and $L^{2}$ adapted meshes. The ramp-like shocks starting from the middle of the airfoil correspond to a much smaller amplitude of variation than the vertical bow shock at left part. We observe that they are nearly ignored by the $L^{\infty}$ option while it is well followed by the $L^{1}$ option.

A last example is the mesh compression of a black and white portrait of Mona Lisa. The initial image we used is depicted as right-bottom of Fig. 14. It was described by a fine adapted mesh of 60000 vertices resulting from the image processing presented in [11]. The purpose is to compress it to only 5000 vertices with the presented algorithm. We have checked that the compression ratio on postscript files is indeed 12. In that case, the identification of the best approach is not clear. Contrasts are important for the vision and some part of the image (the eyes) are more important than other ones. We note however that some regions with low contrast, such as sleeve and hand, Fig. 15, are better reproduced with the $L^{2}$ option.

## 5. Conclusions

This work explores some capabilities of a continuous setting for mesh adaptation purposes. In this first study, we restrict to the problem of best adaptive mesh for pure interpolation.

A mesh is modelled by a metric. The total number of nodes is a continuous integral of the metric. The continuous interpolation error is modelled with the first term of a Taylor series for the interpolation error. The norm in $L^{\alpha}, 0<\alpha<\infty$ of the error model is then minimized. We get a completely explicit expression of the optimal metric in terms of the function to which it is adapted.

When a discontinuous function is considered, the order of accuracy of the adaptation model is predicted. It can help in specifying conditions for practical second-order accuracy.

The usual equirepartition strategy or $L^{\infty}$ analysis appears as a limiting case which does not enjoy these higher-order convergence properties.

Transposition to the discrete context is demonstrated by a few numerical experiments giving some (yet partial of course) confirmation that the approach is sound, efficient and shows the behaviors predicted by the theory.

This type of analysis has a potential usefulness for several applications:

- in image compression: The continuous metric method defines an optimal compression method on an isotropic mesh.
- in scientific computing: In a future work we follow the strategy proposed here for extending the present method to the research of an optimal mesh for the solution of a PDE.
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