
INTERNATIONAL JOURNAL FOR NUMERICAL METHODS IN FLUIDS

Int. J. Numer. Meth. Fluids 0000; 00:2–37

Published online in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/fld

Anisotropic Goal-oriented error analysis

for a third-order accurate CENO Euler discretization

A. Carabias1, A. Belme2, A. Loseille3, A. Dervieux1∗
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SUMMARY

In this paper a central-ENO approximation based on a quadratic polynomial reconstruction is considered

for solving the unsteady 2D Euler equations. The scheme is third-order accurate on irregular unstructured

meshes. The paper concentrates on a method for a metric-based goal-oriented mesh adaptation. For this

purpose, an a priori error analysis for this CENO scheme is proposed. It allows us to get an estimate

depending on the polynomial reconstruction error. As a third-order error is not naturally expressed in terms

of a metric, we propose a least-square method to approach a third-order error by a quadratic term. Then

an optimization problem for the best mesh metric is obtained and analytically solved. The resulting mesh

optimality system is discretised and solved using a global unsteady fixed point algorithm. The method is

applied to an acoustic propagation benchmark.
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1. INTRODUCTION

High-order approximations in Computational Mechanics are an attracting mean for obtaining

computations with smaller approximation errors, or, more importantly in applications, for obtaining

computations with less computer time and memory cost, thanks to the use of coarser meshes.

However high-order approximations do not reduce mesh fineness constraints related to the size

and number of details (e.g. monotony changes, stiff variations) in the different solution fields.

Solely considering the asymptotic accuracy order may not be a sufficient quality criterion. An

important example is the unsteady advection of waves in a gas, which will help us to list in more

details some necessary qualities of a numerical scheme. We can distinguish five quality criteria. (i)

Asymptotical convergence order α applies to smooth fields when mesh is sufficiently fine. Typically,

for a space-time dimension of dim+ 1, dividing all discretization sizes by two, will results in a

computational cost roughly 2dim+1 times higher for an error divided by 2α. The central issue in

2D or 3D is in the above “sufficiently fine” condition. (ii) Advective characteristics, dissipation and

dispersion, are analysed on a Cartesian mesh. Their optimization should in some cases be prefered

to best asymptotic convergence, see for example [53]. (iii) Accuracy on non-asymptotically fine

meshes is difficult to analyse, but it is a paramount practical criterion. Typically, the user needs a

good prediction with 6 to 12 mesh sizes for a wavelength. (iv) Accuracy on non-regular and non-

structured meshes is also important. Asymptotic convergence can be evaluated by analysis and, more

or less (what is a generic irregular mesh?), by numerical experiments. (v) We should also mention

accuracy on singular solutions (or data), preferably avoiding spurious oscillations. But this issue is

not addressed in this paper.

When considering Cartesian meshes, criterion (iv) can be discarded. But using Cartesian meshes

may lead to use prohibitively fines meshes in presence of small scales or when singularities are

encountered.
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MESH-ADAPTION FOR THIRD-ORDER 3

Another option is to apply mesh adaptive strategies. In the case of isotropic mesh adaptation,

the h− p methods which control together mesh local size and scheme local accuracy have

shown an impressive efficiency in addressing mechanical problems involving many details and

scales, see for example [51]. When the fields under study involve structures of lower dimension,

like quasi-planar waves or discontinuity curves in 2D, an anisotropic mesh adaptation may be

necessary. Anisotropic Hessian-based error estimates, combined with a metric for representing the

mesh, showed efficiency for linear (second-order accurate) finite-element-type approximations, cf.

[9, 14, 25, 29, 31, 33, 39, 49, 52, 54]. The association between metrics and linear elements is rather

naturally derived since the optimal metric is a scalar factor times the numerically recovered Hessian

of the variable chosen as sensor.

Then the extension to third-order accuracy appears as the next step. Examining the P2-

interpolation error on a sensor leads to consider the trilinear third-order term of its Taylor series. It is

possible to imagine a mesh adaptation which is controlled directly by these third-order derivatives.

See for example [7, 17]. In the present paper we shall less ambitiously propose to convert the trilinear

information of the error estimate into a bilinear one, namely a pseudo-Hessian-based error model

globally scaled to the required order.

Mesh adaptation based on the interpolation error of one or several unknowns takes into account

very incompletely the approximation error. A more accurate issue is to address the reduction of

the approximation error committed on a scalar output. Initially restricted to interpolation errors,

anisotropic error estimates are now available for goal-oriented formulations, see [4, 28, 37, 41, 10].

In particular, a priori estimates have become an efficient tool for addressing mesh adaptation

issues for steady Euler flows [41], then for unsteady Euler flows [13], and more recently for steady

and unsteady Navier-Stokes ones [11]. In these works, the error analysis follows the so-called a

priori implicit error method, dealing with a discrete invertible system for the deviation between

discrete solution and a projection of the continuous one. Such a priori estimates were obtained for a

second-order mixed-element-volume approximation close to the usual P1 finite element. Promises

given by theory were kept by numerical demonstrators, showing second-order convergence for
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4 A. CARABIAS, A. BELME, A. LOSEILLE AND A. DERVIEUX

shocked flows, [43]. The theory also predicts higher-order convergence for the higher-order

interpolation of singular flows. A necessary condition is the application of an anisotropic strategy,

involving an anisotropic error estimate.

In this paper we consider the appication of a third-order accurate Central Essentially Non-

Oscillatory central (CENO) approximation, based on a quadratic polynomial reconstruction, for

approximating the Euler equations. It is inspired by the CENO proposition of Groth and coworkers,

see [36]. We prealably transpose it to a vertex formulation. Because the third-order upwind scheme

is rather dissipative, a transformation is proposed in order to improve the approximation properties

of the scheme according to the above criteria, focusing on its advective performances. As for

the original unstructured CENO scheme [21], the new scheme is third-order accurate on irregular

unstructured meshes.

We examine (Sec.2) how to evaluate reconstruction errors. We present (Sec.3) shortly the

numerical scheme which has been designed for our investigation. We develop in Sec.4 an error

estimate based on the PDE, in order to build a goal-oriented mesh adaptation algorithm. The

resulting a priori error analysis is a kind of dual of the a posteriori analysis of Barth and Larson

[7]. Sec.5 considers the extension of a metric-based adaptation method to take into account the

cubic reconstruction error. In [17], Cao proposes a first approximation of this error with stretching

directions. In the present paper, we propose to replace the application of the third derivative tensor

to a mesh size vector by the power 3/2 of the application of a pseudo-Hessian second-order tensor

to this mesh size. The optimal metric is defined in Sec.6. Applications are considered in Sec.7. An

unsteady model addressed. For solving the resulting mesh optimality system, we discretise it and

apply the global unsteady fixed point algorithm of [12, 13] for unsteady flows. In Sec.8, the unsteady

method is applied to an acoustic propagation benchmark and compared with previous approaches.
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2. HIGHER ORDER INTERPOLATION AND RECONSTRUCTION

Most high-order approximation schemes like Discontinous Galerkin [8, 23, 24, 50], ENO [6,

26, 30, 38] or distributive schemes [2] use kth-order interpolation or reconstruction and are k-

exact. Interpolation and reconstruction are two approximation mappings, the errors of which

need to be analysed. Most analyses are inspired by the Bramble-Hilbert principle, saying

that an approximation which is exact for kth-order polynomial is a (k + 1)th-order accurate

approximation. Demonstrations can be found in the fundamental paper [22]. Later, when

considering reconstruction-based schemes, see [27], the authors refered to the Taylor series. A re-

visitation in [1] establishes the link with [22]. Interpolation errors are used for building adaptation

criteria in [34]. Several metrics are derived from the Hessians of each partial derivative. Then the

metrics are intersected. A similar idea is in [32]. Intersections of metrics do not produce really

optimal meshes. Further they often result in loosing anisotropy. A true asymptotic extension is

proposed in [16],[18]. We also refer to [47] for similar ideas. A singular Sylvester decomposition is

applied in [45].

Let us focus in this section on the estimation of the reconstruction error. Given a function

sufficiently smooth u defined on a bounded domain Ω limited by a continuous boundary, given

a tesselation of Ω into cells Ci of centroids ci, and the array ū = {ūi} of means of u on cells Ci, we

are interested by polynomials Ri(x, ū) of degree k built on any cell i and of same mean on cell i as

u :

Ri(x, ū) =

k∑
m=0

1

m!

∑
|`|=m

(x− ci)
`D`, ∀x ∈ Ci,

∫
Cj

Ri(x, ū)dV = ūj , ∀ j ∈ J(i)

where J(i) a set of cells close to cell Ci and ` holds for the usual multi-index notation, in 2D:

` = (α1, α2), ; (x− ci)
` = (x− cxi )α1(y − cyi )α2 ; D` =

∂α1

∂xα1

∂α2

∂yα2
.

According to [27], for a sufficiently large neighborhood J(i) of cells around i, we have :

D` =
∂`u

∂x`
(ci) +O(hk+1−|`|) and Ri(x, ū) = u(x) +O(hk+1).
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6 A. CARABIAS, A. BELME, A. LOSEILLE AND A. DERVIEUX

where diameters of cells are less than h. Note that if we define the operator:

Π : u 7→ Πu, ∀i, ∀x ∈ Ci, Πu(x) = Ri(x, ū)

then, as far as the J(i)’s are sufficiently large, Π is k-exact (mapping a kth-order polynomial in

itself). In [1], the authors uses a result from [22] to give a more accurate estimate in the Sobolev

space Wm,p(Ω) equipped of the following norm and semi-norm: ||.||m,p,Ω:

||u||m,p,Ω =

|`|=m∑
|`|=0

||D`u||pp,Ω

 1
p

, |u|m,p,Ω =

∑
|`|=m

||D`u||pp,Ω

 1
p

.

It writes:

||u−Πu||m,p,Ω ≤ C|u|k+1,p,Ω
hk+1

ρm

for a certain constant C, and where ρ is related to the shape of cells and m is any integer such that

0 ≤ m ≤ k + 1. This shows that the reconstruction error is, when k = 2, effectively expressed in

terms of the third derivative of u.

A last remark is that in the case of a mean-square based reconstruction, if the number of cells

of the support is exactly the number of unknown coefficients, then the minimum of the least-

square functional is zero which shows (for a smooth function) that the reconstruction is equal to

the initial function in one point of each neighboring cell, in other words, the reconstruction is an

interpolation, the error of which is given by the Taylor expansion. In the general case, we do not

have a precise estimate and we choose to get inspired by the Taylor expansion and heuristically

write our reconstruction error estimate as follows:

||u−Πu(x)| � 1

3!
sup
δx
|D3u(δx)3| .

where � holds for an inequality which holds for mesh size sufficiently small and where the δx

describes the local mesh sizes in all the space directions.
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3. CENO APPROXIMATION FOR THE 2D EULER EQUATIONS

3.1. Model

The unsteady 2D Euler equations in a geometrical bounded domain Ω ⊂ R2 of boundary Γ can be

written:

Find u ∈ V such that
∫ T

0

∫
Ω

(
v
∂u

∂t
+ v∇ · F(u)

)
dΩ dt =

∫ T

0

∫
Γ

vFΓ(u) dΓ dt, ∀ v ∈ V. (1)

Here V = L2
(
0, T ;H1(Ω)

)
∩H1

(
0, T ;L2(Ω)

)
and u = (u1, u2, u3, u4) holds for the conserved

unknowns (density, moments components, energy) and

∇ · F = (∇ · F1,∇ · F2,∇ · F3,∇ · F4) (2)

with

F = (Fx1 ,F
y
1 ,Fx2 ,F

y
2 ,Fx3 ,F

y
3 ,Fx4 ,F

y
4 ) = (F1, ...,F8) (3)

for the usual four Euler fluxes of mass, moments, energy. As right-hand side we have an integral

of the various boundary fluxes FΓ for various boundary conditions, which we do not need to detail

here. Defining

B(u, v) =

∫ T

0

∫
Ω

(
v
∂u

∂t
+ v∇ · F(u)

)
dΩ dt−

∫ T

0

∫
Γ

vFΓ(u) dΓ dt,

the variational formulation writes:

Find u ∈ V such that B(u, v) = 0, ∀ v ∈ V. (4)

3.2. CENO formulation

We choose a reconstruction-based finite-volume method, getting inspired by the unlimited version

of the reconstruction technique of Barth [5] and of the CENO methods developed by Groth and

co-workers, [35]. Concerning the location of the nodes with respect to the mesh elements, we

prefer to minimize the number of unknowns with respect to a given mesh and therefore we keep the

vertex-centered location already successfully used for second-order anisotropic (Hessian-based or
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8 A. CARABIAS, A. BELME, A. LOSEILLE AND A. DERVIEUX

Figure 1. Dual cell and two reconstruction molecules

Goal-oriented) mesh adaptation [3, 13, 41]. For a more detailed description of the CENO approach

presented here see [48]. Its main features are: (a) vertex centered, (b) dual median cells around the

vertex, (c) a single mean square quadratic reconstruction for each dual cell (d) Roe approximate

Riemann solver for stabilization, (e) explicit multi-stage time-stepping.

The computational domain is divided in triangles and in a dual tesselation in cells, each cell Ci

being built around a vertex i, with limits following sections of triangle medians (Fig.1). We define

the discrete space V0 of functions of V which are constant on any dual cell Ci. Let us define a

discrete reconstruction operator R0
2. The operator R0

2 reconstructs a function of V0 in each cell Ci

under the form of a second-order polynomial: R0
2u0|Ci = P2

i (x). Given the means (u0,i, i = 1, ...)

of u0 on cells Ci, P2
i (x) is defined by the ci,α, |α| ≤ k such that:

P2
i (x) = u0,i +

∑
|α|≤k

ci,α[(x− ci)
α − (x− ci)α]

Pi,i = u0,i ; (ci,α, |α| ≤ k) = Argmin
∑
j∈N(i)

(Pi,j − u0,j)
2

where Pi,j stands for the mean of P2
i (x) on cell j, and the set of neighboring cells is taken

sufficiently large for an accurate quadratic reconstruction (see Fig.1).

For the Euler model (4), the semi-discretized CENO scheme writes:

Find u0 ∈ C1([0, T ];V0) such that B(R0
2u0, v0) = 0 ∀ v0 ∈ C1([0, T ];V0) with:

Bh(R0
2u0, v0) =∫

Ω×[0,T ]

v0
∂R0

2u0

∂t
dΩ +

∫
Ω×[0,T ]

v0∇h · F(R0
2u0) dΩdt −

∫
Γ×[0,T ]

v0FΓ(R0
2u0) dΓ dt (5)
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MESH-ADAPTION FOR THIRD-ORDER 9

In (5), the term ∇h · F(R0
2u0) needs to be defined, since F(R0

2u0) is discontinuous at cells

interfaces. Taking v0 as a characteristic function of cell Ci, we get a finite volume formulation:

∀Ci,
∫
Ci

∂R0
2u0

∂t
dΩ +

∫
Ci

∇h · F(R0
2u0) dΩ −

∫
∂Ci∩Γ

FΓ(R0
2u0) dΓ = 0 ∀t.

or (using Pi,i = u0,i):

∀Ci,
∂

∂t

∫
Ci

u0 dΩ +

∫
∂Ci

F(R0
2u0) · n dΓ−

∫
∂Ci∩Γ

FΓ(R0
2u0) dΓ = 0. (6)

Neither the discrete divergence ∇h · nor the CENO approximation are defined by the definition

of the reconstruction. Indeed, the reconstruction performed in each cell produces a global field which

is generally discontinuous at cell interfaces ∂Ci ∩ ∂Cj , see Fig.2. In order to fix an integration value

at the interface, we can consider an arithmetic mean of the fluxes values for the two reconstruction

values:

F(R0
2u0)quadrature|∂Ci∩∂Cj · n =

1

2

(
F(R0

2u0)|∂Ci + F(R0
2u0)|∂Cj

)
· n (7)

where (R0
2u0)|∂Ci holds for the value at cell boundary of the reconstructed R0

2u0|Ci on cell Ci.

The above mean is applied on the four Gauss integration points (gα, α = 1, 4) (two per interface

segment, see Fig.4) necessary for an exact integration of quadratic polynomials. Then the accurate

definition of Bh is as follows

Bh(R0
2u0, v0) =∫ T

0

{∑
i

[ ∫
Ci

v0
∂u0

∂t
dΩ +

∫
∂Ci

v0

α=4∑
α=0

F(R0
2u0)|∂Ci(gα) + F(R0

2u0)|∂Cj (gα)

8
dσ
]}

dt

+

∫ T

0

∫
∂Γ

v0dΓdt (8)

The discrete divergence involved in B is an extension of the continous one in the sense that when

applied to a continuous function F these operators provide the same image (∇ · F = ∇h · F). In

particular, the restriction of Bh to smooth function is B and for the continuous solution u we have:

Bh(u, v0) = B(u, v0) = 0 ∀ v0 ∈ C1([0, T ];V0). (9)

It remains to define a time discretization for (6). We apply the standard explicit Runge-Kutta

(RK4) time advancing. With the above central-diffferenced (7) spatial quadrature, this formulation
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10 A. CARABIAS, A. BELME, A. LOSEILLE AND A. DERVIEUX

produces a central-differenced numerical approximation which is third-order accurate. However in

a nonlinear setting, or on irregular unstructured meshes it cannot be used, due to a lack of stability.

3.3. Vertex-centered low dissipation CENO2

Scheme (6) is usually combined with an approximate Riemann solver instead of the formulation

(7) proposed in the previous section. This latter option produces the usual upwind-CENO scheme,

which is a rather dissipative third-order accurate scheme, enjoying a rather good nonlinear stability.

Now, we are here interested only by advective effects, which are rather mildly non-linear effects.

We keep the consistent central-differenced fluxes of scheme (6)-(7) but we add corrections of

higher-order. Between two cell Ci and Cj we add to the central flux (7) two extra fluxes, which,

in order to save computational costs, will be evaluated only on the mid-edge I of edge ik (Fig.2).

These fluxes rely on higher-order derivatives of the unknown which we shall evaluate thanks to

Figure 2. Sketch of the interface ∂Ci ∩ ∂Ck between cell Ci and cell Ck. It is made of two segments (1) and

(2) between mid-edge I and triangles centroid.

the so-called “butterfly” molecule (Fig.3) built for every edge ik by identifying the “upwind” and

“downwind” triangles crossed by edge ik = [B1B2]. Here “upwind” and “downwind” refer only

to edge direction. The other vertices are denoted C1, D1, C2, D2 according to the scheme in Fig.3.

Points E1 and E2 are the intersection of edge [B1B2] with the opposite “upwind” and “downwind”

triangle sides [C1D1] and [C2D2]. Knowning the CENO-reconstructed Hessians on vertices allow

their linear interpolation on points E1 and E2. Directional second-derivatives in direction
−−−→
B1B2 are

then obtained at points E1, B1, E2 and B2. We then apply finite differences in order to get third

and fourth directional derivatives at vertices B1 and B2. We denote by u(2)
−−−→
B1B2

(M), u(3)
−−−→
B1B2

(M) and

u
(4)
−−−→
B1B2

(M) the resulting approximate second, third, fourth directional derivatives along
−−−→
B1B2 at
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MESH-ADAPTION FOR THIRD-ORDER 11

Figure 3. Butterfly molecule related to flux between cell around vertex B1 and cell around vertex B2.

Vertices C1, D1, and C2, D2 are the other vertices of “upwind” and “downwind” triangles.

point M ∈ [B1B2]:



u
(3)
−−−→
B1B2

(B1) =
u

(2)
−−−→
B1B2

(B2)− u(2)
−−−→
B1B2

(E1)

2||
−−−→
B1B2||

u
(3)
−−−→
B1B2

(B2) =
u

(2)
−−−→
B1B2

(E2)− u(2)
−−−→
B1B2

(B1)

2||
−−−→
B1B2||

u
(4)
−−−→
B1B2

(B1) =
u

(2)
−−−→
B1B2

(B2)− 2u
(2)
−−−→
B1B2

(B1) + u
(2)
−−−→
B1B2

(E1)

||
−−−→
B1B2||2

u
(4)
−−−→
B1B2

(B2) =
u

(2)
−−−→
B1B2

(E2)− 2u
(2)
−−−→
B1B2

(B2) + u
(2)
−−−→
B1B2

(B1)

||
−−−→
B1B2||2

The paradigm for improving the central-differenced CENO relies on an improved polynomial

reconstruction Pimprovedi of the unknown u in cells Ci and Ck to be applied for evaluating ik flux:

Pimprovedi (M) = Pquadratici (M) + P
(3)quadratic
i (M) + P

(4)quadratic
i (M)

P
(3)quadratic
i (M) =

(
−16

5

1

3!

||B1M ||3

23
u

(3)
−−−→
B1B2

(i)

)
P

(4)quadratic
i (M) =

(
1

4!

||B1M ||4

24
u

(4)
−−−→
B1B2

(i)

)
.

(10)
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12 A. CARABIAS, A. BELME, A. LOSEILLE AND A. DERVIEUX

This reconstruction is injected in the flux between i and k according the following steps:

• The least-square quadratic reconstruction provides the polynomials P2
i and P2

k which will

feed the third-order accurate ik-fluxes integrated without Riemann solver on the four Gauss

points (M = M1,M2,M3,M4), see Fig.4.

• The two other terms of the improved reconstruction are evaluated simply on the mid-edge

(M = I). A Roe-type upwinding with a Jacobian evaluated at mid-edge I is applied solely to

these extra terms, see Fig.4.

When applying flux assembly to the two extra terms, two extra differentiations will result, namely,

a first differentiation due to the difference in Roe diffusion term, and a second differentiation due

to integral around each cell. This results in a dissipation term made of a sixth-order derivative and

in an anti-dispersion term made of a fifth-order derivative. The dissipation term introduces much

less damping than the one in upwind CENO2 (which involves a fourth order dissipation), and the

anti-dispersion term compensates, in good part for unstructured meshes and totally for Cartesian

meshes, the main term of dispersion of the original central-differenced CENO scheme. To illustrate

Figure 4. Quadrature of the presented CENO scheme between the two cells related to vertices B1 and

B2: consistent CENO fluxes are evaluated on four Gauss points on interface, corrective antidispersive and

dissipative fluxes are evaluated on the mid-edge point I.

the improvement which can be obtained, we computed the translation of a circular 2D Gaussian
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MESH-ADAPTION FOR THIRD-ORDER 13

discretised with 18 nodes along its diameter. The travel goes through 400 spatial intervals. With a

RK4 time-advancing and a Courant number of 0.1, the standard upwind CENO scheme i.e. equipped

with a Roe approximate solver applied to the consistent fluxes instead of the central formulation (7)

results in a 28% damping. In contrast, the proposed improved CENO scheme gives a 25 times

smaller maximal deviation (less than 1.12% damping) and a very low phase error, see Fig.5. The

proposed correction only increases of 15% the total cost with respect to central differencing, but

CENO reconstructions are rather computationally costly and the resulting scheme is 9-10 times

slower than a usual second-order MUSCL scheme (in 2D). The reader interested by the improved

scheme will find further details in [20].

Figure 5. Improvement of the CENO scheme on the test case of a propagation of a 2D Gauss-shaped

concentration. Left: comparison of the upwind third-order accurate CENO solution with the analytic

solution. Right: comparison of the improved (third-order accurate) CENO scheme with the analytic solution.

4. ERROR ANALYSIS

In the present work, we do not consider time discretization errors. For explicit high-order time-

advancing subject to a Courant-type condition, some argument for discarding the time-error analysis

of advective models can be found in [3]. We then concentrate on spatial errors. Furthermore, we do

not analyse the corrections terms introduced in Sec. 3.3. At least on regular meshes, these corrections

terms are terms of higher order.
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14 A. CARABIAS, A. BELME, A. LOSEILLE AND A. DERVIEUX

The proposed a priori analysis is in some manner the dual of the a posteriori analysis proposed

by Barth and Larson in [7]. Let j(u) = (g, u) be the scalar output which we want to accurately

compute, where u is the solution of the continuous system (4). We concentrate on the reduction, by

mesh adaptation, of the following error:

δj = (g,R0
2π0u−R0

2u0)

where g is function of L2(Ω) and u0 the discrete solution of (6). The projection π0 is defined by:

π0 : v 7→ π0v, π0v|Ci =

∫
Ci

vdx ∀ Ci, dual cell.

The adjoint state u∗0 ∈ C1([0, T ];V0) is the solution of (Bh defined in (5)):

∂Bh
∂u

(R0
2u0)(R0

2v0, u
∗
0) = (g,R0

2v0), ∀ v0 ∈ V0. (11)

Then we can write, successively:

(g,R0
2π0u−R0

2u0) = ∂Bh
∂u (R0

2u0)(R0
2π0u−R0

2u0, u
∗
0) (adjoint eq.)(11)

≈ Bh(R0
2π0u, u

∗
0)−Bh(R0

2u0, u
∗
0)

and then

(g,R0
2π0u−R0

2u0)

≈ Bh(R0
2π0u, u

∗
0) (discrete state eq.)(5)(7)

≈ Bh(R0
2π0u, u

∗
0)−Bh(u, u∗0) (continuous state eq.)(4)(9)

≈ ∂Bh
∂u (u)(R0

2π0u− u, u∗0).

For the case of Euler equations the previous error estimate writes:

∂Bh
∂u

(u)(R0
2π0u− u, u∗0) =∫ T

0

∂Btimeh

∂u
(u)(R0

2π0u− u, u∗0)dt +

∫ T

0

∂BEulerh

∂u
(u)(R0

2π0u− u, u∗0)dt

with

∂Btimeh

∂u
(u)(R0

2π0u− u, u∗0) =
∑
i

∫
Ci

u∗0(R0
2π0 − Id)

∂u

∂t
dx

∂BEulerh

∂u
(u)(R0

2π0u− u, u∗0) =∑
i

∫
Ci

u∗0∇h · F ′(u)(R0
2π0u− u)dx −

∫
∂Ci∩Γ

u∗0F ′Γ(u)(R0
2π0u− u) d Γ
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MESH-ADAPTION FOR THIRD-ORDER 15

with the sum applied for all dual cell Ci of the mesh. Since, as in [43], we do not consider the

adaptation of boundary mesh, we discard the boundary terms:

∂BEulerh

∂u
(u)(R0

2π0u− u, u∗0) ≈
∑
i

∑
i

∫
Ci

u∗0∇h · F ′(u)(R0
2π0u− u)dx.

i.e:

∂BEulerh

∂u
(u)(R0

2π0u− u, u∗0)−
∫
Ci

u∗0
∂u0

∂t
dΩ ≈

∑
j∈V(i)

∫
∂Ci∩∂Cj

u∗0

α=4∑
α=0

F ′(u)(R0
2π0u− u)|∂Ci(gα) + F ′(u)(R0

2π0u− u)|∂Cj (gα)

8
· ndσ (12)

Let us examine the ingredients of the RHS integrand. First, u∗0 is constant by cell, with

discontinuities at cell interface of amplitude of order of mesh size. The Jacobian F ′(u) is smooth.

The reconstruction error R0
2π0u− u is discontinuous at cell interfaces, but for a u smooth, the

amplitude of this discontinuity is of order the third power of mesh size. Then:

F ′(u)(R0
2π0u− u)|∂Ck(gα) ≈ F ′(u)(R0

2π0u− u)(Gi) k = i or k = j ∈ V(i).

where Gi is the centroid of cell Ci. Thus:

∂BEulerh

∂u
(u)(R0

2π0u− u, u∗0)−
∫
Ci

u∗0
∂u0

∂t
dΩ ≈

F ′(u)(R0
2π0u− u)(Gi) ·

∑
j∈V(i)

∫
∂Ci∩∂Cj

u∗0ndσ. (13)

We recognize inside the RHS the approximation of a gradient of u∗0:

∑
j∈V(i)

∫
∂Ci∩∂Cj

u∗0ndσ ≈ area(Ci)∇u∗0

thus:

∂BEulerh

∂u
(u)(R0

2π0u− u, u∗0)−
∫
Ci

u∗0
∂u0

∂t
dΩ ≈

area(Ci) F ′(u)(R0
2π0u− u)(Gi) ·∇u∗0.

As remarked in Sec.2,R0
2π0u− u can be replaced by a smooth function of the local third derivatives

and local mesh size (factor 1
3! can be discarded in the rest of the analysis):

R0
2π0uq − uq � sup

δx
|D3u(x)(δx)3|, ∀ q = 1, 4.
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16 A. CARABIAS, A. BELME, A. LOSEILLE AND A. DERVIEUX

For each flux component (r = 1, 8)

F ′r(R0
2π0u− u) � sup

δx

∑
q

||F ′qr||(D3uq(x)(δx)3).

Then:

|δj| �
∑
q

∫
Ω

Ktime
q (u∗) sup

δx
|D3 ∂u

∂t
(δx)3)| dΩ + 2

∑
q

∫
Ω

KEuler
q (u, u∗) sup

δx
|D3u(δx)3)| dΩ

with

Ktime
q (u∗) = |u∗| ; KEuler

q (u, u∗) =
∑
r

|(F ′rq(u))∗||
∂u∗q
∂xr
|

with the notation F according to (3), and

∂u∗q/∂xr = ∂u∗q/∂x for q = 1, 3, 5, 7,

∂u∗q/∂xr = ∂u∗q/∂y for q = 2, 4, 6, 8.

It will be useful to write it as follows:

|δj| � sup
δx

T(|δx|)3

where T is the trilinear tensor:

T(|δx|)3 =
∑
q

∫
Ω

(
Ktime
q (u∗)|D3 ∂u

∂t
|(|δx|)3 +KEuler

q (u, u∗)|D3u|(|δx|)3
)

dΩ. (14)

Not surprisingly, the error is a third-order tensor in terms of the δx, measuring local mesh size. In

order to apply a metric-based mesh adaptation, we shall convert the estimate in a pseudo-quadratic

estimate.

5. METRIC-BASED ERROR ESTIMATE

We consider the parametrization of the mesh by a Riemannian metric defined at each point

x = (x, y) of the computational domain by providing at this point a symmetric matrix:

M(x) = d R(x)Λ(x)Rt(x).

The rotation matrix R = (eξ, eη), built with the normalised eigenvectors eξ = (exξ , e
y
ξ ) and eη =

(exη , e
y
η) of M, parametrizes the two orthogonal stretching directions of the mesh. Denoting mξ
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MESH-ADAPTION FOR THIRD-ORDER 17

and mη the two directional local mesh sizes in the characteristic/stretching directions of M, the

mesh density is d = (mξmη)−1. Matrix Λ is a 2× 2 diagonal one with eigenvalues λ1 =
mξ
mη

and

λ2 =
mη
mξ

and of determinant equal to one. Any mesh which obeys reasonably to the mesh density

and stretching specification of the metric is called a unit mesh of the metric (see for example [40]).

In the case of a linear interpolation for a smooth (at least C2) solution uq, the interpolation error is

modelled by the following Hessian-based estimate (we discard the constant):

|uq(x)− πM1 uq(x)| ≈ |∂
2uq
∂τ2
q

|(δτq)2 + |∂
2uq
∂n2

q

|(δnq)2 = δxM|Huq |δxM

= trace(M− 1
2 |Huq |M−

1
2 ) (15)

where Huq is the Hessian of uq, and orthonormal directions τq = (τ qx , τ
q
y ) and nq = (nqx, n

q
y) are

eigenvectors of this Hessian and δxM a vector of R2 such that δxMMδxM = 1. This formulation

permits the research of an optimal metric minimizing the linear interpolation error, [40].

In [46] the authors propose a general statement for an interpolation of arbitrary degree

generalizing (15). We prefer here a simpler option. In order to address our third-order mesh

adaptation problem in a similar manner to the Hessian-based approach, we propose instead to find

from T a pseudo-Hessian H̃i on any vertex i in such a way that inside cell i we have:

sup
δx

Ti(|δx|)3 ≈
(
supδx|H̃i|(δx)2

) 3
2 ∀δx ∈ R2.

In the continuous mesh model, the set of neighboring vertices j around a given vertex i is the surface

of an ellipse centered on i and with small and large axis defined by the metric matrixM. One way to

adjust the pseudo-Hessian H̃ consistently with the discrete context is to minimize by least-squares

the deviation between the quadratic term and the trilinear one on the neighbors of i in the current

mesh:

H̃i = Argmin

N(i)∑
j=1

(
H̃i(~ij)

2 − (T(~ij)3)2/3
)2

with ~ij = (xj − xi, yj − yi) = (xij , yij). Replacing then the trilinear estimate by the 3/2 power of

the quadratic term, we get:

sup
δx

T(|δx|)3 �
(
trace(M− 1

2 |H̃i|M−
1
2 )
) 3

2

.
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18 A. CARABIAS, A. BELME, A. LOSEILLE AND A. DERVIEUX

We consider now a way to find a metric field which minimizes this error term.

6. OPTIMAL METRIC

Thanks to the above transformation of the error estimate, we can consider the minimization of the

following error functional derived from estimate (14):

E0 =
∑
q=1,4

∫
Ω

Kq(u, u
∗)
(
trace(M− 1

2 |H̃uq |M−
1
2 )
) 3

2

dxdy.

We then obtain:

E0 � E =

∫
Ω

(
trace(M− 1

2 |S|M− 1
2 )
) 3

2

dxdy with S =
∑
q=1,4

Kq(u, u
∗)

2
3 |H̃uq |. (16)

Matrix S(x) is a sum of symmetric positive definite matrices thus S(x) = RS(x)ΛS(x)RtS(x).

We now identify the optimal metric, Mopt =Mopt(N), among those having a prescribed total

node number N , which minimizes the above error. We proceed similarly to the second-order metric

analysis, e.g. [43] where optimal stretching directions are first derived and then optimal sizes are

derived in a second step. To do so we re-write (16) as:∫
Ω

(
trace(M− 1

2 |S|M− 1
2 )
) 3

2

dxdy =∫
Ω

(
trace(d−1

M (RMΛMRTM)−
1
2 |S|(RMΛMRTM)−

1
2 )
) 3

2

dxdy.

Mesh stretching direction. We first prescribe, at each point x of the computational domain Ω, the

adapted metric eigenvectors i.e. the representation of the direction of stretching of mesh, RMopt
as

aligned with the above error model, that is

RMopt
= RS .

Mesh stretching length. Let us minimize the error at each point x of the computational domain

for a prescribed mesh density dM. We derive that the best ratio of eigenvalues for M, i.e. the

representation of mesh stretching or anisotropy should uniformize the two components of the error.

This means that the product

(RMopt
ΛMopt

RTMopt
)−

1
2 |S|(RMopt

ΛMopt
RTMopt

)−
1
2
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MESH-ADAPTION FOR THIRD-ORDER 19

is made proportional to identity. It implies that:

eopt =
(λ1S )−

1
2

(λ2S )−
1
2

; ΛMopt
= diag[e−1

Mopt
, eMopt

]

in which we have enforced det(ΛMopt) = 1. With these definitions of RMopt and ΛMopt , we get:

(RMoptΛMoptRTMopt
)−

1
2 |S|(RMoptΛMoptRTMopt

)−
1
2 =

( λ
1
2
1S
λ

1
2
2S

0

0 λ
1
2
1S
λ

1
2
2S

)
.

Inside this restricted family of metrics, it remains to define the optimal metric density. Let us

consider the set of metrics with a total number of vertices prescribed to N :

∫
Ω

d dxdy = N. (17)

We now have to minimise the L1 norm of the error

E(d) =

∫
Ω

d−
3
2 Γ(S) dxdy

Γ(S) =

trace( λ
1
2
1S
λ

1
2
2S

0

0 λ
1
2
1S
λ

1
2
2S

)
3
2

= (2λ
1
2
1S
λ

1
2
2S

)
3
2 (18)

with respect to d for a given number of nodes N . This means that:

E ′(d) · δd = 0 ∀ δd with
∫

Ω

δd dxdy = 0

which implies that the derivative Γ(S)d−
5
2 of integrand in E is constant and produces the optimal

density:

dopt =
N

C opt
(Γ(S))

2
5 =

N

C opt
(2λ

1
2
1S
λ

1
2
2S

)
3
5 with Copt =

∫
Ω

(2λ
1
2
1S
λ

1
2
2S

)
3
5 dxdy.

This completes the definition of the optimal metric:

Mopt = doptRtopt

 e−1
opt 0

0 eopt

Ropt.
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20 A. CARABIAS, A. BELME, A. LOSEILLE AND A. DERVIEUX

7. FROM THEORY TO PRACTICAL APPLICATION

The previous analysis sets the optimal metric problem as the solution of the following continuous

optimality conditions:

u ∈ V , ∀ϕ ∈ V , B(u, ϕ) = 0 “state system”

u∗ ∈ V , ∀ψ ∈ V ,
(∂B
∂u

)
(u, u∗)ψ = (g, ψ) “adjoint system”

M(x, t) =Mopt(x, t) “control optimality”.

This system cannot be solved analytically and will be finally discretized. Not surprisingly, we

choose the discrete state system as the one introduced previously. The adjoint is derived from its

linearization. The last equation is discretized by recovering third-order derivatives by using a fourth-

order reconstruction (like it would be done for a CENO3 scheme). Then, for each time step, the

nonlinear iteration on the three equations of the optimality system provides an optimal metric and

a unit mesh. In order to avoid to remesh too frequently we adopt the Global Transient Fixed Point

algorithm introduced in [13]. The time interval has three embedded discretization: (1) time sub-

intervals ]ti, ti+1[ during which the mesh is frozen, (2) divisions ]ti,k, ti,k+1[ of these sub-intervals

for checkpointing state solution to be re-used backward in time for solving the adjoint system, (3)

an even finer discretization in the time-steps ]ti,k +mδt, ti,k + (m+ 1)δt[ used to advance in time.

The algorithm is sketched in Fig.6 and writes:

//--- Global Transient Fixed Point

For j=1,nptfx

//--- Solve state once to get checkpoints

For i=1,nadap

• Sj0,i = ConservativeSolutionTransfer(Hji−1,S
j
i−1,H

j
i )

• Sji = SolveStateForward(Sj0,i,H
j
i )

End for
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MESH-ADAPTION FOR THIRD-ORDER 21

//--- Solve state forward and adjoint backward in time and

store samples

For i=nadap,1

• (S∗)ji = AdjointStateTransfer(Hji+1, (S∗0 )ji+1,H
j
i )

• {Sji (k), (S∗)ji (k)}k=1,nk = SolveStateAndAdjointBackward(Sj0,i, (S∗)
j
i ,H

j
i )

• |Hmax|ji = ComputeGoalOrientedHessianMetric(Hji , {S
j
i (k), (S∗)ji (k)}k=1,nk)

End for

• Cj = ComputeSpaceTimeComplexity({|Hmax|ji}i=1,nadap)

• {Mj−1
i }i=1,nadap = ComputeUnsteadyGoalOrientedMetrics(Cj−1, {|Hmax|j−1

i }i=1,nadap)

• {Hji}i=1,nadap = GenerateAdaptedMeshes({Hj−1
i }i=1,nadap, {Mj−1

i }i=1,nadap)

End for

Figure 6. Global Transient Fixed Point for the goal-oriented “GO” adaptation of anisotropic meshes for an

unsteady simulation.

A crucial criterion for evaluating a mesh adaptation method is its a priori/theoretical convergence

order in terms of used degrees of freedom. Similarly, the evaluation of a computation should also

rely on numerical convergence order, which should be preferably close to the theoretical one. An
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22 A. CARABIAS, A. BELME, A. LOSEILLE AND A. DERVIEUX

detailed discussion of the convergence of the global transient fixed point is presented in [13]. We

recall now some useful features. The space-time theoretical order can be evaluated by considering

space and time degrees of freedom. For an arbitrary flow (possibly with singularities) it is limited

to 8/5 (see [13]). The space-time numerical convergence needs to be measured by adequately

decreasing mesh size, time-steps and increasing the number of mesh-adaptation intervals. In

contrast, the space theoretical order is evaluated by considering solely spatial degrees of freedom. It

should be as high as the theoretical spatial truncation order. It can be measured by solely increasing

the mean number of vertices (for a fixed number of mesh-adaptation intervals).

8. TWO NUMERICAL TESTS

A goal-oriented mesh adaptation algorithm is not designed to deliver an accurate or even simply

convergent solution field since the adaptation effort is restricted to the best accuracy for the scalar

output. If the scalar output for a transient simulation is a time integral, an interesting accuracy

evaluation of a mesh-adaptive calculation concerns the integrand of this time-integral. A successful

mesh-adaptive calculation should show a third-order numerical convergence for a third-order

accurate scheme. The two experiments which we present now both focus on the propagation of

acoustic waves with an Euler model. It is a challenging simulation with a fixed but unstructured mesh

for usual Euler schemes which are generally too dissipative and dispersive. It is also a challenging

problem for mesh adaptation since meshes cannot be regular and must follow traveling structures

which can go through the whole computational domain. We simulate the propagation of an acoustic

wave between its emission and the time when the corresponding pressure fluctuation is recorded

over a limited time interval with a microphone situated at some distance from the noise source. Not

all sound waves will have influence on this record, and therefore, at each time level, only a part of

the domain needs a fine mesh. And indeed, during these calculations, due to the effect of adjoint

state, meshing concentrates only on a small part of the computational domain. We restrict to spatial

acuracy and expect third-order convergence. In the two experiments which we describe, about 50
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mesh-adaptation intervals (i.e. 50 meshes) are used in a time interval. The number of global fixed

points iterations is 4. A typical wall time is 10 hours on a lap top for the finest mesh.

8.1. Noise propagation in a box

This experiment is rather close to the simulation computed in [13], for which the Global Transient

Fixed Point algorithm was combined with a second-order accurate scheme. For a sequence of

Figure 7. Propagation in a box: sketch of geometry. An acoustic source produces sound at the center of the

bottom. The microphone integrates the pressure variation on a segment of the top wall.

adaptive meshes of 12K, 24K, 64K (mean size over the time interval), the numerical mesh

convergence measured in [13] was 1.98. In the present work, a rectangular box (Fig.7) contains

a source term with support restricted to a small half-disk on the middle of bottom side, and defined

by f = (0, 0, 0, r), where:

r = −A.exp
(
−B.ln(2)[x2 + y2]

)
C.cos(2Πfr)

with A = 0.01, B = 256, C = 2.5 and f = 2. The output functional is specified as:

j(W ) =

∫ T

0

∫
M

1

2
k(t) dMdt =

∫ T

0

∫
M

1

2
(p(x, t)− p0)2 dMdt. (19)

where p0 is the initial pressure. The mesh and pressure contours of two mesh-adaptative transient

computations, a coarse one and a fine one are presented in Fig. 8. The numerical convergence order

of the functional is as expected close to third order. But the method seems to provide also some

superconvergence for some outputs. Indeed, let us analyse the convergence of the time-integrand

k(t) of the functional:

k(t) =

∫
M

(p− p0)dM .

Copyright c© 0000 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids (0000)

Prepared using fldauth.cls DOI: 10.1002/fld
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Figure 8. Acoustic waves traveling in a box from bottom (5th mesh in time) to top (20th mesh in time) with

the coarse option (left, 1500 vertices in the mean) and the finest option (right, 21000 vertices in the mean).

at some particular time t = t∗ for the different mesh-adaptive calculations. The variations of k are

depicted in Fig. 9. The numerical convergence for k(t∗), is given by the usual relation

1− N2

N1

−αd

1− N3

N1

−αd
≈ uN1 − uN2

uN1
− uN3
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Figure 9. Noise propagation in a box: Mesh convergence of the spatial integral k(t) (y-axis) as a function of

time (x-axis). The lower curve “1000” corresponds to a mean mesh size of 1500 vertices. The three other

curves, almost undistinguishable, correspond to mean mesh sizes of 5400, 11000, and 21000 vertices.

for three mesh sizes N1 < N2 < N3 and N3 and the corresponding solutions uN1
, uN2

and uN3
.

Numerical convergence order is measured on the maximum of k , reached for time close to t∗ =

10.5. In our experiments, the mean mesh size is varied taking sucessively 1500, 5400, 11000, 21000.

For the three finer calculations, with mean mesh sizes of 5400, 11000, 21000 vertices, convergence

order appears as equal to 2.71, a level much higher than second order and close to the theoretical

order 3 (cf. TabI). The meshes are anisotropic with aspect ratio larger than 3-4 in regions of interest.

The smaller mesh size for the diffferent meshes (at different times) are of order of 5.10−4, which

would be obtained with a uniform isotropic mesh of about 2 million vertices.

8.2. Propagation/scattering on an anti-noise wall

The geometry is not a closed box. Only three components of the boundary are reflecting walls,

namely (1) the ground, (2) an oblique wall, (3) a small rectangle, the “balcony”, on the vertical right
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Mean mesh size Maximum close to T=10.5s Observed convergence order

2775 6.893079.10−07

5403 7.235717.10−07

10696 7.431403.10−07 1.70

21566 7.510065.10−07 2.71

Table I. Noise propagation in a rectangular box: mesh convergence for the unsteady integrand.

side on which is put a micro (Fig.10). The oblique anti-noise wall should reduce the noise attaining

the micro. We have the same source as (8.1) on the center of the bottom and the output scalar

Figure 10. Sketch of the anti-noise device: source at bottom, left, anti-noise wall in center of bottom region,

balcony as part of left boundary.

functional is same as (19) but the spatial integral concerns an interval M on the vertical section

of the balcony on right side (Fig. 10). The problem is more difficult than the previous one since a

diffraction is computed around a non-smooth wall. The behavior of the time-dependent integrand

is depicted in Fig.11 for two uniform-mesh calculations and four mesh adaptative calculations. The

two uniform calculations use respectively 57791 and 117K vertices. They are poorly converging

to the probable solution approximated by the fine mesh-adaptive calculations: convergence order

Copyright c© 0000 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids (0000)

Prepared using fldauth.cls DOI: 10.1002/fld



MESH-ADAPTION FOR THIRD-ORDER 27

seems less than 1. Adapted meshes have respectively 2000, 7954, 15256, and 30980 vertices in the

mean. Considering their most refined zones, where the mesh size is about 10−4 for the 30980 mesh,

these adapted meshes should be roughly compared with uniform meshes of respectively 580K,

1.25M, 3.5M, and 5M vertices uniform meshes. For 2000 vertices, the convergence does not hold,

but the approximation error is yet smaller than half of the uniform 117K error. This is coherent

with our estimation of an equivalent uniform mesh of 580K. Over the triplet with 7954, 15256, and

30980, the results are close to each other (variation of 5%). We performed a numerical convergence

analysis on the second maximum of k situated near t = 13. in Tab.II. An idea of the fine meshes

(mean size 30980) and density field is given in Figs.12,13,14,15,16. The meshes are anisotropic with

an aspect ratio larger than 5 in the regions of interest. Numerical convergence order is 2.48, a figure

less good than for the box calculation, but significantly higher than with a second-order-scheme.

Figure 11. Anti-noise wall calculation. Time dependant integrand k(t) of the functional for a series of two

uniform meshes with respectively 57791 and 117K vertices (two lower curves) and a series of four mesh-

adapted calculations with mean number of vertices 2000, 7954, 15256, and 30980. Convergence is observed

for the three finest calculations.
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Mean mesh size Second local maximum Convergence order

(i.e. near t=13)

Adapted meshes (7954 vertices) 3.119663e− 07

Adapted meshes (15256 vertices) 3.205026e− 07

Adapted meshes (30980 vertices) 3.245267e− 07 2.48

Table II. Mesh convergence order for the anti-noise wall calculation

Figure 12. Anti-noise wall calculation for a mean of 30980 vertices. Density and mesh for first and fifth

meshes used in time-interval 1 and 5.
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Figure 13. Anti-noise wall calculation for a mean of 30980 vertices. Density and mesh for first and fifth

meshes used in time-interval 10 and 15.

Figure 14. Anti-noise wall calculation for a mean of 30980 vertices. Density and mesh for first and fifth

meshes used in time-interval 20 and 25.
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Figure 15. Anti-noise wall calculation for a mean of 30980 vertices. Density and mesh for first and fifth

meshes used in time-interval 30 and 35.

Figure 16. Anti-noise wall calculation for a mean of 30980 vertices. Density and mesh for first and fifth

meshes used in time-interval 40 and 45.
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9. CONCLUSION

In this exploratory study, we have proposed an a priori analysis of the error of a third-order

accurate CENO scheme for the unsteady Euler equations. The proposed analysis expresses all

distributed error terms as functions of reconstruction errors. It allows to predict the effect of a given

mesh (mesh size, anisotropy) on the approximation error. An important simplification consists in

projecting the estimate on a metric-based analysis thanks to Least-Squares. This allows for an

anisotropic mesh adaptation relying on an optimal metric, and solving goal-oriented problematics.

We complete the approach by considering a transient mesh adaptation loop. This loop is applied to

two numerical examples focused on accurate advection of nonlinear acoustic waves with the Euler

model. The numerical scheme effectively used is a version optimized for advection models. A

convergence order between 2.48 and 2.71, much better than with second-order accurate adaptation,

is obtained.

An important limitation observed in the results obtained with the proposed algorithm concerns

the low maximum aspect ratio (4-5). Although obtaining high aspect ratios was not our primary

purpose, this issue desserves, as remarked by our reviewers, argumented comments.

First we have to mention that before the present study, the first author developed in [19] a study in

which, in place of a goal-oriented adaptation criterion, he used a sensor relying on the reconstruction

error committed on the Mach number. In other terms, the third derivative of Mach number was used

in the least square process to get what we called a pseudo-Hessian. The method was applied on

a steady scram-jet test case in combination with TVD limiters adapted to the presented CENO

scheme. We give two figures of this computation in Appendix. Then aspect ratios of at least 20

where obtained inside the numerical shocks. This shows that third derivatives normal to shock where

evaluated as large by the process of derivation, and that the step of least square did not loose this

information. But this does not necessarily show that the exact size of these derivative was well

evaluated. By the way, acoustic test cases where also considered, then the obtained aspect ratios
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where only about 2-5, lower than what the analytic sinusoidal behavior of the unsteady solution

would let hope.

The state of our reflexion on this problem is that the combination of third-derivative evaluation

with the present quasi-equilateral mesh generator is not sufficiently accurate. Now, the third

derivative reconstruction relies on Least-Squares and use at least three layers of neighboring cells,

which involve a suficiently large number of cells. We have observed that the output is rather sensitive

to mesh regularity and orthogonality, when it is applied to a numerical solution obtained with the

presented CENO approximation. It would probably be interesting to find a better reconstruction

algorithm. Our option for future work is to use a newly derived mesh generator which enforces

orthogonality properties, as in [44].

The method can be extended to 3D, but the central penalty of the proposed method is the high

computational cost of our CENO third-order approximation scheme. This penalty would further

amplify in 3D. Concerning the extension to viscous flow, the second-order accurate case has been

addressed in a preliminary study, in [10], but even for second-order accuracy, many issues have to be

addressed. For medium and high stretching, the use of a metric-orthogonal mesh generator as in [44]

seems again compulsory. The next step of the extension of our analysis to third-order viscous models

remains to be done. Again, this extension meets the issue of an efficient third-order approximation.

Now, a third-order accurate CENO scheme seems to need a degree-three reconstruction for viscous

fluxes. Then for futur study of third-order 3D mesh adaption, we will probably rely on a different

numerical scheme. Indeed, the error analysis proposed in this work is based on the 2-exactness and

can be rather easily adapted to other schemes enjoying 2-exactness (e.g. quadratic continuous and

discontinuous Galerkin).

Goal-oriented formulation is not the only possible option and we mention that the estimates

proposed in this paper also permits the extension of the mesh adaptation methodology to norm-

oriented formulations, as in [15, 42].
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11. APPENDIX: AN ADAPTATION BASED ON RECONSTRUCTION ERROR

In order to illustrate the discussion of our conclusion, we extract from [19] a calculation performed

with the above CENO scheme combined with TVD limiters, and adapted according to the

reconstruction error on a sensor, the Mach number (no adjoint is used). Iterative convergence

between adaptation and computation is performed through a fixed point loop. The main differences

with the computation presented in Section 8 are:

- the CFD problem is steady,

- solely the third derivative of Mach number is used for adaptation, in other words, the trilinear

tensor of (14) is replaced by

TMach−reconstruction =

∫
Ω

|D3M |(|δx|)3 dΩ.

where M holds for the Mach number field.

We present in Fig.17 the Mach contour of an mesh adative calculation of a scramjet flow (30, 000

vertices. The Fig.18 depicts a zoom of bottom leading edge showing the mesh stretching.

Figure 17. Mesh-adaptive calculation of a scramjet flow, Mach contours, global view.
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Figure 18. Mesh-adaptive calculation of a scramjet flow, Mach contours, zoom around the bottom leading

edge (improved palette).
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