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Abstract

We propose a definition of regularity of a linear differential system
with coefficients in a monomial extension of a differential field, as well as a
global and truly rational (i.e. factorisation–free) iteration that transforms
a system with regular finite singularities into an equivalent one with simple
finite poles. We then apply our iteration to systems satisfied by bases of
algebraic function fields, obtaining algorithms for computing the number
of irreducible components and the genus of algebraic curves.

Introduction

This paper is concerned with differential systems of the form y′1
...

y′n

 = A

 y1
...

yn

 (1)

where the entries of the matrix A are in a differential field F . While the cyclic
vector method [2, 5, 14] reduces (in theory) the study of such systems to the
study of scalar differential equations, that method is well-known to be impracti-
cal except for very small n (see for example the timings in [2]), which motivates
the study of direct algorithms that do not require uncoupling the system (1).
Direct algorithms are based on computing T ∈ GLn(F ) such that the change of
variable Y = TZ transforms (1) into an equivalent differential system Z ′ = BZ
where the matrix B has some desired property, which can be related either
to its shape (e.g. triangular) or the nature of its poles. For example, when F
is the rational function field C(x) with the derivation d/dx, the Moser form
algorithm [12] yields a matrix B whose denominator b(x) divides the denomi-
nator of A, and such that the multiplicity of x as a factor of b(x) is minimal
among all T ∈ GLn(C(x)). Knowledge of that minimal multiplicity determines
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whether the eventual singularity of (1) at x = 0 is regular or irregular, and
yields its indicial equation when the singularity is regular [8]. That algorithm
can be performed successively at all the poles of A, yielding a matrix B with
a minimal denominator [1]. When all the singularities of (1) are regular, that
algorithm is sufficient to be able to compute all the solutions in C(x)n of the
system (see [2]), otherwise a stronger normal form (the super-irreducible form)
is required [9]. Other direct algorithms [6, 11] are based on computing special
lattices in the associated differential module. All those algorithms are local, in
that they work at a given singularity x = α of the differential system, so their
calculations are performed in the algebraic extension C(α) of the constant field
(or in the quotient field C[x]/(p) where p is the minimal polynomial of α, which
is equivalent). Those calculations must then be repeated at each irreducible
factor of the denominator of A in order to produce a global normal form.

We present in this paper a global and rational algorithm that reduces all
the finite singularities of (1) without having to factor the denominator of A,
and without having to consider individual singularities separately. In exchange
for being simpler than the previously known methods, our algorithm is only
applicable to systems for which a minimal denominator over all gauge trans-
formations is known a priori, which is in particular the case when all the finite
singularities of the system are regular. In that case, our algorithm produces a
matrix B that has only simple finite poles. The indicial equations and exponents
of the system Z ′ = BZ in the affine plane are then easy to compute by classical
methods. Our algorithm is applicable in particular when all the solutions of (1)
are algebraic over F , so we apply it to differential systems associated with alge-
braic curves, obtaining alternatives to the algorithms of [7] for computing the
irreducible components of the curve and their genus, without requiring generic
coordinates or scalar differential equations. Another application when F is a
rational function field, is that our algorithm is a global alternative to the Moser
form for computing the rational solutions of systems whose singularities (includ-
ing at infinity) are all regular. Finally, our algorithm is applicable whenever F is
a monomial extension of a differential field, which allows quite general functions
as coefficients of (1).

All rings and fields in this paper are commutative and have characteristic 0.

1 Monomial extensions

We recall in this section the required terminology and results from [3] that will
be used in this paper. Let (K, D) be a differential field and (E,D) a differen-
tial ring extension (i.e. a differential ring containing K and with a compatible
derivation). We say that t ∈ E is a monomial (w.r.t. D) if t is transcendental
over K and K[t] is closed under D. It follows immediately that K(t) is also
closed under D. From now on, let t ∈ E be a monomial over K. A polynomial
q ∈ K[t] is special (w.r.t. D) if q | Dq, normal (w.r.t. D) if gcd(q, Dq) = 1. Note
that normal polynomials are squarefree. Conversely, for a squarefree q ∈ K[t],
let qs = gcd(q, Dq) and qn = q/qs. Then, qs is special and qn is normal. Further-
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more, factors and products of specials are special, and factors and least common
multiples of normals are normal. An irreducible p ∈ K[t] must be either normal
or special.

Definition 1 For any q ∈ K[t], the normal part of q, denoted q∗, is the product
of all the irreducible normal factors of q.

To simplify further statements we define

δD(p) =
{

1 if p is normal
0 if p is special

With the above notation,

q∗ =
∏
p | q

p irreducible

pδD(p)

It follows immediately that q∗ is always normal and that q/q∗ ∈ K if and only
if q is normal. Normal parts can be computed using only gcd computations as
follows: let q = q1q

2
2 . . . qm

m be a squarefree factorization of q, qi,s = gcd(qi, q
′
i)

and qi,n = qi/qi,s. Then, q∗ = q1,n · · · qm,n.

2 The reduction algorithm

2.1 Extending a module

Let R be a principal ideal domain where gcd’s can be effectively computed as
well as the cofactors (for example any Euclidean domain). Let F be the field
of fractions of R, V a finite dimensional vector space over F and M be the
R-module generated by v1, . . . , vm ∈ V . Pick an F -basis b = b1, . . . , bn of V and
let d be a common denominator of the coordinates of v1, . . . , vm with respect
to b. Then, dvi =

∑n
j=1 rijbj for each i where the rij are in R, and the rows of

the matrix A = (rij) generate the module dM over R. Let H = (hij) be the
Hermite normal form of A (see [13]) and I be the set of indices i such that the
ith row of H is nonzero. Then, M =

∑
i∈I Rwi where wi = d−1

∑n
j=1 hijbj ∈ V

and the wi are linearly independent over F .
Consider now the special case where M = Rn + Rw =

∑n
i=1 Rbi + Rw

where w =
∑n

i=1 fibi ∈ V . Let d be a common denominator of f1, . . . , fn and
ai = dfi ∈ R. Then, the matrix A has the special form

A =


d

d
. . .

d
a1 a2 . . . an


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so an R-basis u1, . . . , un of M is produced by performing the following iteration
for i = 1 through n:

gi ← gcd(d, ai) = αd + βai, for α, β ∈ R

ui ←
1
d

gibi + β
n∑

j=i+1

ajbj

 (2)

(a1, . . . , an)← (0, . . . , 0,
d

gi
ai+1, . . . ,

d

gi
an)

Let T ∈ GLn(F ) be the square matrix whose rows contains the coordinates of
the ui with respect to b. It follows from (2) that T is upper triangular with
gi/d on its diagonal. Furthermore, since

∑n
i=1 Rui =

∑n
i=1 Rbi + Rw, there are

rij ∈ R such that bi =
∑n

j=1 rijuj for each i. This implies that r11 · · · r1n
...

...
rn1 · · · rnn

T =

 1
. . .

1


hence that T−1 has all its entries in R.

2.2 The single reduction step

Let now t be a monomial over the differential field (K, D) and A = (aij) be
a square matrix with entries in K(t). For each i, let di ∈ K[t] be a common
denominator of the ith row of A and Mi be the K[t]-submodule of K(t)n given
by

Mi = K[t]n + K[t]

 d∗i ai1

...
d∗i ain

 (3)

Clearly, Mi = K[t]n if and only if d∗i /di ∈ K, which is equivalent to di normal.
Suppose that dj is not normal for some j. Using the algorithm of Section 2.1, we
compute a basis (u1, . . . , un) for Mj over K[t] and the upper triangular matrix
T ∈ GLn(K(t)) whose rows are the coordinates of u1, . . . , un. The change of
variable Z = TY then transforms the differential system DY = AY into the
equivalent one DZ = (TAT−1 + (DT )T−1)Z.

2.3 The algorithm

Our reduction algorithm is simply to repeat the above change of variable as
long as the denominator of some row of the matrix is not normal. Clearly, if
this process terminates, then it yields a differential system DZ = BZ where the
denominator of B is normal. Our main result is that our algorithm terminates
on a specific class of systems, namely systems whose finite singularities are
all regular. In order to prove this, we need to properly define the concept of
regularity for monomial extensions, as well as to introduce some machinery,
which we do in the next section.
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3 Regular modules and systems

We start by recalling some results from [14] about differential systems, differen-
tial modules and gauge transformations. Let (K, D) be a differential field, t be
a monomial over K, and D = K(t)[D] be the ring of linear ordinary differen-
tial operators with coefficients in K(t). A differential module (M,∂) is a finite
dimensional K(t)-vector space M together with an additive map ∂ : M → M
satisfying

∂(αm) = (Dα)m + α∂m

for all α ∈ K(t) and m ∈M . It is clear from those properties that ∂ is uniquely
defined by its action on a K(t)-basis of M . The action D ∗m = ∂m turns any
differential module into a D-module. Given a subring R of K(t) whose field
of fractions is K(t), an R-lattice N of a differential module (M,∂) is an R-
submodule of M of the form N =

∑n
i=1 Rfi where f1, . . . , fn is some K(t)-basis

of M .
Let A = (aij) be an n×n square matrix with entries in K(t). The differential

module associated with the differential system DY = AY is M = K(t)n with
basis e1, . . . , en, and ∂ : M →M defined by ∂ei = −

∑n
j=1 ajiej for each i.

For any invertible matrix T ∈ GLn(K(t)), the associated gauge transforma-
tion is the change of variable Y = TZ in the differential system DY = AY .
The resulting differential system for Z is

DZ =
(
T−1AT − T−1DT

)
Z = TD[A]Z

where TD[A] denotes the matrix T−1AT−T−1DT . Let (M,∂) be the differential
module associated with DY = AY and f1, . . . , fn be the basis of M given by f1

...
fn

 = T t

 e1
...

en

 (4)

where T t denotes the transpose of T . Writing T = (tij) we have

∂fi =
n∑

j=1

Dtjiej +
n∑

j=1

tji∂ej =
n∑

j=1

Dtjiej −
n∑

j=1

tji

n∑
k=1

akjek

=
n∑

j=1

(
Dtji −

n∑
k=1

ajktki

)
ej = row(i, (DT −AT )t) · (e1, . . . , en)t

= row(i, (DT −AT )t) · (T t)−1(f1, . . . , fn)t

= row(i,−(TD[A])t) · (f1, . . . , fn)t = −
n∑

j=1

bjifj (5)

where TD[A] = (bij). Therefore, the systems DY = AY and DZ = TD[A]Z
are associated with the same differential module, and the change of variable
Y = TZ corresponds to the change of basis (4).

We can now give our definition of affine regularity.
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Definition 2 We say that a K[t]-lattice N of a differential module is normal
if p∂N ⊆ N for some normal p ∈ K[t] \ {0}. The differential module (M,∂) is
affine regular if it contains a normal K[t]-lattice. Finally, a differential system
DY = AY is affine regular if its associated differential module is affine regular.

Let L =
∑n

i=1 K[t]fi be any K[t]-lattice of M . Then, the set

IL = {q ∈ K[t] s.t. q∂L ⊆ L}

is an ideal of K[t], which is therefore principal. Let q ∈ K[t] be such that
q∂fi ∈ L for each i. Then,

q∂
n∑

i=1

pifi =
n∑

i=1

qD(pi)fi +
n∑

i=1

pi(q∂fi) ∈ L

for any p1, . . . , pn ∈ K[t], so q ∈ IL. This means that in order to prove that
q∂L ⊆ L, it is sufficient to prove that q∂fi ∈ L for each i. Let now bij ∈ K(t)
be such that ∂fi =

∑n
j=1 bijfj and d ∈ K[t] \ {0} be a common denominator

for all the bij . Then, dbij ∈ K[t] for all i, j, so d∂fi ∈ L for all i, which
implies that d ∈ IL. Therefore, IL 6= (0), so we call its unique monic generator
the denominator of ∂L. If L is normal, then IL contains a nonzero normal
polynomial, which implies that its generator must be normal. Therefore, a
lattice L is normal if and only if the denominator of ∂L is normal. It turns
out that as in the classical case (when D = d/dt) affine regular systems are
gauge-equivalent to systems with simple normal finite poles.

Theorem 1 The differential system DY = AY is affine regular if and only if
there exist T ∈ GLn(K(t)) such that TD[A] has a normal common denominator.

Proof. Write A = (aij) and let (M,∂) be the differential module associated
with DY = AY , with basis e1, . . . , en such that ∂ei = −

∑n
j=1 ajiej . Suppose

first that DY = AY is affine regular and let N =
∑n

i=1 K[t]fi be a normal K[t]-
lattice of M and d ∈ K[t] \ {0} be its normal denominator. Since f1, . . . , fn is a
K(t)-basis of M , let T ∈ GLn(K(t)) be such that (f1, . . . , fn)t = T t(e1, . . . , en)t.
Writing TD[A] = (bij), the calculation (5) shows that ∂fi = −

∑n
j=1 bjifj for

each i. Since d∂fi ∈ N for all i, it follows that dbji ∈ K[t] for all i, j, hence
that the least common denominator of TD[A] is a factor of d, so it must be
normal. Conversely, suppose now that there exist T ∈ GLn(K(t)) such that the
common denominator p of TD[A] is normal. As above, write TD[A] = (bij) and
let N =

∑n
i=1 K[t]fi where (f1, . . . , fn)t = T t(e1, . . . , en)t. The calculation (5)

shows that ∂fi = −
∑n

j=1 bjifj for each i, hence that p∂fi ∈ N . Therefore,
p∂N ⊆ N , which implies that N is normal, hence that DY = AY is affine
regular. 2

The change of variable matrix T given by Theorem 1 has rational entries.
However, it is possible to multiply T by its common denominator in order to
obtain a polynomial change of variable that transforms an affine regular system
to one with simple normal finite poles.
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Lemma 1 Let (F,D) be a differential field. For any n×n matrix A with entries
if F , any T ∈ GLn(F ) and any α ∈ F ∗,

(αT )D[A] = TD[A]− Dα

α
.

Proof. By a direct calculation:

(αT )D[A] = (αT )−1A(αT )− (αT )−1D(αT )

= T−1α−1AαT − T−1α−1(αDT + D(α)T ) = TD[A]− Dα

α
.

2

Corollary 1 The differential system DY = AY is affine regular if and only if
there exist a nonsingular n × n matrix T with entries in K[t] such that TD[A]
has a normal common denominator.

Proof. If there exists such a matrix T , then DY = AY is affine regular by
Theorem 1. Conversely, if DY = AY is affine regular, then Theorem 1 yields
T ∈ GLn(K(t)) such that TD[A] has a normal common denominator. Let d be
a common denominator of T , d =

∏
j p

ej

j be its irreducible factorisation and
U = dT , which is nonsingular and has entries in K[t]. By Lemma 1 and the
logarithmic derivative identity,

UD[A] = (dT )D[A] = TD[A]− Dd

d
= TD[A]−

∑
j

ej
Dpj

pj

so the common denominator of UD[A] is the least common multiple of the com-
mon denominator of TD[A] and the normal pj ’s, which is itself normal. 2

Corollary 2 Let (M,∂) be a differential module and e1, . . . , en a given K(t)-
basis of M . Then, M is affine regular if and only if it contains a normal
K[t]-lattice N such that N ⊆

∑n
i=1 K[t]ei.

Proof. If M contains such a normal K[t]-lattice, then it is affine regular by
definition. Conversely, suppose that M is affine regular and let A = (aij) be
the matrix given by ∂ei = −

∑n
j=1 ajiej . Then, DY = AY is regular, so by

Corollary 1, there exists a nonsingular matrix T with entries in K[t] such that
TD[A] has a normal common denominator. Let then N =

∑n
i=1 K[t]fi where

(f1, . . . , fn)t = T t(e1, . . . , en)t. As in the proof of Theorem 1, N is a normal
K[t]-lattice. However, fi ∈

∑n
i=1 K[t]ei since the entries of T are in K[t], so

N ⊆
∑n

i=1 K[t]ei. 2

The dual module of a differential module (M,∂) is the K(t)-vector space
M∗ = HomK(t)(M,K(t)) of K(t)-linear maps from M into K(t), together with
the derivation ∂∗ defined by

∂∗φ = Dφ− φ∂ for all φ ∈M∗ .
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The dual basis of a K(t)-basis f1, . . . , fn of M is the K(t)-basis f∗1 , . . . , f∗n of
M∗ defined by f∗i (fj) = δij where δij is the Kronecker symbol (1 if i = j, 0
otherwise). We recall a useful formula connecting the dual bases corresponding
to two bases: if e1, . . . , en and f1, . . . , fn are K(t)-bases of M connected by f1

...
fn

 = P

 e1
...

en


for some P ∈ GLn(K(t)), then e∗1

...
e∗n

 = P t

 f∗1
...

f∗n

 . (6)

Let A = (aij) be an n × n square matrix with entries in K(t) and (M,∂)
the differential module associated with DY = AY , with basis e1, . . . , en where
∂ei = −

∑n
j=1 ajiej for each i. We have

(∂∗e∗i )(ej) = D(e∗i (ej))− e∗i (∂ej) = −e∗i

(
−

n∑
s=1

asjes

)
=

n∑
s=1

asje
∗
i (es) = aij

which implies that

∂∗e∗i =
n∑

j=1

aije
∗
j for all i (7)

so we can view (e∗1, . . . , e
∗
n)t as a “formal solution” of DY = AY .

Lemma 2 Let (M,∂) be a differential module. If N =
∑n

i=1 K[t]fi is a normal
K[t]-lattice of M , then N∗ =

∑n
i=1 K[t]f∗i is a normal K[t]-lattice of M∗.

Proof. Let p ∈ K[t] \ {0} be normal and such that p∂N ⊆ N . Then, there are
pij ∈ K[t] such that p∂fi =

∑n
j=1 pijfj for all i. Therefore,

(p∂∗f∗i )(fj) = pD(f∗i (fj))− pf∗i (∂fj) = −f∗i (p∂fj)

= −f∗i

(
n∑

s=1

pjsfs

)
= −

n∑
s=1

pjsf
∗
i (fs) = pji ∈ K[t]

which implies that

p∂∗f∗i =
n∑

j=1

(p∂∗f∗i )(fj)f∗j =
n∑

j=1

pjif
∗
j ∈ N∗

hence that p∂∗N∗ ⊆ N∗, so N∗ is normal. 2

Since M∗∗ = M , it follows that (M,∂) is affine regular if and only if (M∗, ∂∗)
is affine regular.
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Lemma 3 A K[t]-lattice N of a differential module is normal if and only if

q∂m ∈ N ⇒ q∗∂m ∈ N (8)

for all m ∈ N and q ∈ K[t].

Proof. Suppose that p∂N ⊆ N for some normal p ∈ K[t] \ {0}. Let m ∈ N
and q ∈ K[t] be such that q∂m ∈ N , and g = gcd(q, p) = aq + bp for some
a, b ∈ K[t]. Since p is normal, it is squarefree and all its irreducible factors
are normal, so g is a normal factor of q, which implies that q∗ = hg for some
h ∈ K[t]. Therefore,

q∗∂m = h(aq + bp)∂m = ha(q∂m) + hb(p∂m) ∈ N .

Conversely, suppose that (8) holds for all m ∈ N and q ∈ K[t] and let d 6= 0 be
the denominator of ∂N . Then, for any m ∈ N , d∂m ∈ N , which implies that
d∗∂m ∈ N , hence that d∗∂N ⊆ N . This means that d | d∗ in K[t], hence that
d is normal. 2

We can finally prove the termination of our algorithm.

Theorem 2 Let A be any square matrix with entries in K(t). If the differential
system DY = AY is affine regular, then the algorithm of Section 2 terminates
after a finite number of iterations, yielding a nonsingular upper triangular ma-
trix U with entries in K[t] such that UD[A] has a normal common denominator.

Proof. Write A = (aij) and let (M,∂) be the differential module associated
with DY = AY , with basis e1, . . . , en such that ∂ei = −

∑n
j=1 ajiej . Since

the differential system is affine regular, Corollary 2 implies that M contains a
normal K[t]-lattice N =

∑n
i=1 K[t]fi such that N ⊆

∑n
i=1 K[t]ei. By Lemma 2,

N∗ =
∑n

i=1 K[t]f∗i is a normal K[t]-lattice of the dual module (M∗, ∂∗). Since
N ⊆

∑n
i=1 K[t]ei,  f1

...
fn

 = P

 e1
...

en


for some n×n nonsingular matrix P with entries in K[t]. It then follows from (6)
that e∗i ∈ N∗ for each i, hence that

∑n
i=1 K[t]e∗i ⊆ N∗. Using the notation of

Section 2.2, suppose that the algorithm picks some dj not normal and computes
a basis u1, . . . , un for Mj over K[t] (see (3)). Let T ∈ GLn(K(t)) be the upper
triangular matrix whose rows are the coordinates of u1, . . . , un, and L be the
lattice L =

∑n
i=1 K[t]h∗i where

(h∗1, . . . , h
∗
n) = (e∗1, . . . , e

∗
n)T t (9)

Each w = (w1, . . . , wn)t ∈Mj can be written w =
∑n

s=1 psus for some p1, . . . , pn

in K[t]. Writing us = (us1, . . . , usn)t for each s, we get wi =
∑n

s=1 psusi for
each i, whence

n∑
i=1

wie
∗
i =

n∑
i=1

n∑
s=1

psusie
∗
i =

n∑
s=1

ps

(
n∑

i=1

usie
∗
i

)
=

n∑
s=1

psh
∗
s ∈ L .
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Conversely, each m =
∑n

s=1 mie
∗
i ∈ L can be written m =

∑n
s=1 psh

∗
s for some

p1, . . . , pn ∈ K[t]. Therefore,

m =
n∑

s=1

psh
∗
s =

n∑
s=1

ps

n∑
i=1

usie
∗
i =

n∑
i=1

(
n∑

s=1

psusi

)
e∗i =

n∑
s=1

mie
∗
i

so mi =
∑n

s=1 psusi, which implies that (m1, . . . ,mn)t =
∑n

s=1 psus ∈ Mj .
Therefore, w1

...
wn

 ∈Mj ⇐⇒
n∑

s=1

wie
∗
i ∈ L .

Since K[t]n ⊂ Mj , it then follows that
∑m

i=1 K[t]e∗i ⊂ L. By (7) we have
d∗j∂

∗e∗j =
∑n

i=1 d∗jajie
∗
i . Since (d∗jaj1, . . . , d

∗
jajn)t ∈ Mj , we have d∗j∂

∗e∗j ∈ L,
so L contains

∑m
i=1 K[t]e∗i + K[t]d∗j∂

∗e∗j . Conversely, let m =
∑n

s=1 mie
∗
i ∈ L.

Then, (m1, . . . ,mn)t ∈Mj , som1
...

mn

 =

 p1
...

pn

+ q

 d∗jaj1

...
d∗jajn


for some q, p1, . . . , pn ∈ K[t]. Therefore,

m =
n∑

i=1

pie
∗
i + qd∗j

n∑
i=1

ajie
∗
i =

n∑
i=1

pie
∗
i + qd∗j∂

∗e∗j

so L =
∑m

i=1 K[t]e∗i + K[t]d∗j∂
∗e∗j . We also have dj∂

∗e∗j ∈ N∗ since dj is a
common denominator for aj1, . . . , ajn. Since N∗ contains e∗j and is normal,
d∗j∂

∗e∗j ∈ N∗ by Lemma 3, so L ⊆ N∗. Since dj is not normal, d∗j/dj /∈ K[t],
which implies that d∗j∂

∗e∗j /∈
∑n

i=1 K[t]e∗i . The change of basis (9) has thus
constructed a lattice L =

∑
i=1 K[t]h∗i such that

n∑
i=1

K[t]e∗i ( L ⊆ N∗ .

The change of variable Z = TY corresponds to replacing the basis e∗1, . . . , e
∗
n of

M∗ by h∗1, . . . , h
∗
n, i.e. replacing

∑n
i=1 K[t]e∗i by L. Therefore, any sequence of

reduction steps of our algorithm produces a stricly ascending chain of sublattices
of N∗. Since N∗ is a finitely generated module over the principal ideal domain
K[t], it is Noetherian [10, Chap. XV], so any such chain is finite, which implies
that our algorithm terminates after a finite number of iterations.
At each iteration, the change of variable Z = TY corresponds to the gauge
transformation Y = T−1Z, so UD[A] has a normal common denominator, where
U ∈ GLn(K(t)) is the product of all the T−1 at each step. Since each T−1 is
upper triangular and has all its entries it K[t], this is also the case for U . 2

10



We conclude with a remark about adapting our algorithm to systems with
irregular singularities. Suppose that the dual module M∗ contains a lattice N∗,
not necessarily normal, such that

∑n
i=1 K[t]e∗i ⊆ N∗. Let q ∈ K[t] \ {0} be

the denominator of ∂∗N∗. We can modify the definition of the module Mi by
replacing d∗i in (3) by gcd(di, q), and apply the single reduction step as long as
deg(gcd(di, q)) < deg(di). Since q∂∗e∗i ∈ N∗ and di∂

∗e∗i ∈
∑n

j=1 K[t]e∗j ⊆ N∗,
gcd(di, q)∂∗e∗i ∈ N∗, so the proof of Theorem 2 then remains valid as we con-
struct a lattice L such that

∑n
i=1 K[t]e∗i ( L ⊆ N∗. So the modified algorithm

also terminates, and it yields a system DZ = BZ where the denominator of
B divides q. In the regular case, we can take q to be the normal part of the
denominator of A, which yields our original algorithm. In the presence of finite
irregular singularities, we could use the modified algorithm if we knew a priori
the Poincaré rank at each singularity, which would yield the minimal such q.
Even if we do not know such a q, our algorithm could still be used to compute
it if we can detect nontermination after a bounded number of iterations.

4 Regular singularities and the local reduction

We outline in this section the local version of our algorithm at a single regular
singularity. Recall that the local ring at an irreducible p ∈ K[t] is defined by

Op = {f ∈ K(t) such that af ∈ K[t] for some a ∈ K[t] with gcd(a, p) = 1}

and it is easy to check that DOp ⊂ Op since Dt ∈ K[t]. Any f ∈ K(t)∗ can
be written uniquely f = p−µg where µ ≥ 0 is an integer and g ∈ Op is such
that g ∈ O∗p whenever µ > 0. We can then call g and pµ the (local) numerator
and denominator of f at p. Since Op is a principal ideal domain whose nonzero
ideals are all of the form pmOp for m ≥ 0, we can define the denominator of
∂L for an Op-lattice L as we did earlier. If we call such a lattice normal if its
denominator is normal, the definition of local regularity of [14] is then just the
local version of affine regularity.

Definition 3 Let p ∈ K[t] be irreducible. We say that the differential mod-
ule (M,∂) is regular singular at p if it contains an Op-lattice N such that
pδD(p)∂N ⊆ N . The differential system DY = AY has a regular singularity at
p if p divides the denominator of at least one entry of A and if the associated
differential module is regular singular at p.

Let now DY = AY be a differential system and p ∈ K[t] an irreducible factor
of the denominator of A. We can replace K[t] by Op and denominators by local
denominators at p in our algorithm. The proof of termination is then the same
than in the affine case, with K[t] replaced by Op throughout, so our algorithm
can be used to transform DY = AY to a system with a simple pole at p.

Theorem 3 Let A be any square matrix with entries in K(t) and p ∈ K[t] an
irreducible factor of the denominator of A. If the differential system DY = AY

11



has a regular singularity at p, then the algorithm of Section 2 over Op termi-
nates after a finite number of iterations, yielding a nonsingular upper triangular
matrix U with entries in Op such that the entries of pδD(p)UD[A] are all in Op.

Since β in (2) can always be taken in K[t] when R = Op, and since the diagonal
elements of U are powers of p, it follows that the poles of UD[A] are among the
poles of A. We note that the local version of our algorithm is very similar to
the regular case of the one-step saturation of [6], but not quite the same.

5 Applications to algebraic curves

We now apply our algorithm to differential systems arising from algebraic curves.
Let X, Y be indeterminates over the a field K, K be the algebraic closure of
K and P ∈ K[X, Y ] be squarefree (not necessarily irreducible). Considering
P as a univariate polynomial in Y over K(X), let R be the K(X)-algebra
R = K(X)[Y ]/(P ) = K(X, y) where y denotes the image of Y in R. It is a
vector space of dimension n = degY (P ) over K(X). Let b1, . . . , bn be a K(X)-
basis of R. Since 1, y, . . . , yn−1 is also a basis,

b1

b2
...

bn

 = T


1
y
...

yn−1

 (10)

for some T ∈ GLn(K(X)). Let D be a derivation of K(X) such that DK ⊂ K
and DX ∈ K[X] (for example D = d/dX). Then, X is a monomial over K with
respect to D, and since P is squarefree, D extends uniquely to R. Therefore,
there exists an n× n matrix A with entries in K(X) such that

D

 b1
...

bn

 = A

 b1
...

bn

 .

This implies that D(TV ) = A(TV ) where V is the Vandermonde matrix

V =


1 1 · · · 1
y1 y2 · · · yn
...

...
...

yn−1
1 yn−1

2 · · · yn−1
n


and y1, . . . , yn are the distinct roots of P in the algebraic closure of K(X).
Therefore, the system DY = AY has a fundamental solution matrix whose
entries are all algebraic over K(X), so it is affine regular (this is a classical
result for D = d/dX, in general it is a consequence of the fact that the integral
closure of K[X] in R is a normal K[X]-lattice of R, see [4]). Applying our
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algorithm to it yields an upper triangular nonsingular matrix U with entries in
K[X] such that UD[A] has a normal denominator. Thus, the basisw1

...
wn

 = U−1

 b1
...

bn

 (11)

of R over K(X) is a solution of the differential system DZ = UD[A]Z, whose
finite poles are all simple and normal. The differential system DZ = UD[A]Z
can be used instead of the operator LP of [7] in order to compute the same
quantities, namely a basis of ConstD(R) over ConstD(K(X)) (hence an absolute
factorisation of P over K when D = d/dX), the genus of the curve P (X, Y ) = 0
or the geometric Galois group of P (X, Y ). Since U−1TV is a fundamental
solution matrix of DZ = UD[A]Z, all the solutions of that system also are
algebraic over K(X), so, unlike in [7], we do not require that the roots of P are
linearly independent over K, in fact we can even allow roots of P to be in K.

Suppose from now on that D = d/dX (this is not really necessary but
allows us to rely on the classical theory of regular differential systems) and let
p ∈ K[X] be an irreducible factor of the common denominator of UD[A]. The
indicial equation of DZ = UD[A]Z at a root α ∈ K of p is the characteristic
polynomial of the matrices of the residues of UD[A] at X = α, namely

Eα(λ) = det (((X − α)UD[A])(α)− λ) ∈ K(α)[λ] . (12)

Since DZ = UD[A]Z has a fundamental solution matrix of algebraic functions,
all the roots of Eα(λ) are in the field Q of rational numbers, so it factors as

Eα(λ) = c
∏
j

(λ− qj)µj (13)

where c ∈ K(α)∗, qj ∈ Q for each j, and the multiplicities µj > 0 satisfy∑
j µj = degλ(Eα) = n. The qj , called the exponents of the system at X = α,

are independent of the choice of α, so they can be computed using a single root
α of p. Furthermore, DZ = UD[A]Z has a basis of Puiseux series solutions
Z1, . . . , Zn of the form Zi = (X−α)qiφi(X−α) where φi(X−α) ∈ K[[X−α]]n

is a vector of Taylor series such that φi(α) 6= 0.
We now describe how the rational exponents of DZ = UD[A]Z at all its

finite poles allow us to compute the genus of the curve P (X, Y ) = 0 as in [7].
Define the degree of the ramification divisor to be the integer

δ =
∑

α∈K∪{∞}

∑
P

(e(P)− 1) (14)

where the inner sum is taken over all the places P above α, and e(P) stands for
the ramification index of P. For a rational number r ∈ Q, define the fractional
part of r, denoted r mod Z, to be the unique r′ ∈ Q such that 0 ≤ r′ < 1 and
r − r′ ∈ Z.
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Proposition 1 Let p ∈ K[X] be an irreducible factor of the common denomi-
nator of UD[A], α ∈ K be a root of p, P1, . . . , Ph be the places above X = α and
e1, . . . , eh their respective ramification indices. Then,

h∑
i=1

(ei − 1) = 2
∑

j

µj(qj mod Z)

where the qj are the exponents given by (13) and the µj their multiplicities.

Proof. Let y1 ∈ K((X − α)) be a solution of P (X, Y ) = 0 of ramification e1.
Then, y1 ∈ K((X − α)1/e1), so ym

1 ∈ K((X − α)1/e1) for all m ≥ 0, whence
1
y1
...

yn−1
1

 =
e1−1∑
j=0

(X − α)j/e1F1,j

where F1,j ∈ K((X − α))n for each j. The e1 conjugates y1,0, . . . , y1,e1−1 of
y1 are obtained by replacing (X − α)1/e1 by ζk

1 (X − α)1/e1 where ζ1 ∈ Q is a
primitive e1-th root of unity. Therefore,

1 1 · · · 1
y1,0 y1,1 · · · y1,e1−1

...
...

...
yn−1
1,0 yn−1

1,1 · · · yn−1
1,e1−1

 = M1


1 1 · · · 1
1 ζ1 · · · ζe1−1

1
...

...
...

1 ζe1−1
1 · · · ζ

(e1−1)(e1−1)
1

 (15)

where M1 is the n × e1 matrix whose columns are F1,0, (X − α)1/e1F1,1, . . .,
(X − α)(e1−1)/e1F1,e1−1. Writing W (y1, e1) for the matrix on the left-hand
side of (15) and V (ζ1, e1) for the Vandermonde matrix of 1, ζ1, . . . , ζ

e1−1
1 on its

right-hand side, and repeating the above at P1, . . . , Ph, we get

(W (y1, e1) | · · · |W (yh, eh)) = (M1|M2| · · · |Mh)

V(ζ1, e1)
. . .

V (ζh, eh)


(16)

where ζi is a primitive ei-th root of unity. Since
∑h

j=1 ej = n,

U−1T (W (y1, e1) | · · · |W (yh, eh))

is a local fundamental solution matrix of DZ = UD[A]Z where T is the change of
basis matrix given by (10) and U is the matrix returned by our algorithm. Since
the block-diagonal Vandermonde matrix on the right-side of (16) is in GLn(Q),
it follows that (M1|M2| · · · |Mh) is also a a local fundamental solution matrix of
DZ = UD[A]Z. Therefore, the valuations of each column of (M1|M2| · · · |Mh)
differ from some root qj of the indicial equation by an integer. Since the val-
uation of (X − α)k/eiFi,k is k/ei + ni,k where ni,k ∈ Z and

∑
j µj = n is the
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number of columns, we get

2
∑

j

µj(qj mod Z) = 2
h∑

i=1

ei−1∑
k=0

k

ei
= 2

h∑
i=1

ei − 1
2

=
h∑

i=1

(ei − 1) .

2

Our algorithm for computing the degree of the ramification divisor is then
the following: we first do the change of variable X = N + 1/Z where N ∈ Z
is chosen such that ∆(N) 6= 0 where ∆ is the discriminant of P (X, Y ) with
respect to Y . This yields an equivalent curve Q(Z, Y ) = 0 with the same δ
but where the places at infinity are unramified, so the summand α =∞ can be
dropped from (14). We then pick any basis b = b1, . . . , bn of K(Z)[Y ]/(Q) (for
example 1, y, . . . , yn−1), differentiate it in order to obtain the matrix A such
that db/dZ = Ab and apply our algorithm to obtain the gauge transformation
U such that the denominator d of Ud/dZ [A] is squarefree. Proposition 1 and (14)
then give the degree as

δ = 2
∑

α ∈ K
d(α) = 0

∑
j

µj(qj mod Z)

where the qj and µj are given by (13). Since the roots of Eα(λ) are the same for
all roots α of the same irreducible factor of d, the above formula can be refined
into

δ = 2
∑

p ∈ K[Z] irreducible
p | d

deg(p)
∑

j

µj(qj mod Z) .

Of course, only the irreducible p that divide the discriminant of Q need to be
considered. As explained if [7], we do not need to compute Eα(λ) when all the
points above Z = α are nonsingular, since 2

∑
j µj(qj mod Z) is the multiplicity

of Z − α dividing the discriminant in that case. This is in particular the case
when p is a simple factor of the discriminant, so only multiple factors of the
discriminant may require the computation of the local indicial equation.

If P (X, Y ) is absolutely irreducible (that is irreducible in K[X, Y ], then the
curve P (X, Y ) = 0 is irreducible and its genus g is given by Hurwitz’ formula:

g = 1− n +
δ

2

where δ is the degree of the ramification divisor, which we compute as explained
above. If P (X, Y ) is irreducible in K[X, Y ] and splits into m conjugate factors
over K, then all the irreducible components of the curve have the same genus
g, which is given by

g = 1− n

m
+

δ

2m
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Knowledge of the rational exponents of DZ−UD[A]Z at all its finite singularities
can be also used to compute the denominators of its solutions in K(X)n, and
eventually to compute those rational solutions (by sending∞ to 0 and repeating
our algorithm locally there). This allows us to compute a basis over K of
Constd/dX(R) since

D
n∑

i=1

ciwi = 0 ⇐⇒ D

 c1
...

cn

 = −(UD[A])t

 c1
...

cn


where w1, . . . , wn is the basis of R over K(X) given by (11). It is therefore
sufficient to find the solutions in K(X) of the above differential system, which
has only simple affine poles. A basis of the constant ring then yields an abso-
lute factorisation of P as in [7]. Since dimK(Constd/dX(R)) is the number of
irreducible components of the curve, we can use our algorithm to compute the
genus of each irreducible component of the curve P (X, Y ) = 0 whenever P is
squarefree.
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