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Twenty conformations of a pro-
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DEEP GEOMETRIC ANALYSIS OF HIGH DIMENSIONAL POTENTIAL ENERGY SURFACES
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Context: Understanding biological functions at the molecular/atomic level requires computing average
properties of very large (in fact continuous) ensembles of molecular conformations. As of today, except in
rare cases where massive molecular dynamics or Monte Carlo simulations are used [I], these time scales
remain out of reach.

However, recent work has shown that it is not only possible to learn important features on energy
surfaces of such systems [2], but also to compute efficiently so-called partition function for such surfaces [3],
by exploiting geometric features is regions concentrating the (probabilistic) mass.

Goals: Since each atom has three Cartesian coordinates, the conformation of a molecule with n atoms
is described by 3n coordinates and d = 3n — 6 degrees of freedom or dof. (One removes the dof for
3D translations and rotations, whence 3n — 6.) All properties of the molecule are thus determined by an
energy surface of dimension d, typically several thousands, called the potential energy surface (PES). Despite
intensive research, the exploration and the characterization of such surfaces is currently an open problem.

From a computer science / applied mathematics standpoint, the problems faced as well posed, though.
From the structural standpoint, stable structures correspond to local minima of the PES. From the thermo-
dynamic viewpoint, meta-stability is characterized by occupancy probabilities (for Boltzmann’s distribution)
of selected basins of the PES. Finally, dynamics may be modeled by a Markov state model involving meta-
stable states.

The goal of this PhD thesis will be to develop novel models for these high dimensional PES, via a
process mixing dimensionality reduction [4] and importance sampling [3]. The developments foreseen also
bear connexions with selected analysis currently developed in the field of deep learning, where it has been
realized that energy based models govern the behavior of e.g. classifiers [5].

Software developments will be integrated to the Structural Bioinformatics Library (http://sblinria.fr),
a state-of-the-art environment providing both low level methods (in generic C++) and specific applications
in molecular modeling.

Background. Master in theoretical computer science, or applied mathematics, or physics, or bioinformat-
ics/biophysics.
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