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Master internship proposal

Generative modeling under partial information:
flowing efficiently and fast under oracle constraints

Keywords: generative models, molecules, conformational sampling, flat torii, diffusion models, flows, energy
landscapes, min energy paths.

Context. Generating high quality and diverse molecular conformations of proteins is an open problem,
whose difficulty owes to two main reasons: the non linear nature of molecular motions, and the high dimen-
sionality of the systems studied (d = 3n, with n the number of atoms). Very recently, a number of generative
methods based on transformers, normalizing flows and diffusion models have been proposed [1, 2, 3, 4, 5, 6].
The loss function driving the learning process typically uses all degrees of freedom, and requires high quality
data, generally from molecular dynamics.

The goal of this internship is to bypass the need of large training sets, by trading them against a combo
consisting of an explicit probabilistic model in a reduced space, and an implicit oracle in the full space.

Goals. Instead of using a global parameterization of the molecular system studied, assume we are given
a joint probability distribution for selected degrees of freedom termed reduced coordinates, and an oracle
returning a potential energy (or potential of mean force) associated with a conformation in reduced coordi-
nates.

The goal of the internship is to develop a flow based generative method based on a variational problem
encompassing two terms: the first akin to the classical one in (rectified) flow based methods; and the second
one encoding the integral of some cost function.

Conditions. Internship with gratification.
Location: Warmup at ENS, then Inria Sophia-Antipolis with visits at ENS.
This internship may be followed by a PhD thesis.
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