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Master internship proposal

Mining protein dynamics with transformers

Keywords: deep learning, attention mechanisms, transformers, dynamical systems, clustering, (molecular)
dynamics, protein structure analysis.

Context. Emerging from the field of natural language processing, (self-)attention mechanisms have proven
essential to understand the coupling between tokens in a sentence [1, 2]. Recently, attention mechanisms have
also proven key to encode the coupling between spatial patterns observed between amino acids in a protein
structure [3]. The corresponding tool, AlphaFold2 by Deepmind, is considered a major achievement to
predict a plausible structure of a protein from its amino-acid sequence. AlphaFold2 uses internally two steps
of attention mechanisms, respectively geared towards multiple sequence alignments and protein structure.

Goals. AlphaFold2 is a key achievement but outputs a single structure i.e. geometry. On the other
hand, proteins are highly dynamic molecules, and statistical physics teaches us that observable properties of
molecules depend on ensemble of conformations (weighted by Boltzmann’s factor). (See also AI, molecular
design and the Covid19.) The goal of this internship will be to expand AlphaFold2 towards protein dynamics.
The developments will exploit recent insights related to clusters in self-attention dynamics [4], model based
clustering [5], as well as protein structure kinematics [6].

The work envisioned encompasses the design and analysis of algorithms, their coding (C++ and python),
as well their experimental evaluation.

Conditions. Internship with gratification. Possibility to follow-up with a PhD thesis.
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