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The detector challenge 

By looking at the output of a detector on a random set 

of images, can you guess which object is it trying to detect? 



By looking at the output of a detector on a random set 

of images, can you guess which object is it trying to detect? 

Bread 

The detector challenge 



The best objects/regions 

Sky 

Airplane 

Road 

Microwave 

Bed 

Toilet 



The worst objects/regions 
Bread 

Bench 

Vase 

Can you guess what are they trying to detect? 



• The representation and matching of pictorial structures 

Fischler, Elschlager (1973).   

• Face recognition using eigenfaces M. Turk and A. 

Pentland (1991).  

• Human Face Detection in Visual Scenes - Rowley, Baluja, 

Kanade (1995)  

• Graded Learning for Object Detection - Fleuret, Geman 

(1999)  

• Robust Real-time Object Detection - Viola, Jones (2001) 

• Feature Reduction and Hierarchy of Classifiers for Fast 

Object Detection in Video Images - Heisele, Serre, 

Mukherjee, Poggio (2001) 

•…. 



Face detection 

Is this a face? 

Is this a face? 

Is this a face? 

10000 more question later … 

10000 more questions  



What object is hidden behind the red box? 
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  A short story of image databases 
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Multiclass object detection 
 

• Schneiderman-Kanade multiclass object detection 

Using a set of independent binary classifiers was a common strategy: 

• Viola-Jones extension for dealing with rotations 

- two cascades for each view  

(a) One detector for each class 
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• Sharing global model parameters 
– L. Fei-Fei, R. Fergus, and P. Perona, 2004 

– T. Deselaers, B. Alexe, and V. Ferrari, 2010 

• Sharing parts 
– S. Krempp, D. Geman, and Y. Amit, 2002 

– A. Torralba, K. P. Murphy, and W. T. Freeman, 2004 

– E. Bart and S. Ullman, 2005 

– A. Opelt, A. Pinz, and A. Zisserman, 2006 

– E. Bart, I. Porteous, P. Perona, and M. Welling, 2008 

– E. Sudderth, A. Torralba, W. T. Freeman, and W. Willsky, 2005 

– S. Fidler, M. Boben, and A. Leonardis, 2009 

• Sharing attributes 
– C. Lampert, H. Nickisch, and S. Harmeling, 2009 

• Sharing transformations 
– E. Miller, N. Matsakis, and P. Viola, 2000 

• Sharing classifier parameters 
– B. Shahbaba and R. M. Neal, 2007 

– M. Marszalek and C. Schmid, 2007 

– A. Quattoni,M. Collins, and T. Darrell, 2008 

– R. Fergus, H. Bernal, Y. Weiss, and A. Torralba, 2010 

– T. Tommasi, F. Orabona, and B. Caputo, 2010 

 … 
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Back to isolated models 

Bag of words models Voting models 

Constellation models 
Rigid template models 

Sirovich and Kirby 1987 
Turk, Pentland, 1991 
Dalal & Triggs, 2006 
Felzenszwalb, McAllester & Ramanan, 2008 
 

Fischler and Elschlager, 1973 
Burl, Leung, and Perona, 1995 

Weber, Welling, and Perona, 2000 
Fergus, Perona, & Zisserman, CVPR 2003  

Viola and Jones, ICCV 2001 
Heisele, Poggio, et. al., NIPS 01 

Schneiderman, Kanade 2004 
Vidal-Naquet, Ullman 2003  

 

Shape matching 
Deformable models 

Csurka, Dance, Fan, Willamowski, and Bray 
2004 
Sivic, Russell, Freeman, Zisserman,  
ICCV 2005 

Berg, Berg, Malik, 2005 
Cootes, Edwards, Taylor, 2001 
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Big data collection efforts 

Caltech-4 
 

Caltech 101 

80 million 

 images 

UIUC 
 

Pascal 

3D Framed objects Scenes Parts & attributes 

UIUC 
Attributes database 

H3D Dataset 

NYU Depth Dataset 

? 

SUN database 

Segments 

Berkeley 

segmentation 

database 



Labeling to get a Ph.D. 

Labeling for money 
(Sorokin, Forsyth, 2008) 

Just for labeling 
(Russell et al 2005) 

Labeling because it  
gives you added value 

Visipedia 
(Belongie, Perona, et al, 2011) 

Labeling for fun 
Luis Von Ahn and Laura Dabbish 2004 

A short history of image 
annotation 



Labeling to get a Ph.D. 

Labeling for money 
(Sorokin, Forsyth, 2008) 

Just for labeling 
(Russell et al 2005) 

Labeling because it  
gives you added value 

Visipedia 
(Belongie, Perona, et al, 2011) 

Labeling for fun 
Luis Von Ahn and Laura Dabbish 2004 

A short history of image 
annotation 



 

Labelme.csail.mit.edu 

B. Russell, A. Torralba, K. Murphy, W.T. Freeman. IJCV 2008 

Tool went online July 1st, 2005 



Extreme labeling 



Testing 

Most common labels: 

test 

adksdsa 

woiieiie 

… 



Do not try this at home 







…and many more images 



Labeling to get a Ph.D. 

Labeling for money 
(Sorokin, Forsyth, 2008) 

Just for labeling 
(Russell et al 2005) 

Labeling because it  
gives you added value 

Visipedia 
(Belongie, Perona, et al, 2011) 

Labeling for fun 
Luis Von Ahn and Laura Dabbish 2004 

A short history of image 
annotation 



Farhadi Endres Hoiem Forsyth CVPR 2008 

Carl Vondrick, Deva Ramanan, Don Patterson 

Sorokin, Forsyth, 2008 

N. Kumar, A. C. Berg,  
P. N. Belhumeur, and S. K. Nayar, ICCV 2009  And many more… 



With Bryan Russell 



1 cent 
Task: Label one object in this image 



1 cent 

 
Task: Label as many objects in this image as you can 





LabelMe iterations 

1) Label as many objects as you can 

2) Delete any wrong polygon 

3) Go to 1 





Label some objects 



Delete any wrong polygons 



Label some objects 



Delete any wrong polygons 



Label some objects 



Delete any wrong polygons 



Label some objects 



 

http://groups.csail.mit.edu/uid/deneme/ 



Do humans do what you ask for? 

From http://groups.csail.mit.edu/uid/deneme/ 

31 heads, 19 tails 

After 50 HITS: 

34 heads, 16 tails 

And 50 more: 

Experiment by Rob Miller 



A:  2 
B:  96 
C:  2 

Results of 100 HITS 

Are humans reliable even in simple 

tasks? 

From http://groups.csail.mit.edu/uid/deneme/ 
Experiment by Greg Little 



Who does the work? 
LabelMe 

(from July 7th, 2008 through March 19th, 2009) 

Users sorted by contribution 
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Mechanical Turk 
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LabelMe video 
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Users sorted by contribution 

Let's hire that one 



My mother's work in context 

• ImageNet:  

– >25.000 workers  

– 11.231.732 images labeled with one word 

 

car 

• My mother:  

– 213.841 segmented objects 

– Job offer: I am looking for more  

parents  

• PASCAL 11:  

– > 10? workers  

– 27.374 bounding boxes 

 

















…and 15000 more images 



SUN Dataset Project 
We want: 

• Large variety of scene categories (we want them all) 

• Lots of objects categories  

• Multi-object scenes 

Krista Ehinger 

2. We download images 

and clean the categories 

3. We segment all  

the images 

1. We take all scene words  

from a dictionary 

Xiao, Hays, Ehinger, Oliva, Torralba; CVPR 2010 

Jianxiong Xiao 

http://av.rds.yahoo.com/_ylt=A9ibyK4d.QpFu5UA7EFuCqMX;_ylu=X3oDMTBvcjFrYm5wBHBndANhdl9pbWdfaG9tZQRzZWMDbG9nbw--/SIG=11d79a3nr/EXP=1158433437/**http:/www.altavista.com/


SUN Database, update 

• 908 scene categories 

• 131,072 images 

• 3,819 object categories 

• 249,522 segmented objects 

Dataset and Source Code: http://sundatabase.mit.edu 



The two extremes of learning 

Number of 

training  

samples 

1 10 102 103 104 105 

Extrapolation problem 

Generalization 

Diagnostic features 
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Finding the differences 

∞ 
106 



Why is scene understanding hard? 

Scenes are unique 



But not all scenes are so original 



But not all scenes are so original 



But not all scenes are so original 



But not all scenes are so original 



Large databases 
PhotoSynth, Snavely et al. 2006 

Hays and Efros, 2007 Image completion using Flickr images 

Recognition: 80 million images A. Torralba, R. Fergus, W.T. Freeman. 2008 



Event prediction 

What can happen here? 

Liu, Yuen, Torralba. CVPR 2009. Yuen, Torralba. ECCV 2010 



Event prediction 

What can happen here? 

Liu, Yuen, Torralba. CVPR 2009. Yuen, Torralba. ECCV 2010 

Video database 



Event prediction 

Video database 

Liu, Yuen, Torralba. CVPR 2009; Yuen, Torralba. ECCV 2010 

What can happen here? 



Nearest neighbor 

Prediction What can happen here? 

Liu, Yuen, Torralba. CVPR 2009; Yuen, Torralba. ECCV 2010 



Liu, Yuen, Torralba. CVPR 2009; Yuen, Torralba. ECCV 2010 

What can happen here? 



Prediction 

Liu, Yuen, Torralba. CVPR 2009; Yuen, Torralba. ECCV 2010 

What can happen here? 



Liu, Yuen, Torralba. CVPR 2009; Yuen, Torralba. ECCV 2010 

What can happen here? Prediction 

Nearest neighbor 



The two extremes of learning 

Number of 
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1 10 102 103 104 105 

Extrapolation problem 

Generalization 

Diagnostic features 

Interpolation problem 

Correspondence 

Finding the differences 

∞ 
106 



Shared features 

• Is learning the object class 1000 easier 

than learning the first? 

 

 

• Can we transfer knowledge from one 

object to another? 

• Are the shared properties interesting by 

themselves?  

… 



Multitask learning 
R. Caruana. Multitask Learning. ML 1997 

“MTL improves generalization by leveraging the domain-specific information 

contained in the training signals of related tasks. It does this by training tasks in 

parallel while using a shared representation”. 

vs. 

Sejnowski & Rosenberg 1986; Hinton 1986; Le Cun et al. 1989; Suddarth & 

Kergosien 1990; Pratt et al. 1991; Sharkey & Sharkey 1992; … 



Multitask learning 

•horizontal location of doorknob   

•single or double door 

•horizontal location of doorway center   

•width of doorway 

•horizontal location of left door jamb 

•horizontal location of right door jamb 

•width of left door jamb   

•width of right door jamb 

•horizontal location of left edge of door   

•horizontal location of right edge of door 

Primary task: detect door knobs 

Tasks used: 

R. Caruana. Multitask Learning. ML 1997 



Sharing in constellation models 
(next Wednesday) 

Pictorial Structures 
Fischler & Elschlager, IEEE Trans. Comp. 1973 

Constellation Model 
Fergus, Perona, & Zisserman, CVPR 2003  

SVM Detectors 
Heisele, Poggio, et. al., NIPS 2001 

Model-Guided Segmentation 
Mori, Ren, Efros, & Malik, CVPR 2004  



Some more references 

• Baxter 1996 

• Caruana 1997 

• Schapire, Singer, 2000 

• Thrun, Pratt 1997 

• Krempp, Geman, Amit, 2002 

• E.L.Miller, Matsakis, Viola, 2000 

• Mahamud, Hebert, Lafferty, 2001 

• Fink et al. 2003, 2004 

• LeCun, Huang, Bottou, 2004 

• Holub, Welling, Perona, 2005 

• … 
 

 
 



Current training settings 
for learning from few training examples 

classes 

Number of  
training examples 

few 

many 

1 10 100 



Classes sorted by frequency 

SUN database 

Training Set: 
• 4,082 images 
• 32,855 examples 
 

Test Set: 
• 9,518 images 
• 75,362 examples 

The first 9 objects account for 50% of all training examples 
17 classes with more than 300 examples 
109 classes with less than 50 examples 

200 categories 

~ Zipf’s law  



Object distributions 

10% of the objects 
account for 90% of 
the data 

~Zipf’s law 

Caltech 101 

Tiny images 

LabelMe 



The two extremes of learning 

Number of 

training  

samples 

1 10 102 103 104 105 

Extrapolation problem 

Generalization 

Diagnostic features 

Interpolation problem 

Correspondence 

Finding the differences 

∞ 
106 

10% of the objects 

account for 90% 

of the data 

~Zipf’s law 

Caltech 101 

Tiny images 

LabelMe 

The two extremes of learning co-exist 



Van: only 40 training 
examples available 

Classes sorted by frequency 

SUN database 

Salakhutdinov, Torralba, and Tenenbaum, MIT Technical Report, 2010 

Ruslan Salakhutdinov 



Classes sorted by frequency 

Rare objects are similar to  
frequent objects 

chair 

Swivel chair 

armchair 

Deck chair 

Salakhutdinov, Torralba, and Tenenbaum, MIT Technical Report, 2010 



Rare objects are similar to  
frequent objects 

bus 
van 

truck 

car 

Classes sorted by frequency 

Salakhutdinov, Torralba, and Tenenbaum, MIT Technical Report, 2010 



Classes sorted by similarity and frequency 

Rare objects are similar to  
frequent objects 

Salakhutdinov, Torralba, and Tenenbaum, MIT Technical Report, 2010 



Detector 
Dalal & Triggs, 2006 

Felzenszwalb, McAllester & Ramanan, 2008 

Salakhutdinov, Torralba, and Tenenbaum, MIT Technical Report, 2010 



Generative model of classifier 
parameters 

y =  (patch) 

 

Salakhutdinov, Torralba, and Tenenbaum, MIT Technical Report, 2010 

= 



Building the tree 

Class 1 Class 2 Class 3 Class 4 

Super class 1 Super class 2 

Global 

New class 

Salakhutdinov, Torralba, and Tenenbaum, CVPR, 2010 



Building the tree 

Class 1 Class 2 Class 3 Class 4 

Super class 1 Super class 2 

Global 

New class New class 

New class 

Salakhutdinov, Torralba, and Tenenbaum, MIT Technical Report, 2010 





Chair Armchair Swivel chair 

Car Truck Van 

+ + + 
+ + + 

= = = = = = 

Salakhutdinov, Torralba, and Tenenbaum, MIT Technical Report, 2010 



Truck Single  
classifier 



Truck Shared 
classifier 



Vans 
Single  
classifier 

Shared 
classifier 



Mugs 
Single  
classifier 

Shared 
classifier 



Confusions 
Single classifier 

Shared classifier 

Salakhutdinov, Torralba, and Tenenbaum, MIT Technical Report, 2010 



Improvement over baseline 
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Number training examples 

Improvement as a function 
of amount of training data 

Salakhutdinov, Torralba, and Tenenbaum, MIT Technical Report, 2010 



Improved with  
context reasoning 

Detector  
output 



Is local information even enough? 

Distance 

Information 

Local features 

Contextual features 



We know there is a keyboard present in this scene even if we cannot see it clearly. 

We know there is no keyboard present in this scene 

… even if there is one indeed. 

The system does not care about the 

scene, but we do… 



Objects in context 
Carbonetto, de Freitas & Barnard (2004) 

Kumar, Hebert (2005) 

Torralba Murphy Freeman (2004) 

Fink & Perona (2003) 

Sudderth, Torralba, 
Wilsky, Freeman (2005)  Hoiem, Efros, Hebert (2005) 

Torralba, Sinha (2001) 

Rabinovich et al (2007) 

Heitz and Koller (2008) 

Desai, Ramanan, and Fowlkes (2009) 

Issues:  
• Lack of a good benchmark 
• Focus on improving detection 



Grammars 

 Guzman (SEE), 1968 

 Noton and Stark 1971 

 Hansen & Riseman (VISIONS), 1978 

 Barrow & Tenenbaum 1978 

 Brooks (ACRONYM), 1979 

 Marr, 1982 

 Yakimovsky & Feldman, 1973 

[Ohta & Kanade 1978] 



CONDOR system 
Strat and Fischler (1991) 

• Guzman (SEE), 1968 

• Noton and Stark 1971 

• Hansen & Riseman (VISIONS), 1978 

• Barrow & Tenenbaum 1978 

• Brooks (ACRONYM), 1979 

• Marr, 1982 

• Ohta & Kanade, 1978 

• Yakimovsky & Feldman, 1973 



Context models 

scene 

object1 object2 object3 
object1 

object2 

object3 

object1 object2 object3 

Independent model 

Objects are correlated via 
the scene 

Dependencies among objects 



An integrated model of Scenes, 

Objects, and Parts 

Zcar Ncar 

S 

g 

Scene 

Scene 

gist 

features 

xcar
i 

dcar
i 

car 

Fi 

M=4 

Torralba, Sinha (ICCV 2001), Torralba, Murphy, Freeman 2010  



Torralba, Sinha (ICCV 2001), Torralba, Murphy, Freeman 2010  



3d Scene Context 

Image World 

Hoiem, Efros, Hebert ICCV 2005 



3d Scene Context 

meters 

m
e
te

rs
 

Ped 

Ped 

Car 

Hoiem, Efros, Hebert ICCV 2005 



A car out of context … 

Torralba, Sinha (ICCV 2001), Torralba, Murphy, Freeman 2010  



A car out of context … 

Torralba, Sinha (ICCV 2001), Torralba, Murphy, Freeman 2010  



Context models 

scene 

object1 object2 object3 
object1 

object2 

object3 

object1 object2 object3 

Independent model 

Objects are correlated via 

the scene 

Dependencies among objects 



Pixel labeling using MRFs 

Enforce consistency between neighboring 

labels, and between labels and pixels 

Carbonetto, de Freitas & Barnard, ECCV’04 



A. Rabinovich, A. Vedaldi, C. Galleguillos, E. Wiewiora and S. Belongie. Objects in Context. ICCV 2007 
125 



Grammars for objects and scenes 

S.C. Zhu and D. Mumford. A Stochastic Grammar of Images. 

Foundations and Trends in Computer Graphics and Vision, 2006. 



Exploiting Hierarchical Context on a Large 
Database of Object Categories 

Joseph Lim Myung Jin Choi 

Myung Jin Choi, Joseph Lim, Antonio Torralba, 
and Alan S. Willsky. CVPR 2010 



SUN database 

12,000 annotated images 

107 object categories 

152,000 annotated object 
instances 



Floor, refrigerator, bed, seats, 
monitor, road  

Van, truck 

Localization 
improvement 
with respect 
to baseline 



Who needs context anyway? 
We can recognize objects even out of context 

Banksy 



Biederman’s violations (1981) 













Unusual quantities 

Unusual pose 

… 



Out-of-context database 

Among 161 images, there are: 

13 co-occurrence violation 

77 support violation 

65 with both co-occurrence and support violations 

6 with other violations (e.g. scale) 



Context models and  

out-of-context  objects 

Co-occurrences 2D/3D geometry Qualitative spatial relations 

Rabinovich et al (2007) 

Hoiem, et al (2005) 

Torralba et al (2004) 

Kumar, Hebert (2005) 

Fink, Perona (2003) 

Torralba, Sinha (2001) 

Heitz and Koller (2008) 

Felzenszwalb, et al (2009) 

Galleguillos et al (2008) 

Gould et al (2007) 

Desai et al (2009) 

Russell, Torralba (2010) 

Murphy et al (2003) 

Abinav et al (2010) 



Some images are easy 



Locate the out of context object 



Co-occurrences only model 



Co-occurrences and location model 

(Gaussian) 



Co-occurrences and support model 





Co-occurrences only model 



Co-occurrences and support model 





Co-occurrences only model 



Support only model 



Co-occurrences and support model 



Detecting out of context objects 
Out of 161 images 

(gaussian) 

Ground-truth labels From detector outputs 
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Big data collection efforts 

Caltech-4 
 

Caltech 101 

80 million 

 images 

UIUC 
 

Pascal 

3D Framed objects Scenes Parts & attributes 

UIUC 
Attributes database 

H3D Dataset 

NYU Depth Dataset 

? 

SUN database 

Segments 

Berkeley 

segmentation 

database 



The more data, the better 
Car detection (PASCAL07, SUN09) Classification (Caltech 101) 

Scene recognition (SUN) 



The benefits of getting more data 

Task: car detection 

Features: HOG 

Training on 

Caltech 101 

Adding additional 

data from PASCAL 
AP 

Number training examples 

Test on Caltech 101 



Generalization across datasets 

• A. Bergamo, L. Torresani and A. Fitzgibbon. PICODES: Learning a Compact Code for 
Novel-Category Recognition. NIPS 2011.  

 

• F. Perronnin, J. Sánchez and Y. Liu, Large-Scale Image Categorization with Explicit 
Data Embedding. CVPR 2010.  

 

• F. Perronnin, J. Sánchez and T. Mensink, Improving the Fisher Kernel for Large-Scale 
Image Classification. ECCV 2010.  

 

• P. Dollar, C. Wojek, B. Schiele and P. Perona, Pedestrian Detection: A Benchmark. 
CVPR 2009. 

 

• … 



Unbiased Look at Dataset Bias 

Alyosha Efros (CMU) 

Antonio Torralba (MIT) 

Disclaimer: no graduate students have been harmed in the production of this paper 



Are datasets measuring the right thing? 

• In Machine Learning: 

    Dataset is The World 

• In Recognition 

  Dataset is a representation of The World 

 

• ML solution: domain transfer 

• Vision question: Do datasets provide a good 

representation? 



Visual Data is Inherently Biased 

• Internet is a tremendous repository of visual 

data (Flickr, YouTube, Picassa, etc) 

• But it’s not random samples of visual world 



Our Question 

 

 

• How much does this bias affect standard 

datasets used for object recognition? 

 

 



“Name That Dataset!” game 

__  Caltech 101 

__  Caltech 256 

__  MSRC  

__  UIUC cars 

__  Tiny Images 

__  Corel 

__  PASCAL 2007 

__  LabelMe 

__  COIL-100 

__  ImageNet 

__  15 Scenes 

__  SUN’09  



SVM plays “Name that dataset!” 



SVM plays “Name that dataset!” 

• 12 1-vs-all 

classifiers 

• Standard full-

image features 

 

• 39% performance 

(chance is 8%) 



SVM plays “Name that dataset!” 



Dataset look-alikes 

ImageNet pretending to be … 

… Caltech 256 



Dataset look-alikes 

ImageNet pretending to be … 

… COREL 



Dataset look-alikes 

PASCAL VOC pretending to be … 

… MSRC 



Dataset look-alikes 

ImageNet pretending to be: 

PASCAL VOC pretending to be: 



Datasets have different goals… 

• Some are object-centric (e.g. Caltech, 

ImageNet) 

• Otherwise are scene-centric (e.g. LabelMe, 

SUN’09) 

 

• What about playing “name that dataset” on 

bounding boxes? 



Similar results 

Performance: 61%  

(chance:  20%) 



Cross-Dataset Generalization 

Classifier trained on MSRC cars 

MSRC 

Caltech101 

ImageNet 

PASCAL 

LabelMe 

SUN 



Cross-dataset Performance 



AP 

Number training examples 

Training on 

PASCAL 

Adding more 

PASCAL Adding more 

from LabelMe 

Adding more 

from Caltech 101 

Mixing datasets 

Test on PASCAL 



Dataset Value 



Overall… 

 

• Caltech, MSRC – bad 

• PASCAL, ImageNet – better 

 

We are getting better. The new datasets are 

better than the old ones. 

 



A green pasture for research:  
“Understanding and Living with 

dataset bias” 

Where does the bias come from?  

How do we live with it? 

 

 

 



Where do this bias comes from? 



Photographer bias 
SUN database bedrooms 

SUN database corridors 



Viewpoint Annotation for Truth 

Adjust the view of the panoramic image on the 
right so that it matches the view shown on the left. 

Amazon Mechanical Turks $0.01 Task. 

Target View:          Panorama: Adjust the view to match the target view. 



Pictures of  bedrooms 



Beach 

Theater 

Inside train 

0 
0 

0 

0 



Canonical view of objects 

S. Palmer, E. Rosch, and P. Chase. Canonical perspective and the perception of objects.  
Attention and Performance IX, 1981. 



Some bias comes from the way the data is collected 



Google mugs 

Mugs from LabelMe 

Palmer et al, 1981  



Palmer et al, 1981  









The world is biased 



Distribution bias 



Feature bias 

Researchers meet 

Researchers meet 

Delay 
1 year 

features 

Descriptor 

Delay 
1 year 

Delay 
1 year 

Images / 
Benchmarks 

Delay 
1 year 



A green pasture for research:  
“Understanding and Living with 

dataset bias” 

Where does the bias come from?  

How do we live with it? 

• Invariant features  
 find invariant descriptors across datasets 

• Domain adaptation  
 transform the descriptors 

• Dataset selection  
 resample the data 



Duan, Tsang, Xu, Maybank. Domain transfer svm for video 

concept detection. CVPR. (2009) 

 

Saenko, Kulis, Fritz, Darrell. Adapting Visual Category 

Models to New Domains. ECCV 2010  

 

Gopalan, Li, and Chellappa. Domain Adaptation for Object 

Recognition: An Unsupervised Approach. ICCV 2011 

 

Boqing Gong, Yuan Shi, Fei Sha. Geodesic Flow Kernel 

for Unsupervised Domain Adaptation. CVPR 2012. 

 



Mixing datasets 

If we test on PASCAL and we train with: 

Transfer Learning by Borrowing Examples for Multiclass Object Detection 
J. J. Lim, R. Salakhutdinov, A. Torralba. NIPS, 2011. 



… 

Car examples from SUN database 



Mixing datasets 

If we test on PASCAL and we train with: 

Less is more if we take the good data 

Transfer Learning by Borrowing Examples for Multiclass Object Detection 
J. J. Lim, R. Salakhutdinov, A. Torralba. NIPS, 2011. 



A green pasture for research:  
“Understanding and Living with 

dataset bias” 

Where does the bias come from?  

How do we live with it? 

• Invariant features  
 find invariant descriptors across datasets 

• Domain adaptation  
 transform the descriptors 

• Dataset selection  
 resample the data 



Discussion 

This work is partially funded by NSF Career 0747120 



Dataset bias 
 
Power law: the two extremes of learning coexist 
 
For lots of data: sift flow 
-Reduce context and describe non-parametric context. 
 

Out of context test to decide what is missing on a context model (slides from cifar) 





Some symptoms of one-vs-all 

multiclass approaches  

Some of these parts cannot be used for anything else than this object. 

What is the best representation to detect a traffic sign? 

Very regular object: template matching will do the job 

Parts derived from 

training a binary  

classifier. 

~100%  

detection rate 

with 0 false alarms 



Some symptoms of one-vs-all 

multiclass approaches  
Part-based object representation (looking for meaningful parts): 

• A. Agarwal and D. Roth 

These studies try to recover parts that are meaningful. But is this the 

right thing to do? The derived parts may be too specific, and they are 

not likely to be useful in a general system. 

• M. Weber, M. Welling and P. Perona  

… 



Some symptoms of one-vs-all 

multiclass approaches  
Computational cost grows linearly with Nclasses * Nviews * Nstyles … 



Convolutional Neural Network 

Translation invariance is already built into the network 

The output neurons share all the intermediate levels 

Le Cun et al, 98 



Sharing invariances 
S. Thrun. Is Learning the n-th Thing Any Easier Than Learning The First? 

NIPS 1996 

 

Knowledge is transferred between tasks via a learned model of the 

invariances of the domain: object recognition is invariant to rotation, 

translation, scaling, lighting, … These invariances are common to all 

object recognition tasks.  

Toy world 

Without sharing 

With sharing 



Models of object recognition 
I. Biederman, “Recognition-by-components: A theory of human image 

understanding,” Psychological Review, 1987. 

 

M. Riesenhuber and T. Poggio, “Hierarchical models of object recognition in 

cortex,” Nature Neuroscience 1999. 

T. Serre, L. Wolf and T. Poggio. “Object recognition with features inspired  

by visual cortex”. CVPR 2005  



Sharing patches 

• Bart and Ullman, 2004 

 

 

For a new class, use only features similar to features that where good for other 

classes: 

Proposed Dog  

features 



Transfer Learning for Image Classification with Sparse 

Prototype Representations  
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Out-of-context database 

Among 161 images, there are: 
13 co-occurrence violation 
77 support violation 
65 with both co-occurrence and support violations 
6 with other violations (e.g. scale) 



Out of context objects in the real world 



Out of context objects in the real world 



Out of context objects in the real world 



Out of context objects in the real world 



Detecting out of context objects 



Detecting out of context objects 



Detecting out of context objects 



Reusable Parts 

Goal: Look for a vocabulary of edges that reduces the number of 

features. 

Krempp, Geman, & Amit “Sequential Learning of Reusable Parts for Object 

Detection”. TR 2002 
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Number of classes 

Examples of reused parts 



Specific feature 

Non-shared feature: this feature 

is too specific to faces. 

pedestrian 

chair 

Traffic light 

sign 

face 

Background class 



Shared feature 

shared feature 



50 training samples/class 

29 object classes 

2000 entries in the dictionary 

 

Results averaged on 20 runs 

Error bars = 80% interval 

Torralba, Murphy, Freeman. CVPR 2004. PAMI 2007 

Shared features 

Class-specific features 



car, table 

cow, building 

road, river 

Building, cat 

Solution 3: Approximated model of 
dependencies: 

p(c1=m1,…, cN=mN|s1,…, sN) =  

= 
Z(s1,…sN) 

  p(si|ci=mi) p(c1=m1,…,cN=mN)  
i=1…N 

M possible object labels 
N regions 
 
Label: ck = [1…M]  with k = [1…N] 
Scores: sk = vector length M 

Goal: to assign labels ck to each 
candidate so that they are in 
contextual agreement.  

p(c1 = m1, …, cN = mN | s1, …, sN)  

We want to optimize the joint probability of 
all the labels: 

(ci=mi, cj=mj) = co-ocurrence matrix on  
training set (count how many times two 
objects appear together). 

p(c1=m1,…,cN=mN) = exp( (ci=mi, cj=mj))   
i,j=1…N 

Problem: learning p(c1=m1,…,cN=mN) will 
be easier, but recognition may still be slow.  

223 



Tree structured context model 

b1 

b3 

b5 b4 

b2 

Object presence 

L1 

L3 

L5 L4 

L2 

Location 

Prior model Observation model 

bi 

Li gist 

Location 
bounding 

box 

Detector 
score 

K 

cik 

Learning: Chow-Liu algorithm 



Tree learned from SUN 09 

107 object categories 

4317 training images 

25/106 edges and 7/top-53 edges (≈13%) negative 



Learning object dependencies 

107 object categories 

4317 training images 

25/106 edges and 7/top-53 edges (≈13%) negative 





Sharing transformations 

Miller, E., Matsakis, N., and Viola, P. (2000). Learning from one example 

through shared densities on transforms. In IEEE Computer Vision and 

Pattern Recognition. 

 

Transformations are shared 

and can be learnt from other tasks. 



Additive models and boosting 
 Torralba, Murphy, Freeman. CVPR 2004. PAMI 2007 

Screen detector 

Car detector 

Face detector 

• Binary classifiers that share features: 

Screen detector 

Car detector 

Face detector 

• Independent binary classifiers: 



Generalization as a function of  

object similarities 

12 viewpoints 12 unrelated object classes 

Number of training samples per class Number of training samples per class 
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K = 2.1 K = 4.8 

Torralba, Murphy, Freeman. CVPR 2004. PAMI 2007 


