
Human pose estimation

UC Irvine

Deva Ramanan

Thursday, July 12, 2012



Host of collaborators

Chaitanya Desai Hamed Pirsiavash

Dennis Park Yi Yang Xiangxin Zhu

Mohsen Hejrati

Charless FowlkesPedro FelzenswzalbDavid MxAllester

Thursday, July 12, 2012



Preface
This talk will contain a mix of “standard” tutorial 

material and “speculative” opinions

Please interrupt with questions!
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Pattern classification versus visual understanding

within-class between-class
activation textures of objects spatial cueing

inhibition NMS mutual exclusion

global expected counts co-occurrence

Table 1. A taxonomy of interactions captured in our model.

Within a single object class, our model can favor typical spa-

tial layouts of objects (people often stand in crowds) while di-

rectly learning how to inhibit overlapping detections in such cases

(NMS). Our model also captures long-range interactions between

objects, such as the constraint that there exists at most one object

instance (counting). Analogous interactions exist between object

classes, including typical spatial relations between objects (bottles

sit on tables), mutual exclusion (dog and cat detectors should not

respond to the same image region), and co-occurrence (couches

and cars do not commonly co-occur).

other (Fig.2). In general, spatial object-object interactions

may be arbitrarily complex and depend on latent informa-

tion which is not readily available from single image. As an

extreme example, studies of proxemics [11], the body spac-

ing and pose of people as they interact, shows that physical

spacing between people depends in complicated ways on

their “social distance”. While such complex interactions are

difficult to encode, we argue there does exist useful infor-

mation that is being ignored by current ad-hoc approaches

to NMS.

NMS is generally described in terms of intra-class in-

hibition, but can be generalized to suppression of overlap-

ping detections between different classes. We refer to this

more general constraint, that two objects cannot occupy the

same 3D volume at the same time, as mutual exclusion. As

seen in a 2D image projection, the exact nature of this con-

straint depends on the object classes. Fig.2(right) shows

an example of ground-truth labelings in the PASCAL VOC

dataset in which strict mutual-exclusion would produce sub-

optimal performance.

Object detections can also serve to enhance rather than

inhibit other detections within a scene. This has been an

area of active research in object recognition over the last

few years [22, 18, 10, 12, 13, 4, 15]. For example, different

object classes may be likely to co-occur in a particular spa-

tial layout. People ride on bikes, bottles rest on tables, and

so on. In contextual cueing, a confident detection of one

object (a bike) provides evidence that increases the likeli-

hood of detecting another object (a person above the bike)

[4, 10, 15]. Contextual cueing can also occur within an ob-

ject category, e.g., a crowd of pedestrians reinforcing each

other’s detection responses. An extreme example of this

phenomena is near-regular texture in which the spatial lo-

cations of nearly identical elements provides a strong prior

on the expected locations of additional elements, lowering

their detection threshold [17].

In Table 1 we outline a simplified taxonomy of different

types of object-object interactions, both positive and nega-

Non−Maxima Suppression Mutual Exclusion

Figure 2. Our novel contributions include the ability to learn in-

hibitory intra-class constraints (NMS) and inhibitory inter-class

constraints (Mutual Exclusion) in a single unified model along

with contextual cuing and spatial co-occurrence. Naive methods

for NMS or mutual exclusion may fail for objects that tend to

overlap themselves (left) and other objects (right). In contrast,

our framework learns how best to enforce such constraints from

training data. We formulate the tasks of NMS and Mutual Exclu-

sion using the language of structured prediction. This allows us

to compute an optimal model by minimizing a convex objective

function.

tive, within and between classes. The contribution of this

paper is a single model that incorporates all interactions

from Table 1 through the framework of structured predic-

tion. Rather than returning a binary label for a each image

window, our model simultaneously predicts a set of detec-

tions for multiple objects from multiple classes over the en-

tire image. Given training images with ground-truth object

locations, we show how to formulate parameter estimation

as a convex max-margin learning problem. We employ the

cutting plane algorithm of [14] to efficiently learn globally

optimal parameters from thousands of training images.

In the sections that follow we formulate the structured

output model in detail, describe how to perform inference

and learning, and detail the optimization procedures used

to efficiently learn parameters. We show state-of-the-art re-

sults on the PASCAL 2007 VOC benchmark[7], indicating

the benefits of learning a global model that encapsulates the

layout statistics of multiple objects classes in real images.

We conclude with a discussion of related work and future

directions.

2. Model
We describe a model for capturing interactions across

a family of object detectors. To do so, we will explicitly

represent an image as a collection of overlapping windows

at various scales. The location of the ith window is given

by its center and scale, written as li = (x, y, s). The col-

lection of M windows are precisely the regions scored by

a scanning-window detector. Write xi for the features ex-

tracted from window i, for example, a histogram of gradient

features [6]. The entire image can then be represented as the

collection of feature vectors X = {xi : i = 1 . . . M}
Assume we have K object models. We write yi ∈

{0 . . . K} for the label of the ith window, where the 0 la-

Yes/no 
scanning window
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their detection threshold [17].
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tive, within and between classes. The contribution of this

paper is a single model that incorporates all interactions

from Table 1 through the framework of structured predic-

tion. Rather than returning a binary label for a each image

window, our model simultaneously predicts a set of detec-

tions for multiple objects from multiple classes over the en-

tire image. Given training images with ground-truth object

locations, we show how to formulate parameter estimation

as a convex max-margin learning problem. We employ the

cutting plane algorithm of [14] to efficiently learn globally

optimal parameters from thousands of training images.

In the sections that follow we formulate the structured

output model in detail, describe how to perform inference

and learning, and detail the optimization procedures used

to efficiently learn parameters. We show state-of-the-art re-

sults on the PASCAL 2007 VOC benchmark[7], indicating

the benefits of learning a global model that encapsulates the

layout statistics of multiple objects classes in real images.

We conclude with a discussion of related work and future

directions.

2. Model
We describe a model for capturing interactions across

a family of object detectors. To do so, we will explicitly

represent an image as a collection of overlapping windows

at various scales. The location of the ith window is given

by its center and scale, written as li = (x, y, s). The col-

lection of M windows are precisely the regions scored by

a scanning-window detector. Write xi for the features ex-

tracted from window i, for example, a histogram of gradient

features [6]. The entire image can then be represented as the

collection of feature vectors X = {xi : i = 1 . . . M}
Assume we have K object models. We write yi ∈

{0 . . . K} for the label of the ith window, where the 0 la-

Yes/no 
scanning window
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“In-the-wild” 
pose estimation

Multiple bodies
Heavy occlusion

3D viewpoint
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We describe a model for capturing interactions across

a family of object detectors. To do so, we will explicitly
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by its center and scale, written as li = (x, y, s). The col-

lection of M windows are precisely the regions scored by
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Why is finding people difficult?

variation in pose, viewpointvariation in appearance

occlusion & clutter

Classic “nuisance factors” for general object recognition

variation in illumination
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Appearance Templates
Learned model

fw(x) = w · Φ(x)Training

• Training data consists of images with labeled bounding boxes

• Need to learn the model structure, filters and deformation costs

Training

positive
weights

negative
weights

Rigid Templates Quasi-rigid templates
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(a) (b) (c)

Fig. 1. Detections obtained with a single component person model. The model is defined by a coarse root filter (a), several

higher resolution part filters (b) and a spatial model for the location of each part relative to the root (c). The filters specify

weights for histogram of oriented gradients features. Their visualization show the positive weights at different orientations. The

visualization of the spatial models reflects the “cost” of placing the center of a part at different locations relative to the root.

To train models using partially labeled data we use a latent variable formulation of MI-SVM

[3] that we call latent SVM (LSVM). In a latent SVM each example x is scored by a function

of the following form,

fβ(x) = max
z∈Z(x)

β · Φ(x, z). (1)

Here β is a vector of model parameters, z are latent values, and Φ(x, z) is a feature vector.

In the case of one of our star models β is the concatenation of the root filter, the part filters,

and deformation cost weights, z is a specification of the object configuration, and Φ(x, z) is a

concatenation of subwindows from a feature pyramid and part deformation features.

We note that (1) can handle very general forms of latent information. For example, z could

specify a derivation under a rich visual grammar.

Our second class of models represents each object category by a mixture of star models.

The score of one of our mixture models at a given position and scale is the maximum over

components, of the score of that component model at the given location. In this case the latent

information, z, specifies a component label and a configuration for that component. Figure 2

shows a mixture model for the bicycle category.

To obtain high performance using discriminative training it is often important to use large

training sets. In the case of object detection the training problem is highly unbalanced because

there is vastly more background than objects. This motivates a process of searching through

the background to find a relatively small number of potential false positives. A methodology of
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To obtain high performance using discriminative training it is often important to use large

training sets. In the case of object detection the training problem is highly unbalanced because
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Why do parts help?
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Fig. 1. Detections obtained with a single component person model. The model is defined by a coarse root filter (a), several

higher resolution part filters (b) and a spatial model for the location of each part relative to the root (c). The filters specify

weights for histogram of oriented gradients features. Their visualization show the positive weights at different orientations. The

visualization of the spatial models reflects the “cost” of placing the center of a part at different locations relative to the root.
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We note that (1) can handle very general forms of latent information. For example, z could

specify a derivation under a rich visual grammar.
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Figure 8: Top: heat equilibrium for two bones. Bottom: the result
of rotating the right bone with the heat-based attachment

treat the character volume as an insulated heat-conducting body and
force the temperature of bone i to be 1 while keeping the tempera-
ture of all of the other bones at 0. Then we can take the equilibrium
temperature at each vertex on the surface as the weight of bone i at
that vertex. Figure 8 illustrates this in two dimensions.

Solving for heat equilibrium over a volume would require tes-
sellating the volume and would be slow. Therefore, for simplic-
ity, Pinocchio solves for equilibrium over the surface only, but at
some vertices, it adds the heat transferred from the nearest bone.

The equilibrium over the surface for bone i is given by ∂w
i

∂t
=

∆wi + H(pi − wi) = 0, which can be written as

−∆w
i + Hw

i = Hp
i, (1)

where ∆ is the discrete surface Laplacian, calculated with the
cotangent formula [Meyer et al. 2003], pi is a vector with pi

j = 1
if the nearest bone to vertex j is i and pi

j = 0 otherwise, and H is
the diagonal matrix with Hjj being the heat contribution weight of
the nearest bone to vertex j. Because ∆ has units of length−2, so
must H. Letting d(j) be the distance from vertex j to the nearest
bone, Pinocchio uses Hjj = c/d(j)2 if the shortest line segment
from the vertex to the bone is contained in the character volume
and Hjj = 0 if it is not. It uses the precomputed distance field to
determine whether a line segment is entirely contained in the char-
acter volume. For c ≈ 0.22, this method gives weights with similar
transitions to those computed by finding the equilibrium over the
volume. Pinocchio uses c = 1 (corresponding to anisotropic heat
diffusion) because the results look more natural. When k bones are
equidistant from vertex j, heat contributions from all of them are
used: pj is 1/k for all of them, and Hjj = kc/d(j)2.

Equation (1) is a sparse linear system, and the left hand side
matrix −∆ + H does not depend on i, the bone we are interested
in. Thus we can factor the system once and back-substitute to find
the weights for each bone. Botsch et al. [2005] show how to use
a sparse Cholesky solver to compute the factorization for this kind
of system. Pinocchio uses the TAUCS [Toledo 2003] library for
this computation. Note also that the weights wi sum to 1 for each
vertex: if we sum (1) over i, we get (−∆ + H)

P

i w
i = H · 1,

which yields
P

i w
i = 1.

It is possible to speed up this method slightly by finding vertices
that are unambiguously attached to a single bone and forcing their
weight to 1. An earlier variant of our algorithm did this, but the im-
provement was negligible, and this introduced occasional artifacts.

5 Results

We evaluate Pinocchio with respect to the three criteria stated in
the introduction: generality, quality, and performance. To ensure
an objective evaluation, we use inputs that were not used during
development. To this end, once the development was complete, we
tested Pinocchio on 16 biped Cosmic Blobs models that we had not
previously tried.

Figure 10: A centaur pirate with a centaur skeleton embedded looks
at a cat with a quadruped skeleton embedded

Figure 11: The human scan on the left is rigged by Pinocchio and is
posed on the right by changing joint angles in the embedded skele-
ton. The well-known deficiencies of LBS can be seen in the right
knee and hip areas.

5.1 Generality

Figure 9 shows our 16 test characters and the skeletons Pinocchio
embedded. The skeleton was correctly embedded into 13 of these
models (81% success). For Models 7, 10 and 13, a hint for a single
joint was sufficient to produce a good embedding.

These tests demonstrate the range of proportions that our method
can tolerate: we have a well-proportioned human (Models 1–4, 8),
large arms and tiny legs (6; in 10, this causes problems), and large
legs and small arms (15; in 13, the small arms cause problems). For
other characters we tested, skeletons were almost always correctly
embedded into well-proportioned characters whose pose matched
the given skeleton. Pinocchio was even able to transfer a biped
walk onto a human hand, a cat on its hind legs, and a donut.

The most common issues we ran into on other characters were:

• The thinnest limb into which we may hope to embed a bone
has a radius of 2τ . Characters with extremely thin limbs often
fail because the the graph we extract is disconnected. Reduc-
ing τ , however, hurts performance.

• Degree 2 joints such as knees and elbows are often positioned
incorrectly within a limb. We do not know of a reliable way
to identify the right locations for them: on some characters
they are thicker than the rest of the limb, and on others they
are thinner.

Although most of our tests were done with the biped skeleton,
we have also used other skeletons for other characters (Figure 10).

5.2 Quality

Figure 11 shows the results of manually posing a human scan us-
ing our attachment. Our video [Baran and Popović 2007b] demon-
strates the quality of the animation produced by Pinocchio.

6
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Fig. 1. Detections obtained with a single component person model. The model is defined by a coarse root filter (a), several

higher resolution part filters (b) and a spatial model for the location of each part relative to the root (c). The filters specify

weights for histogram of oriented gradients features. Their visualization show the positive weights at different orientations. The

visualization of the spatial models reflects the “cost” of placing the center of a part at different locations relative to the root.

To train models using partially labeled data we use a latent variable formulation of MI-SVM

[3] that we call latent SVM (LSVM). In a latent SVM each example x is scored by a function

of the following form,

fβ(x) = max
z∈Z(x)

β · Φ(x, z). (1)

Here β is a vector of model parameters, z are latent values, and Φ(x, z) is a feature vector.

In the case of one of our star models β is the concatenation of the root filter, the part filters,

and deformation cost weights, z is a specification of the object configuration, and Φ(x, z) is a

concatenation of subwindows from a feature pyramid and part deformation features.

We note that (1) can handle very general forms of latent information. For example, z could

specify a derivation under a rich visual grammar.

Our second class of models represents each object category by a mixture of star models.

The score of one of our mixture models at a given position and scale is the maximum over

components, of the score of that component model at the given location. In this case the latent

information, z, specifies a component label and a configuration for that component. Figure 2

shows a mixture model for the bicycle category.

To obtain high performance using discriminative training it is often important to use large

training sets. In the case of object detection the training problem is highly unbalanced because

there is vastly more background than objects. This motivates a process of searching through

the background to find a relatively small number of potential false positives. A methodology of
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Old idea: part models

Pictorial Structures

• Introduced by Fischler and Elschlager in 1973.

• Part-based models:

- Each part represents local visual properties.

- “Springs” capture spatial relationships.

Matching model to image involves 

joint optimization of part locations

“stretch and fit”

Model encodes local appearance + pairwise geometry
40 year history in vision

Pictorial Structures (Fischler & Elschlager 73, Felzenswalb and Huttenlocher 00)
Cardboard People (Yu et al 96)

Body Plans (Forsyth & Fleck 97) 
Active Appearance Models (Cootes & Taylor 98)

Constellation Models (Burl et all 98, Fergus et al 03)
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to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Fig. 1. Detections obtained with a single component person model. The model is defined by a coarse root filter (a), several

higher resolution part filters (b) and a spatial model for the location of each part relative to the root (c). The filters specify

weights for histogram of oriented gradients features. Their visualization show the positive weights at different orientations. The

visualization of the spatial models reflects the “cost” of placing the center of a part at different locations relative to the root.

To train models using partially labeled data we use a latent variable formulation of MI-SVM

[3] that we call latent SVM (LSVM). In a latent SVM each example x is scored by a function

of the following form,

fβ(x) = max
z∈Z(x)

β · Φ(x, z). (1)

Here β is a vector of model parameters, z are latent values, and Φ(x, z) is a feature vector.

In the case of one of our star models β is the concatenation of the root filter, the part filters,

and deformation cost weights, z is a specification of the object configuration, and Φ(x, z) is a

concatenation of subwindows from a feature pyramid and part deformation features.

We note that (1) can handle very general forms of latent information. For example, z could

specify a derivation under a rich visual grammar.

Our second class of models represents each object category by a mixture of star models.

The score of one of our mixture models at a given position and scale is the maximum over

components, of the score of that component model at the given location. In this case the latent

information, z, specifies a component label and a configuration for that component. Figure 2

shows a mixture model for the bicycle category.

To obtain high performance using discriminative training it is often important to use large

training sets. In the case of object detection the training problem is highly unbalanced because

there is vastly more background than objects. This motivates a process of searching through

the background to find a relatively small number of potential false positives. A methodology of
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Inference: max S(x,p)

•N candidate locations, K parts
•Dynamic programming reduces search 

from O(Nk) to O(KN2) for trees
•For each candidate head, independently 

estimate best left and right arm
•In practice, no more expensive than 

scoring each part independently

Felzenszwalb & Huttenlocher IJCV 05 
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.
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Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Example: assume a “chain” part model

Pixel
locations

eye nose mouth

Pictorial structures

Part-based representation:

• Each part models local visual properties.

• “Springs” model spatial relationships.

• Joint estimation of part locations.

– No hard detection of parts or features.

– No initialization parameters.

1

-Initialize nodes with match cost
-Initalize edges with spring cost
-Find lowest-cost path from left to right 
with dynamic progamming

If we have n parts and k pixel
locations, what is the complexity? 

What is complexity when we truncate spring cost 
(eg, there are only v valid eye offsets for each 
nose)?

“Secret”: In practice, truncation can reduce 
computation so that local match cost dominateshead torso leg

2) Initialize edges with spring score

Pixel
locations 1) Initialize nodes with match score

3) Find best path from left to right

In practice, (1) is bottleneck

4

(a) (b) (c)

Fig. 1. Detections obtained with a single component person model. The model is defined by a coarse root filter (a), several

higher resolution part filters (b) and a spatial model for the location of each part relative to the root (c). The filters specify

weights for histogram of oriented gradients features. Their visualization show the positive weights at different orientations. The

visualization of the spatial models reflects the “cost” of placing the center of a part at different locations relative to the root.

To train models using partially labeled data we use a latent variable formulation of MI-SVM

[3] that we call latent SVM (LSVM). In a latent SVM each example x is scored by a function

of the following form,

fβ(x) = max
z∈Z(x)

β · Φ(x, z). (1)

Here β is a vector of model parameters, z are latent values, and Φ(x, z) is a feature vector.

In the case of one of our star models β is the concatenation of the root filter, the part filters,

and deformation cost weights, z is a specification of the object configuration, and Φ(x, z) is a

concatenation of subwindows from a feature pyramid and part deformation features.

We note that (1) can handle very general forms of latent information. For example, z could

specify a derivation under a rich visual grammar.

Our second class of models represents each object category by a mixture of star models.

The score of one of our mixture models at a given position and scale is the maximum over

components, of the score of that component model at the given location. In this case the latent

information, z, specifies a component label and a configuration for that component. Figure 2

shows a mixture model for the bicycle category.

To obtain high performance using discriminative training it is often important to use large

training sets. In the case of object detection the training problem is highly unbalanced because

there is vastly more background than objects. This motivates a process of searching through

the background to find a relatively small number of potential false positives. A methodology of
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.
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Large-scale learning

Figure 9. Results on test images from various datasets. For each pair of rows, the top row displays results from the original window-based

detector. The bottom row shows detections obtained with a segmentation-verification step. Since we compute an explicit segmentation, we

visualize that as well. The green boxes denote true positive detections, while the red boxes denote false positives. The top pair of rows

show results from the LabelMe face dataset. The second and third rows show results from Pascal VOC2006 dataset (for cars and people,

respectively). The forth row shows results from the INRIAPerson dataset.

(One can solve problems that are too big to fit in memory)

What do negative weights mean?

(w+ - w-)x > 0

w+ > w-x

Complete system should compete pedestrian/pillar/doorway models

Discriminative models come equipped with own bg

(avoid firing on doorways by penalizing vertical edges)

>

wx > 0

pedestrian 
model

pedestrian 
background
model

SVMs are attractive because they generate sparse learning problems

Our test set distribution is highly imbalanced; so should be the training set
(hundreds of positives, hundreds of millions of negatives)
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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S(x, p) = w · Φ(x, p)

1

Learning structured linear parameters
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Perhaps we don’t even need SVMs?

Learn templates with simple statistical Gaussian models

SVM Gaussian model

Hariharan, Malik, Ramanan ECCV 12

S(x, p) = w · Φ(x, p)

min
w

||w||2

∀i ∈ pos, w · xi > 1

∀i ∈ neg, w · xi < 1

S(x, p) = App(x, p) + Shape(p)

App(x, p) =
�

i

wi · φ(x, pi)

Shape(p) = sumij∈Ewij · ψ(pi, pj)

�

ij∈E

wij · ψ(pi, pj)
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wij

�
dx dx2 dy dy2

�T
= (p− µ)TΛ(p− µ)
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(µ,Λ)

�
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aijdx
2 + bijdx+ cijdy + dijdy
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�
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�
pi − µi

pj − µj

�T

Λi,j

�
pi − µi

pj − µj

�
+ constant, where Λi,j = −





aij 0 −aij 0
0 cij 0 −cij

−aij 0 aij 0
0 −cij 0 cij




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wti
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ij∈E

w
ti,tj
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ti,tj
ij
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φi(zi) +
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ψij(zi, zj)

zi = (pi, ti)

w = Σ−1(µ1 − µ0)

1
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Datasets

H3D Berkeley

Leeds Sports dataset

Buffy Oxford

PASCAL Stickman
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PASCAL Layout Competition
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Overview

Background: part models

Representations

3D variation

Extensions

Occlusion

Thursday, July 12, 2012



What’s wrong with part models?
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.

(e.g., head looks the same no matter the geometry of the rest of the body)

(Flawed) assumption: local appearance and global geometry are independent

When does this fail?
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.

(e.g., head looks the same no matter the geometry of the rest of the body)

(Flawed) assumption: local appearance and global geometry are independent

When does this fail?

OcclusionArticulation 3D viewpoint
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Modeling articulation

(xi,yi) => (xi,yi,θi,si)

4 Deva Ramanan

statistics computed over a local patch; the mean (µ ∈ R3) and covariance (Σ ∈ R3×3)
of the color distribution.

2.2 Oriented gradient descriptors

Fig. 3 On the left, we show an image. On the center left, we show its representation under a HOG
descriptor [10]. A common visualization technique is to render an oriented edge with intensity
equal to its histogram count, where the histogram is computed over a 8× 8 pixel neighborhood.
We can use the same technique to visualize linearly-parameterized part models; we show a “head”
part model on the right, and its associated response map for all candidate head location on the
center right. We see a high response for the true head location. Such invariant representations are
useful for defining part models when part colors are not known a priori or not discriminative.

Most recognition approaches do not work directly with pixel data, but rather
some feature representation designed to be more invariant to small changes in il-
lumination, viewpoint, local deformation, etc. One of the most successful recent
developments in object recognition is the development of engineered, invariant de-
scriptors, such as the scale-invariant feature transform (SIFT) [39] and the histogram
of oriented gradient (HOG) descriptor [10]. The basic approach is to work with nor-
malized gradient orientation histograms rather than pixel values. We will go over
HOG, as that is a particular common representation. Image gradients are computed
at each pixel by finite differencing. Gradients are then binned into one of (typi-
cally) 9 orientations over local neighborhoods of 8×8 pixel. A particularly simple
implementation of this is obtained by computing histograms over non-overlapping
neighborhoods. Finally, these orientation histograms are normalized by aggregating
orientation statistics from a local window of 16×16 pixels. Notably, in the original
definition of [10], each orientation histogram is normalized with respect to multiple
(4, to be exact) local windows, resulting in vector of 36 numbers to encoding the
local orientation statistics of a 8× 8 neighborhood “cell”. Felzenszwalb et al [18]
demonstrate that one can reduce the dimensionality of this descriptor to 13 num-

Enlarge state space of part location to include 
orientation and foreshortening

4 Deva Ramanan

statistics computed over a local patch; the mean (µ ∈ R3) and covariance (Σ ∈ R3×3)
of the color distribution.

2.2 Oriented gradient descriptors

Fig. 3 On the left, we show an image. On the center left, we show its representation under a HOG
descriptor [10]. A common visualization technique is to render an oriented edge with intensity
equal to its histogram count, where the histogram is computed over a 8× 8 pixel neighborhood.
We can use the same technique to visualize linearly-parameterized part models; we show a “head”
part model on the right, and its associated response map for all candidate head location on the
center right. We see a high response for the true head location. Such invariant representations are
useful for defining part models when part colors are not known a priori or not discriminative.

Most recognition approaches do not work directly with pixel data, but rather
some feature representation designed to be more invariant to small changes in il-
lumination, viewpoint, local deformation, etc. One of the most successful recent
developments in object recognition is the development of engineered, invariant de-
scriptors, such as the scale-invariant feature transform (SIFT) [39] and the histogram
of oriented gradient (HOG) descriptor [10]. The basic approach is to work with nor-
malized gradient orientation histograms rather than pixel values. We will go over
HOG, as that is a particular common representation. Image gradients are computed
at each pixel by finite differencing. Gradients are then binned into one of (typi-
cally) 9 orientations over local neighborhoods of 8×8 pixel. A particularly simple
implementation of this is obtained by computing histograms over non-overlapping
neighborhoods. Finally, these orientation histograms are normalized by aggregating
orientation statistics from a local window of 16×16 pixels. Notably, in the original
definition of [10], each orientation histogram is normalized with respect to multiple
(4, to be exact) local windows, resulting in vector of 36 numbers to encoding the
local orientation statistics of a 8× 8 neighborhood “cell”. Felzenszwalb et al [18]
demonstrate that one can reduce the dimensionality of this descriptor to 13 num-

Problem: rather expensive and doesn’t work well
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One solution: local mixtures of small patches
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Any smooth spatial 
transformation is locally rigid
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Local mixtures of parts

Template

June 14, 2011

S(x, p, t) =
�

i

wti
i · φ(x, pi) +

�

ij∈E

w
ti,tj
ij · ψ(pi, pj) + S(t) (1)

pi = (xi, yi)

ti ∈ {1, . . . , T}

1

Template

June 14, 2011

S(x, p, t) =
�

i

wti
i · φ(x, pi) +

�

ij∈E

w
ti,tj
ij · ψ(pi, pj) + S(t) (1)

pi = (xi, yi)

ti ∈ {1, . . . , T}

1

Each part has a 
position ‘p’ and 
mixture type ‘t’

Score local 
model with one 
of T templates

Score deformation with one of T2 springs
(interdependence of geometry + appearance)
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Local mixtures of parts
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Supervised learning

Given {xn,pn,tn}, tune ‘w’ such that S(x,p,t) 
scores high on people and low on backgrounds

S(x, p, t) = w · Φ(x, p, t)

(structured prediction)

Text
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Consider “joint” domain of part location and mixture type:

Example: assume a “chain” part model

Pixel
locations

eye nose mouth

Pictorial structures

Part-based representation:

• Each part models local visual properties.

• “Springs” model spatial relationships.

• Joint estimation of part locations.

– No hard detection of parts or features.

– No initialization parameters.

1

-Initialize nodes with match cost
-Initalize edges with spring cost
-Find lowest-cost path from left to right 
with dynamic progamming

If we have n parts and k pixel
locations, what is the complexity? 

What is complexity when we truncate spring cost 
(eg, there are only v valid eye offsets for each 
nose)?

“Secret”: In practice, truncation can reduce 
computation so that local match cost dominateshead torso leg

Pixel locations 
and mixture types

(simple discrete tree-MRF)

Thursday, July 12, 2012



Exponential number of global mixtures
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.
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K parts, M local mixtures => KM unique global mixtures

Not all combinations are equally likely; 
“prior” given by co-occurrence model 
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Search over representations

8

Fig. 6: A visualization of our model for K = 14 parts and T = 4 local mixtures, trained on the Parse dataset.
We show the local templates above, and the tree structure below, placing parts at their best-scoring location
relative to their parent. Though we visualize 4 trees, there exists TK ≈ 2e7 global combinations, obtained by
composing different part types together with different springs. The score associated with each combination
decomposes into a tree, and so is efficient to search over using dynamic programming (1).

7.3 Diagnostic experiments

We define a full-body skeleton for the Parse set, and
a upper-body skeleton for the Buffy set. To define a
fully labeled dataset of part locations and types, we
group parts into orientations based on their relative
location with respect to their parents (as described in
Sec 6.1). We show clustering results in Fig.3. We use
the derived type labels to construct a fully supervised
dataset, from which we learn flexible mixtures of
parts. We show the full-body model learned on the
Parse dataset in Fig.6. We set all parts to be 5 × 5
HOG cells in size. To visualize the model, we show
4 trees generated by selecting one of the four types
of each part, and placing it at its maximum-scoring
position. Recall that each part type has its own ap-
pearance template and spring encoding its relative
location with respect to its parent. This is because we
expect part types to correspond to orientation because
of the supervised labeling shown in Fig.3. Though
we visualize 4 trees, we emphasize that there exists
an exponential number of trees that our model can
generate by composing different part types together.

Structure: We consider the effect of varying T (the
number of mixtures or types) and K (number of
parts) on the accuracy of pose estimation on the
Parse dataset in Fig.7. We experiment with a 14 part
model defined at 14 joint positions (shoulder, elbow,
hand, etc.) and a 26 part model where midway points
between limbs are added (mid-upper arm, mid-lower
arm, etc.) to increase coverage. Performance increases
with denser coverage and an increased number of part

Performance vs # of parts (K) and mixtures (T)
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Fig. 7: We show the effect of model structure on pose
estimation by evaluating PCK performance on the
Parse dataset. Overall, increasing the number of parts
from 14 to 26 (by instancing parts at limb midpoints in
addition to joints) improves performance. Instancing
additional middle parts between limb midpoints and
joints (from 26 to 51) yields no clear improvement.
In all cases, increasing the number of mixtures im-
proves performance, likely due to the fact that more
orientations and foreshortening can be modeled. We
find a 26-part model with 6 mixtures provides a good
trade-off of performance vs computation.
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K = 14 parts K = 26 parts

Fig. 8: We visualize our 14 and 26 part model. In Fig.7,
we demonstrate that the additional parts in the 26-
part model significantly increase performance.

Joint, Independent, and Invariant parts (PCK)
Model Joint Indep Indep+Invar
14 parts 62.6 51.6 42.1
26 parts 67.4 51.3 33.8

TABLE 1: We evaluate various strategies for training
parts. We jointly train rotationally-variant part mod-
els, but much past work trains rotationally-invariant
part detectors. We demonstrate the latter decreases
our performance by a factor of 2, suggesting that joint
training and rotationally-variant detectors are crucial
for high performance.

types, presumably because additional orientations are
being captured.

Independently-trained parts: In Table 1, we con-
sider different strategies for training parts. Our model
jointly trains all parts and their relational constraints
with a structured SVM. We also consider a variant
of our model where part templates are trained in-
dependently with an SVM (the middle column); at
test time, we use still dynamic programming to find
full-body configurations. We see a significant drop in
performance, indicating that joint contextual training
is crucial. For example, a forearm part trained inde-
pendently will be inaccurate because many negative
examples will contain parallel lines and be “hard”
(e.g., support vectors for an SVM). However, struc-
tured SVMs (that jointly train all parts) need collect
hard negatives only from backgrounds that trigger
a full-body part configuration. This vastly reduces
the amount of background clutter that the forearm
part must compete against at train-time. We see a
larger drop for our 26-part model compared to our
14-part model. Because parts in the larger model
tend to overlap more, we posit that they need to be
trained jointly to properly calibrate the influence of
overlapping regions.

Rotationally-invariant parts: We also consider the
effect of rotationally-invariant parts in the third col-
umn of Table 1. We train independent, rotationally-

Diagnostic analysis (PCK)
Model Joint No latent Star Add rotated images
26-parts 67.4 66.8 50.2 69.1

TABLE 2: We consider the effect of other aspects of
our model, including no latent updating, the use of a
star structure versus a tree structure, and the addition
of rotated training images to increase the size of our
training set. We find that a star model definitively
hurts performance, and adding rotated copies of our
training images increases performance by a small but
noticeable amount.

invariant parts (for say, the elbow) as follows: for each
discrete rotation, we warp all elbow training patches
to that rotation and train an SVM. This means each
oriented elbow part is trained with the entire training
set, while our mixture model uses only a subset of
data belonging to that mixture. We see a large drop in
performance, suggesting that elbows (and other parts)
look different even when rotated to an appropriate
coordinate system. We posit this is due to geometric
interactions with other parts, such as partial occlu-
sions and effects from clothing. Our local mixtures
capture this geometric dependency. Most previous
approaches to pose estimation use independently-
trained, invariant parts. We find that joint training of
orientation-variant parts increases performance by a
factor of 2, from 34% to 64% PCK.

Other aspects: We consider the effect of other
aspects of our model in Table 2, including no la-
tent updating, the use of a star structure versus a
tree structure, and the addition of rotated training
images to increase the size of our training set. We
find that latent updating of mixture labels is not cru-
cial, a star model definitively hurts performance, and
adding small copies of our training data rotated by
±15◦ increases performance by a small but noticeable
amount. The latter probably holds true because the
training set on PARSE is rather small (100 images), so
artificially augmenting the training set helps some-
what.

7.4 Benchmark results

Parse: We give quantitative results for PCP in Table
3, PCK and APK in Fig.9, and show examplar images
in Fig.12. We refer the reader to the captions for a
detailed analysis, but our method outperforms all pre-
viously published results by a significant margin. It is
unclear if previous authors report a single candidate
pose per image, or multiple poses that are matched
using the code of [6]. Our analysis suggests both
of these reports are unsatisfactory, since the former
unfairly penalizes an algorithm for finding a person
in the background, while the latter unfairly favors
algorithms that report many candidate detections.
Rather, we assume we are given a tight bounding box
encompassing the central figure and compute PCP
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Fig. 8: We visualize our 14 and 26 part model. In Fig.7,
we demonstrate that the additional parts in the 26-
part model significantly increase performance.

Joint, Independent, and Invariant parts (PCK)
Model Joint Indep Indep+Invar
14 parts 62.6 51.6 42.1
26 parts 67.4 51.3 33.8

TABLE 1: We evaluate various strategies for training
parts. We jointly train rotationally-variant part mod-
els, but much past work trains rotationally-invariant
part detectors. We demonstrate the latter decreases
our performance by a factor of 2, suggesting that joint
training and rotationally-variant detectors are crucial
for high performance.

types, presumably because additional orientations are
being captured.

Independently-trained parts: In Table 1, we con-
sider different strategies for training parts. Our model
jointly trains all parts and their relational constraints
with a structured SVM. We also consider a variant
of our model where part templates are trained in-
dependently with an SVM (the middle column); at
test time, we use still dynamic programming to find
full-body configurations. We see a significant drop in
performance, indicating that joint contextual training
is crucial. For example, a forearm part trained inde-
pendently will be inaccurate because many negative
examples will contain parallel lines and be “hard”
(e.g., support vectors for an SVM). However, struc-
tured SVMs (that jointly train all parts) need collect
hard negatives only from backgrounds that trigger
a full-body part configuration. This vastly reduces
the amount of background clutter that the forearm
part must compete against at train-time. We see a
larger drop for our 26-part model compared to our
14-part model. Because parts in the larger model
tend to overlap more, we posit that they need to be
trained jointly to properly calibrate the influence of
overlapping regions.

Rotationally-invariant parts: We also consider the
effect of rotationally-invariant parts in the third col-
umn of Table 1. We train independent, rotationally-

Diagnostic analysis (PCK)
Model Joint No latent Star Add rotated images
26-parts 67.4 66.8 50.2 69.1

TABLE 2: We consider the effect of other aspects of
our model, including no latent updating, the use of a
star structure versus a tree structure, and the addition
of rotated training images to increase the size of our
training set. We find that a star model definitively
hurts performance, and adding rotated copies of our
training images increases performance by a small but
noticeable amount.

invariant parts (for say, the elbow) as follows: for each
discrete rotation, we warp all elbow training patches
to that rotation and train an SVM. This means each
oriented elbow part is trained with the entire training
set, while our mixture model uses only a subset of
data belonging to that mixture. We see a large drop in
performance, suggesting that elbows (and other parts)
look different even when rotated to an appropriate
coordinate system. We posit this is due to geometric
interactions with other parts, such as partial occlu-
sions and effects from clothing. Our local mixtures
capture this geometric dependency. Most previous
approaches to pose estimation use independently-
trained, invariant parts. We find that joint training of
orientation-variant parts increases performance by a
factor of 2, from 34% to 64% PCK.

Other aspects: We consider the effect of other
aspects of our model in Table 2, including no la-
tent updating, the use of a star structure versus a
tree structure, and the addition of rotated training
images to increase the size of our training set. We
find that latent updating of mixture labels is not cru-
cial, a star model definitively hurts performance, and
adding small copies of our training data rotated by
±15◦ increases performance by a small but noticeable
amount. The latter probably holds true because the
training set on PARSE is rather small (100 images), so
artificially augmenting the training set helps some-
what.

7.4 Benchmark results

Parse: We give quantitative results for PCP in Table
3, PCK and APK in Fig.9, and show examplar images
in Fig.12. We refer the reader to the captions for a
detailed analysis, but our method outperforms all pre-
viously published results by a significant margin. It is
unclear if previous authors report a single candidate
pose per image, or multiple poses that are matched
using the code of [6]. Our analysis suggests both
of these reports are unsatisfactory, since the former
unfairly penalizes an algorithm for finding a person
in the background, while the latter unfairly favors
algorithms that report many candidate detections.
Rather, we assume we are given a tight bounding box
encompassing the central figure and compute PCP

14 parts 26 parts

Denser parts and more local mixtures help (up to a point)
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Quantitative evaluation

On-par with or outperforms previous work while being orders of magnitude faster

All previous work use explicitly articulated models

% of correctly localized limbs

(few seconds vs few minutes)

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R [23] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS [1] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JEa [15] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH [29] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
JEb [14] 85.4 76.1 73.4 65.4 64.7 46.9 66.2
Our Model 97.6 93.2 83.9 75.1 72.0 48.3 74.9

Table 2: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP. Our
total performance of 74.9% compares favorably to the best previous result of 66.2%. We also outperform all previous results
on a per-part basis.

Subset of Buffy Testset Full Buffy Testset
Buffy Torso Head U. arms L. arms Total
TF [32] 62.3
ARS [1] 90.7 95.5 79.3 41.2 73.5
EFZ [4] 98.7 97.9 82.8 59.8 80.1
SJT [26] 100 100 91.1 65.7 85.9
STT [27] 100 96.2 95.3 63.0 85.5
Our Model 100 99.6 96.6 70.9 89.1

Torso Head U. arms L. arms Total
53.0

77.2 81.3 67.5 35.1 62.6
84.0 83.4 70.5 50.9 68.2
85.1 85.1 77.6 55.9 73.1
85.1 81.9 81.1 53.6 72.8
99.6 98.9 95.1 68.5 87.6

Table 3: The Buffy testset is distributed with a subset of windows detected by a rigid HOG upper-body detector. We compare
our results to all published work on this set on the left. We obtain the best overall PCP while being orders of magnitude
faster than the next-best approaches. Our total pipeline requires 1 second to process an image, while [26, 27] take 5 minutes.
We outperform or (nearly) tie all previous results on a per-part basis. As pointed out by [32], this subset contains little pose
variation because it is biased to be responses of rigid template. The distributed evaluation protocol also allows one to compute
performance on the full test videos by multiplying PCP values with the overall detection rate. We do this for published results
on the right table. Because our model also serves as a very accurate detector (Table 1), we obtain significantly better results
than past work when evaluated on the full testset.
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Model affine warps of templates with 
mixtures of pictorial structures

Faster run-time 
(small templates + dynamic programming)
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Articulated Human Detection with
Flexible Mixtures-of-Parts

Yi Yang, Member, IEEE, and Deva Ramanan, Member, IEEE,

Abstract—We describe a method for articulated human detection and human pose estimation in static images based on a
new representation of part models. Rather than modeling articulation using a family of warped (rotated and foreshortened)
templates, we use a mixture of small, non-oriented parts. We describe a general, flexible mixture model that jointly captures
spatial and co-occurrence relations between parts, augmenting standard pictorial structure models that encode just spatial
relations. Our models have several notable properties: (1) they efficiently model articulation by sharing computation across similar
warps (2) they efficiently model an exponentially-large set of global mixtures through composition of local mixtures and (3) they
capture the dependency of global geometry on local appearance (parts look different at different locations). When relations are
tree-structured, our models can be efficiently optimized with dynamic programming. We learn all parameters, including local
appearance, spatial relations, and co-occurrence relations (which encode local rigidity) with a structured SVM solver. Because
our model is efficient enough to be used as a detector that searches over scales and image locations, we introduce novel criteria
for evaluating pose estimation and human detection, both separately and jointly. We show that currently-used evaluation criteria
may conflate these two issues. We present experimental results on standard benchmarks that indicate our approach is the state-
of-the-art system for pose estimation, improves past work from 67% to 75% while being orders of magnitude faster. We also
present an extensive diagnostic evaluation, revealing that flexible structure and joint training are crucial for strong performance.

✦

1 INTRODUCTION

AARTICULATED pose estimation is a fundamental
task in computer vision. A working technology

would immediately impact many key vision tasks
such as image understanding and activity recogni-
tion. An influential approach is the pictorial structure
framework [1], [2] which decomposes the appearance
of objects into local part templates, together with geo-
metric constraints on pairs of parts, often visualized as
springs. When parts are parameterized by pixel loca-
tion and orientation, the resulting structure can model
articulation. This has been the dominant approach
to human pose estimation. In contrast, traditional
models for object recognition use parts parameterized
solely by location, which simplifies both inference and
learning. Such models have been shown to be very
successful for object detection [3], [4]. In this work,
we introduce a novel, unified representation for both
models that produces state-of-the-art results for the
tasks of detecting articulated people and estimating
their poses.

Representations for articulated pose: Full-body
pose estimation is difficult because of the many de-
grees of freedom to be estimated. Moreover, limbs
vary greatly in appearance due to changes in clothing
and body shape, as well as changes in viewpoint man-
ifested in in-plane rotations and foreshortening. These
difficulties complicate inference as one must typically

• Y. Yang and D. Ramanan are with the Department of Computer
Science, University of California at Irvine, Irvine, CA 92697. E-mail:
{yyang8,dramanan}@ics.uci.edu

Fig. 1: Our flexible mixture-of-parts model (middle)
differs from classic approaches (left) that model artic-
ulation by warping a single template to different ori-
entation and foreshortening states (top right). Instead,
we approximate small warps by translating patches
connected with a spring (bottom right). For large
warps, we use a different set of patches and a different
spring. Hence, our model captures the dependence
of local part appearance on geometry (i.e. elbows in
different spatial arrangements look different).

search images with a large number of warped (ro-
tated and foreshortened) templates. We address these
problems by introducing a simple representation for
modeling a family of warped templates: a mixture
of pictorial structures with small, non-oriented parts
(Fig.1).

Our approach is significantly faster than an ar-
ticulated model because we exploit dynamic pro-
gramming to share computation across similar warps
during matching. Our approach can also outperform
articulated models because we capture the effect of
global geometry on local appearance; an elbow looks
different when positioned above the head or beside
the torso. One reason for this is that elbows rotate and
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we approximate small warps by translating patches
connected with a spring (bottom right). For large
warps, we use a different set of patches and a different
spring. Hence, our model captures the dependence
of local part appearance on geometry (i.e. elbows in
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search images with a large number of warped (ro-
tated and foreshortened) templates. We address these
problems by introducing a simple representation for
modeling a family of warped templates: a mixture
of pictorial structures with small, non-oriented parts
(Fig.1).

Our approach is significantly faster than an ar-
ticulated model because we exploit dynamic pro-
gramming to share computation across similar warps
during matching. Our approach can also outperform
articulated models because we capture the effect of
global geometry on local appearance; an elbow looks
different when positioned above the head or beside
the torso. One reason for this is that elbows rotate and

≈

Thursday, July 12, 2012



What makes it work better?
9

K = 14 parts K = 26 parts

Fig. 8: We visualize our 14 and 26 part model. In Fig.7,
we demonstrate that the additional parts in the 26-
part model significantly increase performance.

Joint, Independent, and Invariant parts (PCK)
Model Joint Indep Indep+Invar
14 parts 62.6 51.6 42.1
26 parts 67.4 51.3 33.8

TABLE 1: We evaluate various strategies for training
parts. We jointly train rotationally-variant part mod-
els, but much past work trains rotationally-invariant
part detectors. We demonstrate the latter decreases
our performance by a factor of 2, suggesting that joint
training and rotationally-variant detectors are crucial
for high performance.

jointly trains all parts and their relational constraints
with a structured SVM. We also consider a variant
of our model where part templates are trained in-
dependently with an SVM (the middle column); at
test time, we use still dynamic programming to find
full-body configurations. We see a significant drop in
performance, indicating that joint contextual training
is crucial. For example, a forearm part trained inde-
pendently will be inaccurate because many negative
examples will contain parallel lines and be “hard”
(e.g., support vectors for an SVM). However, struc-
tured SVMs (that jointly train all parts) need collect
hard negatives only from backgrounds that trigger
a full-body part configuration. This vastly reduces
the amount of background clutter that the forearm
part must compete against at train-time. We see a
larger drop for our 26-part model compared to our
14-part model. Because parts in the larger model
tend to overlap more, we posit that they need to be
trained jointly to properly calibrate the influence of
overlapping regions.

Rotationally-invariant parts: We also consider the
effect of rotationally-invariant parts in the third col-
umn of Table 1. We train independent, rotationally-
invariant parts (for say, the elbow) as follows: for each
discrete rotation, we warp all elbow training patches
to that rotation and train an SVM. This means each
oriented elbow part is trained with the entire training
set, while our mixture model uses only a subset of
data belonging to that mixture. We see a large drop in

Diagnostic analysis (PCK)
Model Joint No latent Star Add rotated images
26-parts 67.4 66.8 50.2 69.1

TABLE 2: We consider the effect of other aspects of
our model, including no latent updating, the use of a
star structure versus a tree structure, and the addition
of rotated training images to increase the size of our
training set. We find that a star model definitively
hurts performance, and adding rotated copies of our
training images increases performance by a small but
noticeable amount.

performance, suggesting that elbows (and other parts)
look different even when rotated to an appropriate
coordinate system. We posit this is due to geometric
interactions with other parts, such as partial occlu-
sions and effects from clothing. Our local mixtures
capture this geometric dependency. Most previous
approaches to pose estimation use independently-
trained, invariant parts. We find that joint training of
orientation-variant parts increases performance by a
factor of 2, from 34% to 64% PCK.

Other aspects: We consider the effect of other
aspects of our model in Table 2, including no la-
tent updating, the use of a star structure versus a
tree structure, and the addition of rotated training
images to increase the size of our training set. We
find that latent updating of mixture labels is not cru-
cial, a star model definitively hurts performance, and
adding small copies of our training data rotated by
±15◦ increases performance by a small but noticeable
amount. The latter probably holds true because the
training set on PARSE is rather small (100 images), so
artificially augmenting the training set helps some-
what.

7.4 Benchmark results

Parse: We give quantitative results for PCP in Table
3, PCK and APK in Fig.9, and show examplar images
in Fig.12. We refer the reader to the captions for a
detailed analysis, but our method outperforms all pre-
viously published results by a significant margin. It is
unclear if previous authors report a single candidate
pose per image, or multiple poses that are matched
using the code of [6]. Our analysis suggests both
of these reports are unsatisfactory, since the former
unfairly penalizes an algorithm for finding a person
in the background, while the latter unfairly favors
algorithms that report many candidate detections.
Rather, we assume we are given a tight bounding
box encompassing the central figure and compute
PCP as originally defined in [6]. We reduce error
by 25% compared to previous work, which all use
explicitly articulated parts. Our diagnostic analysis
suggests our high performance is due to the fact
that our mixtures of parts are learned jointly in a
discriminative framework, and the fact that our model
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Why does joint training help?
Learned model

fw(x) = w · Φ(x)Training

• Training data consists of images with labeled bounding boxes

• Need to learn the model structure, filters and deformation costs
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.

Learned model
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• Training data consists of images with labeled bounding boxes

• Need to learn the model structure, filters and deformation costs
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We need compete only against joint configurations 
of negatives that score above margin
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Why are parts not orientation-invariant?

Illumination (world is lit from above)
Occlusions (torsos tend to be upright) 

Joint Indep Indep+Invar
67.4 51.3 33.8
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Overview

Background: part models

Articulation

3D variation

Extensions

Occlusion
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Representations for human pose

Skeleton PoseletsPatches

Smaller 
parts

Larger 
parts
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Representations for human pose

Skeleton Poselets

Smaller 
parts

Larger 
parts
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Global representations

Skeleton Poselets Exemplars Visual Phrases
Sadeghi and FahardiBourdev & Malik Malisiewicz et al

Mori & Malik
Shaknarovich & Darrell
Johnson & Everingham

Yang & Mori
Wang & Yang

Maji et al.
Ioffe & Forsyth

Felzenswalb & Huttenlocher
Johnson & Everingham

Andruikula et al.
Ferrari et al.
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Global representations

Skeleton Poselets Exemplars Visual Phrases

large composite templates better model occlusions and interactions
Insight from such global approaches (an opinion):
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How to encode complex interactions?

Person on horse
Person on 

jumping horse
Person standing 

next to horse

One may need lots of large composite templates 

Visual Phrases
Sadeghi and Fahardi, CVPR 11
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How to encode complex interactions?

One may need lots of large composite templates 

Poselets
Bourdev & Malik ICCV09
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One take: visual “phraselets”

Person on horse Person on 
jumping horse

Person standing 
next to horse

Break up visual composite into smaller 
patches and reason about appearance relations
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One take: visual “phraselets”
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Recognizing Proxemics in Personal Photos

Anonymous CVPR submission

Paper ID 1159

Abstract

Proxemics is the study of how people interact. We
present a computational formulation of visual proxemics by
attempting to label each pair of people in an image with a
subset of physically based “touch codes.” A baseline ap-
proach would be to first perform pose estimation and then
detect the touch codes based on the estimated joint loca-
tions. We found that this sequential approach does not per-
form well because pose estimation step is too unreliable for
images of interacting people, due to difficulties with occlu-
sion and limb ambiguities. Instead, we propose a direct
approach where we build an articulated model tuned for
each touch code. Each such model contains two people,
connected in an appropriate manner for the touch code in
question. We fit this model to the image and then base clas-
sification on the fitting error. Experiments show that this
approach significantly outperforms the sequential baseline
as well as other related approches.

1. Introduction
People interact in interesting ways; Figure 1 shows a few

images of two people interacting. Even a seemingly sim-

ple interaction such as two people holding hands exhibits

a large amount of variability. See Figures 1(g)-(j). An-

thropological research on understanding interpersonal be-

havior can be traced back to the pioneering works of Hall

[9, 10] and Argyle and Foss [1]. In his seminal work [9],

Hall coined the term Proxemics for this field of study.

Inspired by these anthropological papers, we present a

computational theory of proxemics. This area of research

is relatively unexplored in computer vision, often limited to

the use of video [15]. To the best of our knowledge, we

are the first to study this topic in the context of consumer

photographs. Besides the scientific motivation, proxemics

has a number of applications. Most notably, in the area of

personal photo organization we may wish to find all pho-

tographs of two specific people holding hands, hugging, etc.

Hall [9] defines interactions types as an unknown
“function” over combinations of various factors including

(a) Hand-hand (b) Shoulder-shoulder (c) Hand-shoulder

(d) Hand-elbow (e) Elbow-shoulder (f) Hand-torso

(g) (h) (i) (j)

Figure 1: People interact in a wide variety of different ways.

(a)-(f) The six specific touch codes that we study in this pa-

per. (g)-(j) An illustration of the wide variation in appear-

ance for the hand-hand proxemic. (g) Also illustrates that

multiple touch codes may appear at the same time.

postural-sex identifiers, sociofugal - sociopetal orientation,

kinesthetic factors and temporally measured touch codes.

Many of these factors are often not measurable in static

photographs, and there is no existing approach to combine

them, computationally. Hence, we took a pragmatic ap-

proach and characterized proxemics as the problem of rec-

ognizing how people physically touch each other. This en-

abled us to enumerate the types of interactions, which we

call touch codes. (In this paper, we use the terms touch

code and proxemics interchangeably.) We define touch
codes1

as the pairs of body parts (each element of the pair

comes from a different person) that are in physical contact.

1
An alternative way to formulate the problem might have been to define

proxemics classes for “hugging,” “holding a baby,” “holding hands,” etc.

We explored this option, however, found the labeling process to be far more

subjective than labeling our physically based touch codes.

1

Hand looks different due to interactions with global geometry

We’ll encode such visual differences as local part mixtures
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Learning phraselets

Given labelled training data, find clusters of 
keypoint configurations relative to each joint

Define phraselets as commonly-occuring geometric configurations
“Poselet-like clusters”
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Fig. 2. We show bike handles from PASCAL 2011 “riding bike” action clustered using

global configurations of pose and objects. Bike handles belonging to the same cluster are

all assigned the same mixture label ti as described in section 2. Our clusters naturally

encode changes in viewpoint, as well as different semantic object types; for example,

the bottom-center and bottom-right clusters encode similar viewpoints, but different
bicycle types (road bikes versus motorbikes). This is because each type induces different
human poses, captured by our clustering algorithm.

single instance of a person-object in the image. Our work differs in that we

reason about multiple person-objects and detailed part occlusions of both the

object and person. The latter allows us to better reason about occlusions arising

from interactions. Visual phrases [5] takes a “brute-force” approach to model-

ing occlusions and pose interactions by defining a global template encompassing

both the person and object. This approach may require a separate template for

each combination of constituent objects and articulated pose. We instead use

local mixtures and co-occurrence relations to reason about such interactions.

2 Phraselet clustering

We describe our approach for learning phraselets, or mixtures of local patches,

specific to a given activity such as bike riding. We assume we are given images

from an activity with keypoint labels spanning both the human body and any

interacting objects. Typical keypoint labels may include head, lt shoulder, rt
elbow, lt ankle, etc for the central figure and front wheel, rear wheel, bike handle
for the bike. More details on the parts we collect keypoint locations for are given

in Sec. 5. We assume these keypoint labels are with a visibility flag denoting if

a particular keypoint is occluded or not.

Let i ∈ {1, 2, . . .K} be the one of the K parts of the person and/or the

object specific to an activity. Let us write pin = (x, y) and oin ∈ {0, 1} for the

pixel position and visibility flag of the ith part in training image n, respectively.
We write tin ∈ {1, 2, . . .M} for a mixture or phraselet label. For the remainder of

this section, we describe a method for obtaining mixture labels. Our intuition is
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Fig. 2. We show bike handles from PASCAL 2011 “riding bike” action clustered using

global configurations of pose and objects. Bike handles belonging to the same cluster are

all assigned the same mixture label ti as described in section 2. Our clusters naturally

encode changes in viewpoint, as well as different semantic object types; for example,

the bottom-center and bottom-right clusters encode similar viewpoints, but different
bicycle types (road bikes versus motorbikes). This is because each type induces different
human poses, captured by our clustering algorithm.

single instance of a person-object in the image. Our work differs in that we

reason about multiple person-objects and detailed part occlusions of both the

object and person. The latter allows us to better reason about occlusions arising

from interactions. Visual phrases [5] takes a “brute-force” approach to model-

ing occlusions and pose interactions by defining a global template encompassing

both the person and object. This approach may require a separate template for

each combination of constituent objects and articulated pose. We instead use

local mixtures and co-occurrence relations to reason about such interactions.

2 Phraselet clustering

We describe our approach for learning phraselets, or mixtures of local patches,

specific to a given activity such as bike riding. We assume we are given images

from an activity with keypoint labels spanning both the human body and any

interacting objects. Typical keypoint labels may include head, lt shoulder, rt
elbow, lt ankle, etc for the central figure and front wheel, rear wheel, bike handle
for the bike. More details on the parts we collect keypoint locations for are given

in Sec. 5. We assume these keypoint labels are with a visibility flag denoting if

a particular keypoint is occluded or not.

Let i ∈ {1, 2, . . .K} be the one of the K parts of the person and/or the

object specific to an activity. Let us write pin = (x, y) and oin ∈ {0, 1} for the

pixel position and visibility flag of the ith part in training image n, respectively.
We write tin ∈ {1, 2, . . .M} for a mixture or phraselet label. For the remainder of

this section, we describe a method for obtaining mixture labels. Our intuition is
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Fig. 2. We show bike handles from PASCAL 2011 “riding bike” action clustered using

global configurations of pose and objects. Bike handles belonging to the same cluster are

all assigned the same mixture label ti as described in section 2. Our clusters naturally

encode changes in viewpoint, as well as different semantic object types; for example,

the bottom-center and bottom-right clusters encode similar viewpoints, but different
bicycle types (road bikes versus motorbikes). This is because each type induces different
human poses, captured by our clustering algorithm.

single instance of a person-object in the image. Our work differs in that we

reason about multiple person-objects and detailed part occlusions of both the

object and person. The latter allows us to better reason about occlusions arising

from interactions. Visual phrases [5] takes a “brute-force” approach to model-

ing occlusions and pose interactions by defining a global template encompassing

both the person and object. This approach may require a separate template for

each combination of constituent objects and articulated pose. We instead use

local mixtures and co-occurrence relations to reason about such interactions.

2 Phraselet clustering

We describe our approach for learning phraselets, or mixtures of local patches,

specific to a given activity such as bike riding. We assume we are given images

from an activity with keypoint labels spanning both the human body and any

interacting objects. Typical keypoint labels may include head, lt shoulder, rt
elbow, lt ankle, etc for the central figure and front wheel, rear wheel, bike handle
for the bike. More details on the parts we collect keypoint locations for are given

in Sec. 5. We assume these keypoint labels are with a visibility flag denoting if

a particular keypoint is occluded or not.

Let i ∈ {1, 2, . . .K} be the one of the K parts of the person and/or the

object specific to an activity. Let us write pin = (x, y) and oin ∈ {0, 1} for the

pixel position and visibility flag of the ith part in training image n, respectively.
We write tin ∈ {1, 2, . . .M} for a mixture or phraselet label. For the remainder of

this section, we describe a method for obtaining mixture labels. Our intuition is
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Fig. 2. We show bike handles from PASCAL 2011 “riding bike” action clustered using

global configurations of pose and objects. Bike handles belonging to the same cluster are

all assigned the same mixture label ti as described in section 2. Our clusters naturally

encode changes in viewpoint, as well as different semantic object types; for example,

the bottom-center and bottom-right clusters encode similar viewpoints, but different
bicycle types (road bikes versus motorbikes). This is because each type induces different
human poses, captured by our clustering algorithm.

single instance of a person-object in the image. Our work differs in that we

reason about multiple person-objects and detailed part occlusions of both the

object and person. The latter allows us to better reason about occlusions arising

from interactions. Visual phrases [5] takes a “brute-force” approach to model-

ing occlusions and pose interactions by defining a global template encompassing

both the person and object. This approach may require a separate template for

each combination of constituent objects and articulated pose. We instead use

local mixtures and co-occurrence relations to reason about such interactions.

2 Phraselet clustering

We describe our approach for learning phraselets, or mixtures of local patches,

specific to a given activity such as bike riding. We assume we are given images

from an activity with keypoint labels spanning both the human body and any

interacting objects. Typical keypoint labels may include head, lt shoulder, rt
elbow, lt ankle, etc for the central figure and front wheel, rear wheel, bike handle
for the bike. More details on the parts we collect keypoint locations for are given

in Sec. 5. We assume these keypoint labels are with a visibility flag denoting if

a particular keypoint is occluded or not.

Let i ∈ {1, 2, . . .K} be the one of the K parts of the person and/or the

object specific to an activity. Let us write pin = (x, y) and oin ∈ {0, 1} for the

pixel position and visibility flag of the ith part in training image n, respectively.
We write tin ∈ {1, 2, . . .M} for a mixture or phraselet label. For the remainder of

this section, we describe a method for obtaining mixture labels. Our intuition is
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(a) Visible elbow phraselets (b) Occluded elbow phraselets

Fig. 3. We show left-elbow phraselets learned from the Running action class in PAS-

CAL VOC 2011. Our occluded clusters capture changes in the appearance of elbows

resulting arising from viewpoint and occlusion.

that global changes in configuration of the human body and nearby object will
produce local changes in appearance of a part i, and hence should be captured
by ti. For example, the local appearance of the hand will be affected by the
orientation and type of bicycle (e.g., different bicycles can have different types
of handlebars). We construct a feature vector associated with each part in each
image, and cluster these vectors to derive mixture labels. To make the clustering
scale invariant, we estimate a scale for each part in each image

sin = scalei ∗ headlengthn

where scalei is the canonical scale of a part measured in human headlengths,
and headlenthn is the length of the head in image n. For example, we use scalei
= 1 for body parts and scalei = 2 for bicycle wheels. We now write the feature
vector for part i in image n as:

Ψ(xi
n) =

�
Dist Visible

�T
(1)

where Dist = {wjdij}, Visible = {wjo
j
n}, for j = 1..K

and wj = e−Ti||dij ||2 , dij =
(pjn − pin)

sin

Dist is a vector of weighted relative part distances, normalized for the scale of
part i in image n. Distances and the visibility flags are guassian-weighted so that
closer parts have a larger influence in the global descriptor. We found it useful
to vary the variance of the gaussian (given by Ti) across each part, but use a
fixed set across all activities. For a given part i, we run K means on all such
features extracted from a training set of images.

Occlusion: Many parts are not visible in certain images. Such part instances
may pollute a cluster if both visible and occluded parts are clustered together.
Because we believe that occlusions will generate large changes in appearance,
we simply separate Ψ(xi

n) vectors into two sets, where part i is occluded or not,
and separately run K means for each set. We generate K = 6 visible clusters
and K = 4 occluded clusters for each part. We show examples of visible clusters
in Fig.2. In Fig.3, we compare visible and occluded clusters for the left elbow
across images of people Running. More examples of the output of our clustering
algorithm are shown in the supplementary material.
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(a) Visible elbow phraselets (b) Occluded elbow phraselets

Fig. 3. We show left-elbow phraselets learned from the Running action class in PAS-

CAL VOC 2011. Our occluded clusters capture changes in the appearance of elbows

resulting arising from viewpoint and occlusion.

that global changes in configuration of the human body and nearby object will
produce local changes in appearance of a part i, and hence should be captured
by ti. For example, the local appearance of the hand will be affected by the
orientation and type of bicycle (e.g., different bicycles can have different types
of handlebars). We construct a feature vector associated with each part in each
image, and cluster these vectors to derive mixture labels. To make the clustering
scale invariant, we estimate a scale for each part in each image

sin = scalei ∗ headlengthn

where scalei is the canonical scale of a part measured in human headlengths,
and headlenthn is the length of the head in image n. For example, we use scalei
= 1 for body parts and scalei = 2 for bicycle wheels. We now write the feature
vector for part i in image n as:

Ψ(xi
n) =

�
Dist Visible

�T
(1)

where Dist = {wjdij}, Visible = {wjo
j
n}, for j = 1..K

and wj = e−Ti||dij ||2 , dij =
(pjn − pin)

sin

Dist is a vector of weighted relative part distances, normalized for the scale of
part i in image n. Distances and the visibility flags are guassian-weighted so that
closer parts have a larger influence in the global descriptor. We found it useful
to vary the variance of the gaussian (given by Ti) across each part, but use a
fixed set across all activities. For a given part i, we run K means on all such
features extracted from a training set of images.

Occlusion: Many parts are not visible in certain images. Such part instances
may pollute a cluster if both visible and occluded parts are clustered together.
Because we believe that occlusions will generate large changes in appearance,
we simply separate Ψ(xi

n) vectors into two sets, where part i is occluded or not,
and separately run K means for each set. We generate K = 6 visible clusters
and K = 4 occluded clusters for each part. We show examples of visible clusters
in Fig.2. In Fig.3, we compare visible and occluded clusters for the left elbow
across images of people Running. More examples of the output of our clustering
algorithm are shown in the supplementary material.
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Local mixtures of phraseletsTemplate

June 14, 2011

S(x, p, t) =
�

i

wti
i · φ(x, pi) +

�

ij∈E

w
ti,tj
ij · ψ(pi, pj) + S(t) (1)

pi = (xi, yi)

ti ∈ {1, . . . , T}

1

Relational model encodes that one (but not both) the 
left & right leg is occluded when they are nearby
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.

135

136

137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

153

154

155

156

157

158

159

160

161

162

163

164

165

166

167

168

169

170

171

172

173

174

175

176

177

178

179

135

136

137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

153

154

155

156

157

158

159

160

161

162

163

164

165

166

167

168

169

170

171

172

173

174

175

176

177

178

179

ECCV
#866

ECCV
#866

4 ECCV-12 submission ID 866

Fig. 2. We show bike handles from PASCAL 2011 “riding bike” action clustered using

global configurations of pose and objects. Bike handles belonging to the same cluster are

all assigned the same mixture label ti as described in section 2. Our clusters naturally

encode changes in viewpoint, as well as different semantic object types; for example,

the bottom-center and bottom-right clusters encode similar viewpoints, but different
bicycle types (road bikes versus motorbikes). This is because each type induces different
human poses, captured by our clustering algorithm.

single instance of a person-object in the image. Our work differs in that we

reason about multiple person-objects and detailed part occlusions of both the

object and person. The latter allows us to better reason about occlusions arising

from interactions. Visual phrases [5] takes a “brute-force” approach to model-

ing occlusions and pose interactions by defining a global template encompassing

both the person and object. This approach may require a separate template for

each combination of constituent objects and articulated pose. We instead use

local mixtures and co-occurrence relations to reason about such interactions.

2 Phraselet clustering

We describe our approach for learning phraselets, or mixtures of local patches,

specific to a given activity such as bike riding. We assume we are given images

from an activity with keypoint labels spanning both the human body and any

interacting objects. Typical keypoint labels may include head, lt shoulder, rt
elbow, lt ankle, etc for the central figure and front wheel, rear wheel, bike handle
for the bike. More details on the parts we collect keypoint locations for are given

in Sec. 5. We assume these keypoint labels are with a visibility flag denoting if

a particular keypoint is occluded or not.

Let i ∈ {1, 2, . . .K} be the one of the K parts of the person and/or the

object specific to an activity. Let us write pin = (x, y) and oin ∈ {0, 1} for the

pixel position and visibility flag of the ith part in training image n, respectively.
We write tin ∈ {1, 2, . . .M} for a mixture or phraselet label. For the remainder of

this section, we describe a method for obtaining mixture labels. Our intuition is
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Fig. 2. We show bike handles from PASCAL 2011 “riding bike” action clustered using

global configurations of pose and objects. Bike handles belonging to the same cluster are

all assigned the same mixture label ti as described in section 2. Our clusters naturally

encode changes in viewpoint, as well as different semantic object types; for example,

the bottom-center and bottom-right clusters encode similar viewpoints, but different
bicycle types (road bikes versus motorbikes). This is because each type induces different
human poses, captured by our clustering algorithm.

single instance of a person-object in the image. Our work differs in that we

reason about multiple person-objects and detailed part occlusions of both the

object and person. The latter allows us to better reason about occlusions arising

from interactions. Visual phrases [5] takes a “brute-force” approach to model-

ing occlusions and pose interactions by defining a global template encompassing

both the person and object. This approach may require a separate template for

each combination of constituent objects and articulated pose. We instead use

local mixtures and co-occurrence relations to reason about such interactions.

2 Phraselet clustering

We describe our approach for learning phraselets, or mixtures of local patches,

specific to a given activity such as bike riding. We assume we are given images

from an activity with keypoint labels spanning both the human body and any

interacting objects. Typical keypoint labels may include head, lt shoulder, rt
elbow, lt ankle, etc for the central figure and front wheel, rear wheel, bike handle
for the bike. More details on the parts we collect keypoint locations for are given

in Sec. 5. We assume these keypoint labels are with a visibility flag denoting if

a particular keypoint is occluded or not.

Let i ∈ {1, 2, . . .K} be the one of the K parts of the person and/or the

object specific to an activity. Let us write pin = (x, y) and oin ∈ {0, 1} for the

pixel position and visibility flag of the ith part in training image n, respectively.
We write tin ∈ {1, 2, . . .M} for a mixture or phraselet label. For the remainder of

this section, we describe a method for obtaining mixture labels. Our intuition is
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Fig. 2. We show bike handles from PASCAL 2011 “riding bike” action clustered using

global configurations of pose and objects. Bike handles belonging to the same cluster are

all assigned the same mixture label ti as described in section 2. Our clusters naturally

encode changes in viewpoint, as well as different semantic object types; for example,

the bottom-center and bottom-right clusters encode similar viewpoints, but different
bicycle types (road bikes versus motorbikes). This is because each type induces different
human poses, captured by our clustering algorithm.

single instance of a person-object in the image. Our work differs in that we

reason about multiple person-objects and detailed part occlusions of both the

object and person. The latter allows us to better reason about occlusions arising

from interactions. Visual phrases [5] takes a “brute-force” approach to model-

ing occlusions and pose interactions by defining a global template encompassing

both the person and object. This approach may require a separate template for

each combination of constituent objects and articulated pose. We instead use

local mixtures and co-occurrence relations to reason about such interactions.

2 Phraselet clustering

We describe our approach for learning phraselets, or mixtures of local patches,

specific to a given activity such as bike riding. We assume we are given images

from an activity with keypoint labels spanning both the human body and any

interacting objects. Typical keypoint labels may include head, lt shoulder, rt
elbow, lt ankle, etc for the central figure and front wheel, rear wheel, bike handle
for the bike. More details on the parts we collect keypoint locations for are given

in Sec. 5. We assume these keypoint labels are with a visibility flag denoting if

a particular keypoint is occluded or not.

Let i ∈ {1, 2, . . .K} be the one of the K parts of the person and/or the

object specific to an activity. Let us write pin = (x, y) and oin ∈ {0, 1} for the

pixel position and visibility flag of the ith part in training image n, respectively.
We write tin ∈ {1, 2, . . .M} for a mixture or phraselet label. For the remainder of

this section, we describe a method for obtaining mixture labels. Our intuition is
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Fig. 2. We show bike handles from PASCAL 2011 “riding bike” action clustered using

global configurations of pose and objects. Bike handles belonging to the same cluster are

all assigned the same mixture label ti as described in section 2. Our clusters naturally

encode changes in viewpoint, as well as different semantic object types; for example,

the bottom-center and bottom-right clusters encode similar viewpoints, but different
bicycle types (road bikes versus motorbikes). This is because each type induces different
human poses, captured by our clustering algorithm.

single instance of a person-object in the image. Our work differs in that we

reason about multiple person-objects and detailed part occlusions of both the

object and person. The latter allows us to better reason about occlusions arising

from interactions. Visual phrases [5] takes a “brute-force” approach to model-

ing occlusions and pose interactions by defining a global template encompassing

both the person and object. This approach may require a separate template for

each combination of constituent objects and articulated pose. We instead use

local mixtures and co-occurrence relations to reason about such interactions.

2 Phraselet clustering

We describe our approach for learning phraselets, or mixtures of local patches,

specific to a given activity such as bike riding. We assume we are given images

from an activity with keypoint labels spanning both the human body and any

interacting objects. Typical keypoint labels may include head, lt shoulder, rt
elbow, lt ankle, etc for the central figure and front wheel, rear wheel, bike handle
for the bike. More details on the parts we collect keypoint locations for are given

in Sec. 5. We assume these keypoint labels are with a visibility flag denoting if

a particular keypoint is occluded or not.

Let i ∈ {1, 2, . . .K} be the one of the K parts of the person and/or the

object specific to an activity. Let us write pin = (x, y) and oin ∈ {0, 1} for the

pixel position and visibility flag of the ith part in training image n, respectively.
We write tin ∈ {1, 2, . . .M} for a mixture or phraselet label. For the remainder of

this section, we describe a method for obtaining mixture labels. Our intuition is
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Fig. 1. Our model detects multiple people-object interactions, action class labels, hu-

man and object pose, and occlusion flag. The above result on a test image was obtained

without any manual annotation of human bounding boxes. White edges connect human

body parts. Light-blue edges connect object parts to each other and to the human. We

define a single compositional model for each action class (in this case, horseriding) that

is able to capture large changes in articulation, viewpoint and occlusions. We denote

occluded parts by an open circle. For example, our model correctly predicts that a

different leg of each rider is occluded behind his horse.

Articulated skeletons are the classic representation for capturing human

body pose, dating back to the generalized cylinders of Marr and Binford [1,

2]. Such representations have dominated contemporary approaches for human

pose estimation, popularized through 2D pictorial structure models that allow

for efficient inference given tree-structured spatial relations [3]. We specifically

follow the flexible mixtures of parts (FMP) framework of [4], which augments

a standard pictorial structure with local part mixtures. While such methods

are flexible enough to capture large variations in appearance due to pose, they

still fail to accurately capture self-occlusions of limbs and occlusions due to

interacting objects.

Visual phrases implicitly model occlusions and interactions through the use

of a “composite” template that spans both a person and an interacting object [5].

Traditional approaches use separate templates for a person and object; here, it

may be difficult to model geometric and appearance constraints that arise from

their interaction, such as the characteristic pose of a person riding a horse, or the

fact that the legs of such a person maybe occluded. A single, global composite

addresses this issue, but one may need a large number of composites to capture

all such person-horse interactions.

Poselets partially address the exponential growth of composite templates

by learning visual composites at the local part level [6]. Rather then learning

separate templates for the arm and torso, one can learn a torso-arm composite

that implicitly captures their interaction and occlusions. By composing together

different poselets, one can generate a large number of global composites. While

such models are successful at detection, it is not clear if they can be used for

detailed spatial reasoning, such as pose estimation. One reason for this is that

such methods lack a relational model that forces an anatomically-consistent ar-

rangement of poselets to fire in a given detection.

Report back human+object part locations and mixture label

occluded
 mixture

Desai and Ramanan ECCV 12
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Fig. 5. We show detection results obtained without any manual annotation. We follow

the notational conventions of Fig. 1, including open circles to denote occluded parts.

Note that our compositional models are able to capture large changes in viewpoint and

articulation that are present even within a single action class.
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Fig. 5. We show detection results obtained without any manual annotation. We follow

the notational conventions of Fig. 1, including open circles to denote occluded parts.

Note that our compositional models are able to capture large changes in viewpoint and

articulation that are present even within a single action class.
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Blue line: DPM trained on person+object (visual phrase)

Detecting person-object interactions
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Fig. 7. Detection results on 2011 PASCAL-val set. Certain action classes, such as

TakingPhoto and Phoning, are hard to detect because the characteristic object is small

and hard to see.

5.2 Action classification

We compare our model against 2 other baselines apart from (VP/DPM): (FMP)

is the flexible articulated model of [2] applied to the joint person-object compos-

ite. [Chaitanya: FMP+occ is obtained as follows: The FMP model estimates local

mixtures by clustering the relative position of a part i wrt its parent j. FMP+occ

also does this, but partitions the set of training data into visible/occluded in-

stances of part i, and separately clusters each. This allows the FMP model to

report visibility states, analogous to our own model. ] To allow comparison to

past work, we evaluate results following the protocol of PASCAL, assuming hu-

man bounding-boxes are given at test-time. We score each bounding box with

the highest-scoring overlapping pose of each action model. For the (VP) baseline,

we also give it access to a bounding box around the person-object composite.

We present results on the 2011-val in Table 1. Our model outperforms state-of-

the-art baselines, including DPM/VP on 7/8 actions. We also report numbers

on 2010 test data using PASCAL’s evaluation server, shown in table 2 and

compare to reported performance of [13]. We outperform Poselets in 4/7 action

categories, even though their method is trained using a large external dataset

and includes additional post-processing steps (such as contextual re-scoring).

5.3 Person-object pose estimation

Qualitative results of our pose-estimation are shown in Fig 5. In general, our

model rather accurately estimates parts of both the person and the object. No-

tably, our model also returns occlusion labels for each part (given by its estimated

mixture label). We quantitatively evaluate both aspects of pose estimation be-

low.
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Fig. 7. Detection results on 2011 PASCAL-val set. Certain action classes, such as

TakingPhoto and Phoning, are hard to detect because the characteristic object is small

and hard to see.

5.2 Action classification

We compare our model against 2 other baselines apart from (VP/DPM): (FMP)

is the flexible articulated model of [2] applied to the joint person-object compos-

ite. [Chaitanya: FMP+occ is obtained as follows: The FMP model estimates local

mixtures by clustering the relative position of a part i wrt its parent j. FMP+occ

also does this, but partitions the set of training data into visible/occluded in-

stances of part i, and separately clusters each. This allows the FMP model to

report visibility states, analogous to our own model. ] To allow comparison to

past work, we evaluate results following the protocol of PASCAL, assuming hu-

man bounding-boxes are given at test-time. We score each bounding box with

the highest-scoring overlapping pose of each action model. For the (VP) baseline,

we also give it access to a bounding box around the person-object composite.

We present results on the 2011-val in Table 1. Our model outperforms state-of-

the-art baselines, including DPM/VP on 7/8 actions. We also report numbers

on 2010 test data using PASCAL’s evaluation server, shown in table 2 and

compare to reported performance of [13]. We outperform Poselets in 4/7 action

categories, even though their method is trained using a large external dataset

and includes additional post-processing steps (such as contextual re-scoring).

5.3 Person-object pose estimation

Qualitative results of our pose-estimation are shown in Fig 5. In general, our

model rather accurately estimates parts of both the person and the object. No-

tably, our model also returns occlusion labels for each part (given by its estimated

mixture label). We quantitatively evaluate both aspects of pose estimation be-

low.

Red line: Our compositional phraselet model
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Fig. 6. 2 of the top 5 false +ves for each action. Red boxes are ground truth person-

object composites based on PASCAL’s annotation for the person. Using the predicted

part localizations, we regress a box (blue) to compare against groundtruth. Many of the

mistakes happen when the part localizations are incorrect and/or the regressed boxes

don’t suficirntly overlap the ground truth. Part of the false +ves come from detecting

people performing actions different from the groundtruth (hence the absence of a red

box). This is seen in the false +ves for Running and UsingComputer. In some cases

our model gets incorrectly penalized becasue PASCAL’s annotation on an image is

not dense enough to account for the person-object of interest. For instance, in the left

Walking image, the person walking in the background is not part of the annotation,

nor is one of the bikers in the right RidingBike image.

locations of the person and the object for each person-object detection. Mistakes
are shown in Fig. 6

We quantitatively evaluate our models using PASCAL’s standard criteria of
average precision (AP). We define ground-truth composite bounding-boxes by
placing a tight bounding box around part annotations spanning the person and
the object. We compare our models against a visual phrase (VP) baseline [3],
trained for each action class. For those action classes without objects, this is
equivalent to a standard DPM [6]. In both cases, we use defaults of 4 global
mixtures and 6 parts per mixture. From Fig.7, we see that our model outperforms
these state-of-the-art baselines by a significant margin. Certain action classes,
such as TakingPhoto and Phoning, are hard to detect because the characteristic
object is small and hard to see.
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Fig. 6. 2 of the top 5 false +ves for each action. Red boxes are ground truth person-

object composites based on PASCAL’s annotation for the person. Using the predicted

part localizations, we regress a box (blue) to compare against groundtruth. Many of the

mistakes happen when the part localizations are incorrect and/or the regressed boxes

don’t suficirntly overlap the ground truth. Part of the false +ves come from detecting

people performing actions different from the groundtruth (hence the absence of a red

box). This is seen in the false +ves for Running and UsingComputer. In some cases

our model gets incorrectly penalized becasue PASCAL’s annotation on an image is

not dense enough to account for the person-object of interest. For instance, in the left

Walking image, the person walking in the background is not part of the annotation,

nor is one of the bikers in the right RidingBike image.

locations of the person and the object for each person-object detection. Mistakes
are shown in Fig. 6

We quantitatively evaluate our models using PASCAL’s standard criteria of
average precision (AP). We define ground-truth composite bounding-boxes by
placing a tight bounding box around part annotations spanning the person and
the object. We compare our models against a visual phrase (VP) baseline [3],
trained for each action class. For those action classes without objects, this is
equivalent to a standard DPM [6]. In both cases, we use defaults of 4 global
mixtures and 6 parts per mixture. From Fig.7, we see that our model outperforms
these state-of-the-art baselines by a significant margin. Certain action classes,
such as TakingPhoto and Phoning, are hard to detect because the characteristic
object is small and hard to see.

Using computer Taking photo

(penalized detections)
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Action classification
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Action classification on PASCAL 2011-val set

Run. R. Bike R. horse Phoning TakingPhoto UsingComp. Walk. Jump.

Us 69 81.7 90.3 32.9 24.3 45 40.3 49.6

FMP + occ 64.3 69.4 87.6 27.6 17.3 32.5 30.0 42.6

FMP 62.5 66.9 84.7 21.3 11.7 30.5 29.02 44.2

DPM/VP 63.2 66.4 79.7 21.2 12.1 43.5 32.1 28.8

Table 1. Class-specific AP results. In general our model strongly outperforms our base-

lines except for UsingComp. We suspect that this category exhibits less pose variation,

and so is well-modelled by a global template.

Action classification on PASCAL 2010-test set

Run. R. Bike R. horse Phoning TakingPhoto UsingComp. Walk.

Us 81.6 82.6 84.7 52.6 25.3 54.9 56.4

Poselets 83.1 79.9 87.6 45.9 26.2 44.9 66.6
Table 2. AP across various models on the PASCAL 2010 set. Our model does better

than Poselets on 4/7 actions, even though the later is trained with a large external

dataset and uses various post-processing steps for contextual res-coring.

Occlusion-aware pose evaluation: Standard benchmarks for pose estima-
tion require an algorithm to report back the location of all parts, including those
that may be occluded. See for example, the now-standard criteria of probability
of a correct pose (PCP) [20]. We argue that a proper benchmark should only
score visible parts. This is particularly relevant for human-object interactions be-
cause occlusions are rather common. We introduce a novel scheme for evaluating
models and ground-truth poses that return a variable number of parts. Let ng be
the number of visible parts in the ground truth pose, and nh be the number of
visible parts in the hypothesized pose. Let k be the number of correctly match-
ing parts across the two that are in correspondence and sufficiently overlap. We
evaluate this pose using the fraction of correct parts k

.5(ng+nh)
. One can show

this is equivalent to the F1 score, or harmonic mean of precision (the fraction
of predicted parts that correctly match) and recall (the fraction of ground-truth
parts that are correctly matched).

Results under our F1 score are shown in Table 3. This evaluation penal-
izes algorithms for predicting an occluded part as visible; hence, it somewhat
combines pose estimation with aspect estimation. Under this setting, our model
outperforms all variants. The base FMP algorithm, like most algorithms for ar-
ticulated pose estimation, reports a fixed set of parts. One may argue that it
is artificially penalized under our F1 score. However, FMP+occ is capable of
predicting a visibility label per part, by construction, just as our model. We see
that this model performs significantly better than FMP, but is still considerably
lower than our final model.

We also score PCP in Table 4, which requires an algorithm to report locations
of all parts, regardless of their visibility. Our algorithm still outperforms the 2
baselines. This suggests our model accurately predicts the locations of even oc-
cluded parts. Interestingly, we still see a substantial improvement in performance
from FMP to FMP+occ for most actions. In retrospect, this may seem obvious.

For action classification (given known 
bounding box), method near state-of-art
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Fig. 5. We show detection results obtained without any manual annotation. We follow
the notational conventions of Fig. 1, including open circles to denote occluded parts.
[Chaitanya: Each row shows the N best detections for a single action model (denoted by
the row’s label).] Note that our compositional models are able to capture large changes
in viewpoint and articulation that are present even within a single action class.
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Fig. 5. We show detection results obtained without any manual annotation. We follow
the notational conventions of Fig. 1, including open circles to denote occluded parts.
[Chaitanya: Each row shows the N best detections for a single action model (denoted by
the row’s label).] Note that our compositional models are able to capture large changes
in viewpoint and articulation that are present even within a single action class.
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(a) Hand-Hand (b) Shoulder-Shoulder (c) Hand-Shoulder (d) Hand-Elbow (e) Elbow-Shoulder (f) Hand-Torso

Figure 5: Illustration of the tree-structure of our proxemic-specific model in Equation (4). It is not important to consider the
legs and other arms/torso parts to predict the proxemics. We crop out those regions out and build a chain connecting from
one person’s head to the other person’s head through the touching body parts.

Proxemic-Dependant Geometry: The pose of a person
depends on the proxemic; a person with a hand on
a shoulder is posed different than a person holding
hands. Hence it is natural to make the spring defor-
mation parameters βp

ij and the set of edges Ep depend
on the proxemic interaction p.

Proxemic-Dependant Appearance: One crucial aspect of
interactions is occlusion. Consider the hand-shoulder
interaction in Figure 5(c); the arm of the hugging per-
son is almost always occluded. One option is to drop
occluded parts from the proxemic-specific graph Vp,
however this would break the graph into two disjoint
components, eliminating any geometric constraint be-
tween the two people. Another solution is to keep oc-
cluded parts in Vp, but force their associated appear-
ance template βp

i to be zero, ensuring that no image
evidence is scored. We take the view that one can
simply define a proxemic-dependant appearance which
may or may not be zero (depending upon what param-
eters from learned from training data). Figure 5(c) sug-
gests that we learn templates that looks for characteris-
tic gradient features associated with partially occluded
arms.

3.2.1 Proxemic Sub-Categories

Even a single proxemic category can be visually quite var-
ied. One cause of this variation is the complexity arising
from left/right ambiguities. For example, consider two peo-
ple standing next to one another engaged in a hand-hand in-
teraction. They look very different if the touching hands are
facing each other, or on opposite sides of the body. See Fig-
ure 6 for an illustration. To resolve such issues we create a
number of sub-categories for each proxemic class, obtained
by considering all appropriate left/right permutations.

In particular, we augment the proxemic label with a mix-

(a) Left left (b) Left right (c) Right left (d) Right right

Figure 6: As each person has two arms, we use four sub-
models to capture the different hand-hand appearances.

ture component, replacing p with p� = (p,m) in Equa-
tion (4), where m ∈ {1 . . . 4}. Given an image I , the fi-
nal score associated with a particular proxemic label p is a
maximum score over all poses L and mixtures m associated
with that proxemic:

S(I, p) = max
m

�
max
L

S(I, L, p,m)
�

(5)

where the inner maximization is performed with dynamic
programming, and the outer maximization is performed
with a discrete search over the 4 mixture models. For hand-
touch-torso and shoulder-touch-shoulder models, we only
use 2 mixtures because the torso does not contain a left/right
variant, and left-left (or right-right) shoulder touches are un-
common.

3.2.2 Learning

We assume a supervised learning paradigm, where we are
given image of pairs of people with ground-truth part la-
bels, proxemic labels, and proxemic sub-category labels
{In, Ln, pn,mn}. We define a structured prediction ob-
jective function similar to the one proposed in [21]. We
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(a) Hand-Hand (b) Shoulder-Shoulder (c) Hand-Shoulder (d) Hand-Elbow (e) Elbow-Shoulder (f) Hand-Torso

Figure 5: Illustration of the tree-structure of our proxemic-specific model in Equation (4). It is not important to consider the
legs and other arms/torso parts to predict the proxemics. We crop out those regions out and build a chain connecting from
one person’s head to the other person’s head through the touching body parts.

Proxemic-Dependant Geometry: The pose of a person
depends on the proxemic; a person with a hand on
a shoulder is posed different than a person holding
hands. Hence it is natural to make the spring defor-
mation parameters βp

ij and the set of edges Ep depend
on the proxemic interaction p.

Proxemic-Dependant Appearance: One crucial aspect of
interactions is occlusion. Consider the hand-shoulder
interaction in Figure 5(c); the arm of the hugging per-
son is almost always occluded. One option is to drop
occluded parts from the proxemic-specific graph Vp,
however this would break the graph into two disjoint
components, eliminating any geometric constraint be-
tween the two people. Another solution is to keep oc-
cluded parts in Vp, but force their associated appear-
ance template βp

i to be zero, ensuring that no image
evidence is scored. We take the view that one can
simply define a proxemic-dependant appearance which
may or may not be zero (depending upon what param-
eters from learned from training data). Figure 5(c) sug-
gests that we learn templates that looks for characteris-
tic gradient features associated with partially occluded
arms.

3.2.1 Proxemic Sub-Categories

Even a single proxemic category can be visually quite var-
ied. One cause of this variation is the complexity arising
from left/right ambiguities. For example, consider two peo-
ple standing next to one another engaged in a hand-hand in-
teraction. They look very different if the touching hands are
facing each other, or on opposite sides of the body. See Fig-
ure 6 for an illustration. To resolve such issues we create a
number of sub-categories for each proxemic class, obtained
by considering all appropriate left/right permutations.

In particular, we augment the proxemic label with a mix-
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Figure 6: As each person has two arms, we use four sub-
models to capture the different hand-hand appearances.

ture component, replacing p with p� = (p,m) in Equa-
tion (4), where m ∈ {1 . . . 4}. Given an image I , the fi-
nal score associated with a particular proxemic label p is a
maximum score over all poses L and mixtures m associated
with that proxemic:

S(I, p) = max
m

�
max
L

S(I, L, p,m)
�

(5)

where the inner maximization is performed with dynamic
programming, and the outer maximization is performed
with a discrete search over the 4 mixture models. For hand-
touch-torso and shoulder-touch-shoulder models, we only
use 2 mixtures because the torso does not contain a left/right
variant, and left-left (or right-right) shoulder touches are un-
common.

3.2.2 Learning

We assume a supervised learning paradigm, where we are
given image of pairs of people with ground-truth part la-
bels, proxemic labels, and proxemic sub-category labels
{In, Ln, pn,mn}. We define a structured prediction ob-
jective function similar to the one proposed in [21]. We

5

Person-person composites

Thursday, July 12, 2012



Proxemic analysis
 Edward Hall  “A system for the notation of proxemic behavior” 

American Anthropologist 1963

HALL] Notation of Proxemic Behavior 

8 

0? H k ? t. 
3 2 E 5 F 

6 7 1 8 t 

FIG. 1. SFP axis notation code. 

Which components of the SFP axis are favored and for what transactions, is 
largely culturally determined. These components are also linked with the social 
setting and the age, status, and sex of the two parties. On the basis of continu- 
ous observation over the past three years, it is possible to offer some generaliza- 
tions concerning the principal structure points of the American system. In 
interpreting these generalizations the reader should keep in mind that, like 
other communications, proxemic communications are always read in context 
and have no meaning independent of context. 

0, 1, 2, 4 and 8 are most frequently observed. 0 is for direct communications 
where the intent of one or both of the participants is to reach the other with 
maximum intensity. 

2 is more casual and less involved. A subject of common interest is often 
discussed using this axis. The subjects may shift to 0 or 4, depending on how 
involved or uninvolved they become. 

4-the shoulder-to-shoulder axis-is one in which two people are normally 
watching and/or discussing something outside themselves, such as an athletic 
event or the girls going by on a Saturday afternoon, without necessarily being 
involved with each other. This is the axis for very informal, transitory com- 
munications. 

Position 6 is used as a means of disengaging oneself. It is not quite, but al- 
most as, sociofugal as 8. 

The Kinesthetic Factors 
One of the most basic forms of relating in space, one which is deeply im- 

bedded in man's philogenetic past, is the potential to strike, hold, caress, or 
groom. In threatening situations among animals, enemies and potential ene- 
mies are not permitted within striking distance (Hediger 1955). 

This applies in intra-species as well as interpersonal relations. A cowboy 
walking around a horse illustrates this principle; he uses three different dis- 
tances. With a strange horse he follows an arc just outside the radius of the 
horse's hoofs when kicking. With familiar horses-those not known to be dan- 

1009 

Relative body orientation

Notation of Proxemic Behavior 

slots (8X8). Because such a matrix is nothing more than a mechanical way of 
insuring that all possible combinations have been accounted for, there is con- 
siderable duplication (13 and 31 for example). From these 64 combinations 11 
basic distinctions have proved sufficient to account for all the space transac- 
tions observed to date. These are given below in figure 2. 

Symbols code # 

11 11 

1I 101 
fl 12 

Pl 102 
22 

n 
I 

1 103 I I 3 

rl 303 

44 

404 

... outside the system when extensions are in- 55 
troduced, such as swords, bolos, blow guns, and 
modern arms. 

FIG. 2. Kinesthetic code and notation system.* 

Touching 
Cultures vary greatly in the amount of touching which occurs between 

people. Even in the United States, there are groups which participate in con- 
siderable touching and others whose members assiduously avoid touching 
anyone but those with whom they are intimate. 

A seven-point scale seems sufficient for the moment to code the majority of 
contact-non-contact situations. Since it is possible for each person to touch the 
other, all combinations can be recorded on a 7 X 7 grid. 

This proceeds from 00 mutual caressing to 66 in which there is no contact 
by either party (see figure 3). 

* To speed recording it is recommended that the number code be committed to memory, 
which should require only a matter of minutes. 

HALL] 1011 

Touching body parts 
(heads, elbows, hands)
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Multi-body pose estimation

Recognizing Proxemics in Personal Photos
Yi Yang Simon Baker Anitha Kannan Deva Ramanan

UC Irvine Microsoft Research UC Irvine

Introduction

(a) Hand-hand (b) Shoulder-shoulder (c) Hand-shoulder

(d) Hand-elbow (e) Elbow-shoulder (f) Hand-torso

(g) (h) (i) (j)

Proxemics[1] is the study of how people interact. We present a computational
approach of visual proxemics by labeling each pair of people with a set of
touch codes, defined as the pairs of body parts (each element of the pair
comes from a different person) that are in physical contact.
• (a)-(f) Six specific touch codes that we study in this paper.
• (g)-(j) Illustration of wide variation in appearance for hand-hand proxemic.
• (g) Also illustrates that multiple touch codes may appear at the same time.

Dataset

(a) Image Statistics
No. Images No. People No. People Pairs

589 1207 1332

(b) Touch Code Statistics
Hand-hand Hand-shoul Shoul-shoul Hand-elbow Elbow-shoul Hand-torso

340 180 210 96 106 57
25.5% 13.5 % 15.8 % 7.2% 8.0% 4.3%

(c) Co-occurrence Statistics
0 Codes 1 Code 2 Codes 3+ Codes

531 626 162 13

Baseline - Sequential Method

A baseline approach would be to first perform pose estimation[2] and then
detect touch codes based on the estimated joint locations. However, this
sequential approach does not perform well because pose estimation step is too
unreliable for images of interacting people due to occlusion and part ambiguity.

Our Model - Joint Method

Our model for hand-hand proxemic is a pictorial structure consisting of
two people plus a spring connecting their hands, shown as HOG template.

We augement the standard pictorial structure model[3]:
S(I, L) = Σi∈V αi · φ(I, li) + Σij∈E βij · ψ(li, lj)

• I : image window
• li : the pixel location of part i
• φ(I, li) : local appearance feature (e.g. HOG) extracted from location li
• ψ(li, lj) : spatial feature extracted from the relative location li w.r.t. lj
• αi : local appearance template for part i
• βij : spatial pairwise spring parameter for part i and j

Submixture Model

(a) Left left (b) Left right (c) Right left (d) Right right

As each person has two arms, we use four sub-models to capture the different
hand-hand appearances. The maximum likely one is taken during inference.

Model Visualization and Pose Estimation Results
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(a) Hand-hand (b) Shoulder-shoulder (a) Hand-shoulder (d) Hand-elbow (c) Elbow-shoulder (e) Hand-torso

• (1st row) Illustration of tree-structure of our proxemic-specific model. As it is not important to consider the legs and other arms/torso parts to predict the
proxemics, we crop out those regions and build a chain connecting from one person’s head to the other person’s head through the touching body parts.

• (2st row) Sample results for pose estimation using sequential model which independently estimates poses of each person.
• (3rd row) Sample results for pose estimation using joint model but without key spring where the spring connecting the two bodies is removed.
• (4th row) Sample results for pose estimation using our joint model which produces more reliable pose estimates because it better models occlusions and

spatial constraints specific to each touch code.

Proxemics Classification Results
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(a) Using ground truth head locations (b) Using face detection to identifying head locations

Comparison between our proposed joint algorithm, the sequential algorithm, and the visual phrase algorithm[4]. In (a) we use the ground-truth head
positions. In (b) we use the faces obtained using a face detector. Our algorithm gives a very significant improvement in average precision in both cases.
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Dataset statistics

Recognizing Proxemics in Personal Photos
Yi Yang Simon Baker Anitha Kannan Deva Ramanan
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Introduction

(a) Hand-hand (b) Shoulder-shoulder (c) Hand-shoulder

(d) Hand-elbow (e) Elbow-shoulder (f) Hand-torso

(g) (h) (i) (j)

Proxemics[1] is the study of how people interact. We present a computational
approach of visual proxemics by labeling each pair of people with a set of
touch codes, defined as the pairs of body parts (each element of the pair
comes from a different person) that are in physical contact.
• (a)-(f) Six specific touch codes that we study in this paper.
• (g)-(j) Illustration of wide variation in appearance for hand-hand proxemic.
• (g) Also illustrates that multiple touch codes may appear at the same time.

Dataset

(a) Image Statistics
No. Images No. People No. People Pairs

589 1207 1332

(b) Touch Code Statistics
Hand-hand Hand-shoul Shoul-shoul Hand-elbow Elbow-shoul Hand-torso

340 180 210 96 106 57
25.5% 13.5 % 15.8 % 7.2% 8.0% 4.3%

(c) Co-occurrence Statistics
0 Codes 1 Code 2 Codes 3+ Codes

531 626 162 13

Baseline - Sequential Method

A baseline approach would be to first perform pose estimation[2] and then
detect touch codes based on the estimated joint locations. However, this
sequential approach does not perform well because pose estimation step is too
unreliable for images of interacting people due to occlusion and part ambiguity.

Our Model - Joint Method

Our model for hand-hand proxemic is a pictorial structure consisting of
two people plus a spring connecting their hands, shown as HOG template.

We augement the standard pictorial structure model[3]:
S(I, L) = Σi∈V αi · φ(I, li) + Σij∈E βij · ψ(li, lj)

• I : image window
• li : the pixel location of part i
• φ(I, li) : local appearance feature (e.g. HOG) extracted from location li
• ψ(li, lj) : spatial feature extracted from the relative location li w.r.t. lj
• αi : local appearance template for part i
• βij : spatial pairwise spring parameter for part i and j

Submixture Model

(a) Left left (b) Left right (c) Right left (d) Right right

As each person has two arms, we use four sub-models to capture the different
hand-hand appearances. The maximum likely one is taken during inference.

Model Visualization and Pose Estimation Results
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(a) Hand-hand (b) Shoulder-shoulder (a) Hand-shoulder (d) Hand-elbow (c) Elbow-shoulder (e) Hand-torso

• (1st row) Illustration of tree-structure of our proxemic-specific model. As it is not important to consider the legs and other arms/torso parts to predict the
proxemics, we crop out those regions and build a chain connecting from one person’s head to the other person’s head through the touching body parts.

• (2st row) Sample results for pose estimation using sequential model which independently estimates poses of each person.
• (3rd row) Sample results for pose estimation using joint model but without key spring where the spring connecting the two bodies is removed.
• (4th row) Sample results for pose estimation using our joint model which produces more reliable pose estimates because it better models occlusions and

spatial constraints specific to each touch code.

Proxemics Classification Results
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(a) Using ground truth head locations (b) Using face detection to identifying head locations

Comparison between our proposed joint algorithm, the sequential algorithm, and the visual phrase algorithm[4]. In (a) we use the ground-truth head
positions. In (b) we use the faces obtained using a face detector. Our algorithm gives a very significant improvement in average precision in both cases.
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Quantitative results
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(a) Using ground truth head locations (b) Using face detection to identifying head location

Figure 7: Comparison between our proposed Joint algorithm, the Sequential algorithm (Section 3.1), and the Visual Phrase
algorithm [18]. In (a) we use the ground-truth head positions. In (b) we use the faces obtained using a face detector. Our

algorithm gives a very significant improvement in average precision in both cases, and across all six touch codes.

write Z = (L,m) and note that the scoring function in

Equation (4) is linear in the part appearance models and

spring parameters wp = {αp,βp}. This means we can

write S(I, Z, p) = wp · Φ(I, Z). We train a binary one-

vs-all classifier for each p using positive examples of class

and negative examples of all other classes:

arg min
wp,ξi≥0

1

2
wp · wp + C

�

n

ξn (6)

s.t. ∀n ∈ pos wp · Φ(In, Zn) ≥ 1− ξn

∀n ∈ neg, ∀Z wp · Φ(In, Z) ≤ −1 + ξn

The above constraint states that positive examples should

score better than 1 (the margin), while negative examples,

for all configurations of parts and mixtures, should score

less than -1. The above optimization is a quadratic program

(QP), and specifically an instance of a structural SVM [13],

for which many solvers exist. We use the dual coordinate-

descent QP solver in [21]. When selecting a sub-category

mixture m in Equation (5), we found it useful to calibrate

the scores returned from each mixture m using Platt re-

scaling [16].

4. Experiments

4.1. Performance Metric

We evenly partitioned the dataset described in Section 2

into a train set and a test set. In each image, we first extract

all pairs of people, labeling each with the set of touch codes

which are present. Note that half of all pairs have no active

touch codes (See Figure 2(b)). We score the accuracy of a

proxemic model p with its ability to retrieve “correct” pairs

from the test set: we score it on each pair with Equation (5),

and generate a precision-recall curve by thresholding the

score. We then compute average precision (AP) as in [5].

4.2. Comparison with Baselines
We first compare our Joint model with two baselines.

The first baseline is the Sequential algorithm described in

Section 3.1. The second is the Visual Phrase algorithm

[18] which directly models complex visual relationships in-

volving two objects as a single phenomenon. Both baselines

are trained (using publicly-available code [6, 21]) on the

same training data as our models. In Figure 7 we plot the

AP for each proxemic under two cases. In Figure 7(a) all

three algorithms use the ground-truth head locations from

our proxemics database. In Figure 7(b) none of the algo-

rithms had access to true location of the heads, but estimated

them using a face detector [19].

The first thing to note is that in both scenarios the Joint
algorithm outperforms both baselines across all six prox-

emics. For example, when using the ground-truth face loca-

tions, the average AP is 54.1% compared to 28.2% using the

Sequential algorithm and 26.4% using the Visual Phrase
algorithm. While these results illustrate how difficult the

problem is, the improvement using the Joint algorithm is

huge.

As illustrated in Figure 3, the Sequential algorithm fails

mainly because the pose estimation algorithm is simply

not robust enough. On a sample dataset consisting of two

people interacting, we found that the performance in cor-

rectly identifying the locations of various parts dropped

from 86.6% for the shoulders to 45.6% for the elbows and

24.4% for the hands. This dropoff in robustness with dis-

tance from the head is illustrated in Figure 3 where the

results for Sequential algorithm on the shoulder-shoulder

touch code are quite competitive with the Joint algorithm.

For the shoulder-shoulder touch code, we only need the

pose estimates of the shoulders.

Perhaps somewhat surprisingly, the Visual Phrase al-

gorithm does not perform any better than the Sequential
algorithm. While the Visual Phrase algorithm does cap-

ture some deformation, it is limited because its parts are not
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(a) Hand hand (b) Shoulder shoulder (a) Hand shoulder (d) Hand elbow (c) Elbow shoulder (e) Hand torso

Figure 9: We show sample results for pose estimation. On the top, we show results of Sequential, which independently
estimates poses of each person. In the middle, we show Without Key Spring where the spring connecting the two bodies is
removed. In the bottom, we show our Joint algorithm. Our joint approach produces more reliable pose estimates because it
better models occlusions and spatial constraints specific to each touch code.
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Quantitative results
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(a) Hand-Hand (b) Shoulder-Shoulder (c) Hand-Shoulder (d) Hand-Elbow (e) Elbow-Shoulder (f) Hand-Torso

Figure 5: Illustration of the tree-structure of our proxemic-specific model in Equation (4). It is not important to consider the
legs and other arms/torso parts to predict the proxemics. We crop out those regions out and build a chain connecting from
one person’s head to the other person’s head through the touching body parts.

Proxemic-Dependant Geometry: The pose of a person
depends on the proxemic; a person with a hand on
a shoulder is posed different than a person holding
hands. Hence it is natural to make the spring defor-
mation parameters βp

ij and the set of edges Ep depend
on the proxemic interaction p.

Proxemic-Dependant Appearance: One crucial aspect of
interactions is occlusion. Consider the hand-shoulder
interaction in Figure 5(c); the arm of the hugging per-
son is almost always occluded. One option is to drop
occluded parts from the proxemic-specific graph Vp,
however this would break the graph into two disjoint
components, eliminating any geometric constraint be-
tween the two people. Another solution is to keep oc-
cluded parts in Vp, but force their associated appear-
ance template βp

i to be zero, ensuring that no image
evidence is scored. We take the view that one can
simply define a proxemic-dependant appearance which
may or may not be zero (depending upon what param-
eters from learned from training data). Figure 5(c) sug-
gests that we learn templates that looks for characteris-
tic gradient features associated with partially occluded
arms.

3.2.1 Proxemic Sub-Categories

Even a single proxemic category can be visually quite var-
ied. One cause of this variation is the complexity arising
from left/right ambiguities. For example, consider two peo-
ple standing next to one another engaged in a hand-hand in-
teraction. They look very different if the touching hands are
facing each other, or on opposite sides of the body. See Fig-
ure 6 for an illustration. To resolve such issues we create a
number of sub-categories for each proxemic class, obtained
by considering all appropriate left/right permutations.

In particular, we augment the proxemic label with a mix-

(a) Left left (b) Left right (c) Right left (d) Right right

Figure 6: As each person has two arms, we use four sub-
models to capture the different hand-hand appearances.

ture component, replacing p with p� = (p,m) in Equa-
tion (4), where m ∈ {1 . . . 4}. Given an image I , the fi-
nal score associated with a particular proxemic label p is a
maximum score over all poses L and mixtures m associated
with that proxemic:

S(I, p) = max
m

�
max
L

S(I, L, p,m)
�

(5)

where the inner maximization is performed with dynamic
programming, and the outer maximization is performed
with a discrete search over the 4 mixture models. For hand-
touch-torso and shoulder-touch-shoulder models, we only
use 2 mixtures because the torso does not contain a left/right
variant, and left-left (or right-right) shoulder touches are un-
common.

3.2.2 Learning

We assume a supervised learning paradigm, where we are
given image of pairs of people with ground-truth part la-
bels, proxemic labels, and proxemic sub-category labels
{In, Ln, pn,mn}. We define a structured prediction ob-
jective function similar to the one proposed in [21]. We
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(a) Hand-Hand (b) Shoulder-Shoulder (c) Hand-Shoulder (d) Hand-Elbow (e) Elbow-Shoulder (f) Hand-Torso

Figure 5: Illustration of the tree-structure of our proxemic-specific model in Equation (4). It is not important to consider the
legs and other arms/torso parts to predict the proxemics. We crop out those regions out and build a chain connecting from
one person’s head to the other person’s head through the touching body parts.
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depends on the proxemic; a person with a hand on
a shoulder is posed different than a person holding
hands. Hence it is natural to make the spring defor-
mation parameters βp

ij and the set of edges Ep depend
on the proxemic interaction p.

Proxemic-Dependant Appearance: One crucial aspect of
interactions is occlusion. Consider the hand-shoulder
interaction in Figure 5(c); the arm of the hugging per-
son is almost always occluded. One option is to drop
occluded parts from the proxemic-specific graph Vp,
however this would break the graph into two disjoint
components, eliminating any geometric constraint be-
tween the two people. Another solution is to keep oc-
cluded parts in Vp, but force their associated appear-
ance template βp

i to be zero, ensuring that no image
evidence is scored. We take the view that one can
simply define a proxemic-dependant appearance which
may or may not be zero (depending upon what param-
eters from learned from training data). Figure 5(c) sug-
gests that we learn templates that looks for characteris-
tic gradient features associated with partially occluded
arms.

3.2.1 Proxemic Sub-Categories

Even a single proxemic category can be visually quite var-
ied. One cause of this variation is the complexity arising
from left/right ambiguities. For example, consider two peo-
ple standing next to one another engaged in a hand-hand in-
teraction. They look very different if the touching hands are
facing each other, or on opposite sides of the body. See Fig-
ure 6 for an illustration. To resolve such issues we create a
number of sub-categories for each proxemic class, obtained
by considering all appropriate left/right permutations.

In particular, we augment the proxemic label with a mix-

(a) Left left (b) Left right (c) Right left (d) Right right

Figure 6: As each person has two arms, we use four sub-
models to capture the different hand-hand appearances.

ture component, replacing p with p� = (p,m) in Equa-
tion (4), where m ∈ {1 . . . 4}. Given an image I , the fi-
nal score associated with a particular proxemic label p is a
maximum score over all poses L and mixtures m associated
with that proxemic:

S(I, p) = max
m

�
max
L

S(I, L, p,m)
�

(5)

where the inner maximization is performed with dynamic
programming, and the outer maximization is performed
with a discrete search over the 4 mixture models. For hand-
touch-torso and shoulder-touch-shoulder models, we only
use 2 mixtures because the torso does not contain a left/right
variant, and left-left (or right-right) shoulder touches are un-
common.

3.2.2 Learning

We assume a supervised learning paradigm, where we are
given image of pairs of people with ground-truth part la-
bels, proxemic labels, and proxemic sub-category labels
{In, Ln, pn,mn}. We define a structured prediction ob-
jective function similar to the one proposed in [21]. We
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Learning

Chow-Liu algorithm

passed to the root part (i = 1), score1(l1) represents the best scoring configuration for each root position. One can

use the root scores to generate multiple detections in images I by thresholding them and applying non-maximum

suppression (NMS). By keeping track of the argmax indices, one can backtrack to find the locations of each part in

each maximal configuration.

4. Learning the maximum likelihood tree structure using Chow-Liu algorithm:

line 326-331. While trees are natural for modeling human bodies, the natural tree structure for facial landmarks is

not clear. As in [3, 4], we use the Chow-Liu algorithm [1] to find the maximum likelihood tree structure that best

explains the landmark locations for a given mixture:

T ∗
= arg max

T

�

n




�

i

p(li,n)

�

i,j∈E

p(li,n, lj,n)

p(li,n)p(lj,n)



 (7)

When E is restricted to a tree, the above is equivalent to computing the minimum spanning tree (MST) of a

undirected complete graph, where the weight of each edge is assigned to be the mutual information between the

location of part i and j that are connected by this edge[1]. Under a joint Gaussian assumption of part locations,

the mutual information (or edge weight) for a pair of parts is:

ei,j =
1

2

�
log |Σli | + log |Σlj |− log |Σli,lj |

�
(8)

where Σli is the covariance matrix of li, Σli,lj is the covariance matrix of li and lj . We use sample estimates of

these parameters learned from labeled training data.

5. Comparing MST with star model:

We compare our MST spatial model with a simple star structure, used to capture object shape in [2]. We summarize

the performance of both approaches, both using 146 part templates, on all the three tasks below.
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Figure 1: The star structure and learned MST structure of face

Detection Pose Localization

(AFW) (MPIE/AFW) (MPIE/AFW)

Star 0.775 99.4/72.9 96.0/50.1

MST 0.871 99.9/79.1 99.8/71.7

Table 1: Comparison between the star model and the learned MST model. The numbers in the detection column are

average precision on AFW testset. The column of pose shows the percentage of faces that are correctly labeled within ±15◦

error tolerance on MultiPIE and AFW. The numbers in the last column are the percentage of faces whose localization

error is less than .05 (5%) of the face size. The learned MST model significantly outperforms star model by 10% in

detection and 21% in localization on the challenging AFW testset, which suggests that the learned MST represents face

shape much better than the star model.

2

Fully-supervised dataset (CMU MultiPIE)
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Global models of deformation
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Figure 2: Our mixture-of-trees model encodes topological changes due to viewpoint. Red lines denote springs between pairs
of parts; note there are no closed loops, maintaining the tree property. All trees make use of a common, shared pool of part
templates, which makes learning and inference efficient.

community and commercial systems such as Google Picasa
[1] and face.com [2] (the best-performing system on LFW
benchmark [3]). We first show results in controlled lab
settings, using the well-known MultiPIE benchmark [16].
We definitively outperform past work in all tasks, partic-
ularly so for extreme viewpoints. As our results saturate
this benchmark, we introduce a new “in the wild” dataset of
Flickr images annotated with faces, poses, and landmarks.
In terms of face detection, our model substantially outper-
forms ViolaJones, and is on par with the commercial sys-
tems above. In terms of pose and landmark estimation,
our results dominate even commercial system. Our results
are particularly impressive since our model is trained with
thousands of images, while commercial systems use up to
billions of examples [35]. Another result of our analysis is
evidence of large gap between currently-available academic
solutions and commercial systems; we will address this by
releasing open-source software.

2. Related Work
As far as we know, no previous work jointly addresses

the tasks of face detection, pose estimation, and landmark
estimation. However, there is a rich history of all three in
vision. Space does not allow for a full review; we refer
the reader to the recent surveys [41, 26, 39]. We focus on
methods most related to ours.

Face detection is dominated by discriminatively-trained
scanning window classifiers [32, 22, 27, 18], most ubiqui-
tous of which is the Viola Jones detector [37] due its open-
source implementation in the OpenCV library. Our system
is also trained discriminatively, but with much less training
data, particularly when compared to commercial systems.

Pose estimation tends to be addressed in a video scenario
[41], or a controlled lab setting that assumes the detection
problem is solved, such as the MultiPIE [16] or FERET [31]
benchmarks. Most methods use explicit 3D models [6, 17]
or 2D view-based models [30, 10, 21]. We use view-based
models that share a central pool of parts. From this perspec-
tive, our approach is similar to aspect-graphs that reason
about topological changes between 2D views of an object
[7].

Facial landmark estimation dates back to the classic ap-
proaches of Active Appearance Models (AAMs) [9] and

elastic graph matching [25, 38]. Recent work has focused
on global spatial models built on top of local part detectors,
sometimes known as Constrained Local Models (CLMs)
[11, 34, 5]. Notably, all such work assumes a densely con-
nected spatial model, requiring the need for approximate
matching algorithms. By using a tree model, we can use
efficient dynamic programming algorithms to find globally
optimal solutions.

From a modeling perspective, our approach is similar to
those that reason about mixtures of deformable part models
[14, 40]. In particular [19] use mixtures of trees for face de-
tection and [13] use mixtures of trees for landmark estima-
tion. Our model simultaneously addresses both with state-
of-the-art results, in part because it is aggressively trained
to do so in a discriminative, max-margin framework. For
example, previous approaches train part templates indepen-
dantly, while our templates are trained “contextually” in a
joint optimization. We also explore part sharing for reduc-
ing model size and computation, as in [36, 28].

3. Model

Our model is based on mixture of trees with a shared
pool of parts V . We model each facial landmark as a part
and use global mixtures to capture topological changes due
to viewpoint. We show such mixtures for viewpoint in
Fig.2. We will later show that global mixtures can also
be used to capture gross deformation changes for a single
viewpoint, such as changes in expression.

Tree structured part model: We write each tree Tm =
(Vm, Em) as a linearly-parameterized, tree-structured pic-
torial structure [40], where m indicates a mixture and Vm ⊆
V . Let us write I for an image, and li = (xi, yi) for the
pixel location of part i. We score a configuration of parts
L = {li : i ∈ V } as:

S(I, L,m) = Appm(I, L) + Shapem(L) + αm (1)

Appm(I, L) =
�

i∈Vm

wm
i · φ(I, li) (2)

Shapem(L) =
�

ij∈Em

amijdx
2 + bmijdx+ cmijdy

2 + dmijdy

(3)
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Eqn.2 sums the appearance evidence for placing a template
wm

i for part i, tuned for mixture m, at location li. We
write φ(I, li) for the feature vector (e.g., HoG descriptor)
extracted from pixel location li in image I . Eqn.3 scores
the mixture-specific spatial arrangement of parts L, where
dx = xi − xj and dy = yi − yj are the displacement of the
ith part relative to the jth part. Each term in the sum can
be interpreted as a spring that introduces spatial constraints
between a pair of parts, where the parameters (a, b, c, d)
specify the rest location and rigidity of each spring. We
further analyze our shape model in Sec.3.1. Finally, the last
term αm is a scalar bias or “prior” associated with view-
point mixture m.

Part sharing: Eqn.1 requires a separate template wm
i

for each mixture/viewpoint m of part i. However, parts
may look consistent across some changes in viewpoint. In
the extreme cases, a “fully shared” model would use a
single template for a particular part across all viewpoints,
wm

i = wi. We explore a continuum between these two
extremes, written as w

f(m)
i , where f(m) is a function that

maps a mixture index (from 1 to M ) to a smaller template
index (from 1 to M �). We explore various values of M �: no
sharing (M � = M), sharing across neighboring views, and
sharing across all views (M � = 1).

3.1. Shape model
In this section, we compare our spatial model with a stan-

dard joint Gaussian model commonly used in AAMs and
CLMs [11, 34]. Because the location variables li in Eqn.3
only appear in linear and quadratic terms, the shape model
can be rewritten as:

Shapem(L) = −(L− µm)TΛm(L− µm) + constant (4)

where (µ,Λ) are re-parameterizations of the shape model
(a, b, c, d); this is akin to a canonical versus natural pa-
rameterization of a Gaussian. In our case, Λm is a block
sparse precision matrix, with non-zero entries correspond-
ing to pairs of parts i, j connected in Em. One can show Λm

is positive semidefinite if and only if the quadratic spring
terms a and c are negative [33]. This corresponds to a shape
score that penalizes configurations of L that deform from
the ideal shape µm. The eigenvectors of Λm associated with
the smallest eigenvalues represent modes of deformation as-
sociated with small penalties. Notably, we discriminatively
train (a, b, c, d) (and hence µ and Λ) in a max-margin frame-
work. We compare our learned shape models with those
trained generatively with maximum likelihood in Fig.3.

4. Inference
Inference corresponds to maximizing S(I, L,m) in

Eqn.1 over L and m:

S
∗(I) = max

m
[max

L
S(I, L,m)] (5)

(a) Tree-based SVM (b) AAM

Figure 3: In (a), we show the mean shape µm and defor-
mation modes (eigenvectors of Λm) learned in our tree-
structured, max-margin model. In (b), we show the mean
shape and deformation modes of the full-covariance gaus-
sian shape model used by AAMs. Note we exaggerate the
deformations for visualization purposes. Model (a) captures
much of the relevant elastic deformation, but produces some
unnatural deformations because it lacks loopy spatial con-
straints (e.g., the left corner of the mouth in the lower right
plot). Even so, it still outperforms model (b), presumably
because it is easier to optimize and allows for joint, dis-
criminative training of part appearance models.

Simply enumerate all mixtures, and for each mixture, find
the best configuration of parts. Since each mixture Tm =
(Vm, Em) is a tree, the inner maximization can be done ef-
ficiently with dynamic programming(DP) [15]. We omit the
message passing equations for a lack of space.

Computation: The total number of distinct part tem-
plates in our vocabulary is M �|V |. Assuming each part is of
dimension D and assuming there exist N candidate part lo-
cations, the total cost of evaluating all parts at all locations
is O(DNM �|V |). Using distance transforms [14], the cost
of message passing is O(NM |V |). This makes our over-
all model linear in the number of parts and the size of the
image, similar to other models such as AAMs and CLMs.

Because the distance transform is rather efficient and
D is large, the first term (local part score computation) is
the computational bottleneck. Our fully independent model
uses M � = M , while our fully-shared model uses M � = 1,
roughly an order of magnitude difference. In our experi-
mental results, we show that our fully-shared model may
still be practically useful as it sacrifices some performance
for speed. This means our multiview model can run as fast
as a single-view model. Moreover, since single-view CLMs
often pre-process their images to compute dense local part
scores [34], our multiview model is similar in speed to such
popular approaches but globally-optimizable.

5. Learning
To learn our model, we assume a fully-supervised sce-

nario, where we are provided positive images with land-
mark and mixture labels, as well as negative images without
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Eqn.2 sums the appearance evidence for placing a template
wm

i for part i, tuned for mixture m, at location li. We
write φ(I, li) for the feature vector (e.g., HoG descriptor)
extracted from pixel location li in image I . Eqn.3 scores
the mixture-specific spatial arrangement of parts L, where
dx = xi − xj and dy = yi − yj are the displacement of the
ith part relative to the jth part. Each term in the sum can
be interpreted as a spring that introduces spatial constraints
between a pair of parts, where the parameters (a, b, c, d)
specify the rest location and rigidity of each spring. We
further analyze our shape model in Sec.3.1. Finally, the last
term αm is a scalar bias or “prior” associated with view-
point mixture m.

Part sharing: Eqn.1 requires a separate template wm
i

for each mixture/viewpoint m of part i. However, parts
may look consistent across some changes in viewpoint. In
the extreme cases, a “fully shared” model would use a
single template for a particular part across all viewpoints,
wm

i = wi. We explore a continuum between these two
extremes, written as w

f(m)
i , where f(m) is a function that

maps a mixture index (from 1 to M ) to a smaller template
index (from 1 to M �). We explore various values of M �: no
sharing (M � = M), sharing across neighboring views, and
sharing across all views (M � = 1).

3.1. Shape model
In this section, we compare our spatial model with a stan-

dard joint Gaussian model commonly used in AAMs and
CLMs [11, 34]. Because the location variables li in Eqn.3
only appear in linear and quadratic terms, the shape model
can be rewritten as:

Shapem(L) = −(L− µm)TΛm(L− µm) + constant (4)

where (µ,Λ) are re-parameterizations of the shape model
(a, b, c, d); this is akin to a canonical versus natural pa-
rameterization of a Gaussian. In our case, Λm is a block
sparse precision matrix, with non-zero entries correspond-
ing to pairs of parts i, j connected in Em. One can show Λm

is positive semidefinite if and only if the quadratic spring
terms a and c are negative [33]. This corresponds to a shape
score that penalizes configurations of L that deform from
the ideal shape µm. The eigenvectors of Λm associated with
the smallest eigenvalues represent modes of deformation as-
sociated with small penalties. Notably, we discriminatively
train (a, b, c, d) (and hence µ and Λ) in a max-margin frame-
work. We compare our learned shape models with those
trained generatively with maximum likelihood in Fig.3.

4. Inference
Inference corresponds to maximizing S(I, L,m) in

Eqn.1 over L and m:

S
∗(I) = max

m
[max

L
S(I, L,m)] (5)

(a) Tree-based SVM (b) AAM

Figure 3: In (a), we show the mean shape µm and defor-
mation modes (eigenvectors of Λm) learned in our tree-
structured, max-margin model. In (b), we show the mean
shape and deformation modes of the full-covariance gaus-
sian shape model used by AAMs. Note we exaggerate the
deformations for visualization purposes. Model (a) captures
much of the relevant elastic deformation, but produces some
unnatural deformations because it lacks loopy spatial con-
straints (e.g., the left corner of the mouth in the lower right
plot). Even so, it still outperforms model (b), presumably
because it is easier to optimize and allows for joint, dis-
criminative training of part appearance models.

Simply enumerate all mixtures, and for each mixture, find
the best configuration of parts. Since each mixture Tm =
(Vm, Em) is a tree, the inner maximization can be done ef-
ficiently with dynamic programming(DP) [15]. We omit the
message passing equations for a lack of space.

Computation: The total number of distinct part tem-
plates in our vocabulary is M �|V |. Assuming each part is of
dimension D and assuming there exist N candidate part lo-
cations, the total cost of evaluating all parts at all locations
is O(DNM �|V |). Using distance transforms [14], the cost
of message passing is O(NM |V |). This makes our over-
all model linear in the number of parts and the size of the
image, similar to other models such as AAMs and CLMs.

Because the distance transform is rather efficient and
D is large, the first term (local part score computation) is
the computational bottleneck. Our fully independent model
uses M � = M , while our fully-shared model uses M � = 1,
roughly an order of magnitude difference. In our experi-
mental results, we show that our fully-shared model may
still be practically useful as it sacrifices some performance
for speed. This means our multiview model can run as fast
as a single-view model. Moreover, since single-view CLMs
often pre-process their images to compute dense local part
scores [34], our multiview model is similar in speed to such
popular approaches but globally-optimizable.

5. Learning
To learn our model, we assume a fully-supervised sce-

nario, where we are provided positive images with land-
mark and mixture labels, as well as negative images without
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Full-covariance Gaussian shape Tree-based max-margin shape

Thursday, July 12, 2012



Learned appearance & deformation
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Viewpoint variation

Global mixtures capture large viewpoint changes

Elastic springs capture small viewpoint changes

... all without explicit 3D reasoning
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Evaluation on Flickr images
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Qualitative results
Model simultaneously addresses face detection, pose estimation, and landmark localization 
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Landmark localization

Taigman & Wolf “Leveraging 
Billions of Faces...” 2011

vs

Thursday, July 12, 2012



Landmark localization
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Baselines are initialized with ground truth detection on test images.
Our model naturally produces state-of-the-art pose and landmark estimates
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A look back: why do part models help?

Mixtures of rigid templates Part model

At run-time, part model = exponentially-large O(LK)  mixture of rigid templates 

Consider a K-part model, with L discrete part locations
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A look back: why do part models help?

Mixtures of rigid templates Part model

At run-time, part model = exponentially-large O(LK)  mixture of rigid templates 

1) Share parameters across mixtures
2) “Synthesize” new rigid templates not seen during training
3) Efficiently search over mixtures using dynamic programming

Compared to a mixture of exemplars (Malisiewicz et al), part models...

Consider a K-part model, with L discrete part locations

Thursday, July 12, 2012

http://www.cs.cmu.edu/~tmalisie/
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Mixtures of rigid 
templates

Part modelMixtures of rigid templates 
with tied parameters

 (given by parts)

1) Share parameters across mixtures
2) “Synthesize” new rigid templates not seen during training

To examine (1) vs (2), lets define mixture of exemplars with sharing

A look back: why do part models help?
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An analysis of part models
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TextMixtures of templates
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An analysis of part models
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reduce noise in mixtures by tying parameters

Mix. with tying
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An analysis of part models
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“hallucinate” new mixtures by composing parts

Mix. with tying

Thursday, July 12, 2012



An analysis of part models
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Overview

Background: part models

Occlusion reasoning

3D variation

Extensions
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Challenges in scalability: 
Vocabularies of thousands of parts

Is there a more efficient 
representation?
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Steerable basis

≈ linear combinations of basis templates

This can be implemented as a rank-restriction on original set of templates

Freeman, Adelson, Perona

wi =
�

j

sijbj
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Learning steerable part models

=

W B S

Basis Steering 
Coefficients

Learn rank-constrained linear classifiers with off-the-shelf structural SVM solvers

Learn vocabularies of thousands of parts

wi =
�

j

sijbj
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Steerable (& separable) 
part models

Philosophy: We should treat parameters w as spatial filters, not vectors

Models are 10-100X smaller & faster with near-equivalent performance 
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Method Reduction # basis Subspace Accuracy of exact Localization error

in # params ns dimension nk pose estimation (mse)

1050-part baseline[2] 1 - - 91.4 0.0234

146-part baseline[2] 7.2 - - 82.0 0.0256

99-shared baseline[2] 10.6 - - 81.5 0.0281

Our Model 7.2 93 8 91.6 0.0236

Our Model 22.2 30 8 89.3 0.0247

Our Model 24.3 30 4 89.9 0.0256

Table 2: We compare our results in facial detection, pose estimation, and landmark localization with the baseline in [2]. We

compare against baseline models with different amounts of sharing. We show the results for different number of basis filters

ns and different subspace dimensions nk. We achieve almost the same performance, in both pose estimation and landmark

localization, with a 10-20X reduction in model size.

Category plane bicycle bird boat bottle bus car cat chair cow

voc-rel4[6] 29.6 57.3 10.1 17.1 25.2 47.8 55.0 18.4 21.6 24.7

Our Baseline 27.1 57.1 10.2 13.9 22.5 47.3 52.2 17.4 17.8 23.8

Our Model 29.7 56.6 10.2 15.3 23.1 48.7 53.8 15.7 19.9 22.2

Category table dog horse mbike person plant sheep sofa train tv total

voc-rel4[6] 23.3 11.2 57.6 46.5 42.1 12.2 18.6 31.9 44.5 40.9 31.8

Our Baseline 20.4 6.8 56.1 43.5 42.3 12.0 18.5 32.5 39.0 39.7 30.0

Our Model 20.5 4.3 56.0 46.0 40.4 12.3 18.6 30.1 40.4 41.4 30.3

Table 3: Average precision for different object categories in PASCAL 2007 dataset. The first row contains the results reported

in the released code of [6] without any post-processing. We reimplemented the code to allow for easier modification. Our

reimplementation is shown in the second row. The third row is the steerable variant of our reimplementation, tuned for

ns = 60 and 3X reduction in the number of parameters. Our performance slightly increases while yielding a smaller and

faster model.

(a) Baseline (np=1050, nf=32) (b) Our model (ns=93, nk=8)

Figure 6: On the left, we show one of views from the

multi-view facial model from [2]. Tree-structured spatial

constraints between parts are drawn as red lines. On the

right, we show our learned model reconstructed from a

steerable/separable part vocabulary, which is roughly 7X

smaller. Our model looks and performs similar, but is much

smaller and faster at inference time.

ply our steerable representation on the part filters and not

the root filters, since the former are all equivalent in size.

Across all categories, the size of the part vocabulary can be

(a) Baseline (np=480) (b) Our model (ns=60)

Figure 7: On the left, we show our implementation of the

car model from [7]. On the right, we show our learned

model with 60 steerable basis filters, shared across all 20

object categories. Our model looks and performs similar,

but is 3X smaller and faster at run-time.

written as np = 480, nxy = 36, nf = 32. We explore a

steerable model with ns = 60, nf = 32, since we found

that a shared feature basis hurts in the multi-category sce-

nario. Our models are 3X smaller and faster with a near

equivalent performance (Table 3 and Fig. 7).

Conclusion: We describe a method for learning steer-

able deformable part models, based on the observation that

part templates can be written as linear filter banks. We

show how can leverage existing SVM-solvers to learn steer-

able representations using rank-constraints. We demon-

strate impressive results on three diverse problems in recog-
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Method Reduction # basis Subspace Accuracy of exact Localization error

in # params ns dimension nk pose estimation (mse)

1050-part baseline[2] 1 - - 91.4 0.0234

146-part baseline[2] 7.2 - - 82.0 0.0256

99-shared baseline[2] 10.6 - - 81.5 0.0281

Our Model 7.2 93 8 91.6 0.0236

Our Model 22.2 30 8 89.3 0.0247

Our Model 24.3 30 4 89.9 0.0256

Table 2: We compare our results in facial detection, pose estimation, and landmark localization with the baseline in [2]. We

compare against baseline models with different amounts of sharing. We show the results for different number of basis filters

ns and different subspace dimensions nk. We achieve almost the same performance, in both pose estimation and landmark

localization, with a 10-20X reduction in model size.

Category plane bicycle bird boat bottle bus car cat chair cow

voc-rel4[6] 29.6 57.3 10.1 17.1 25.2 47.8 55.0 18.4 21.6 24.7

Our Baseline 27.1 57.1 10.2 13.9 22.5 47.3 52.2 17.4 17.8 23.8

Our Model 29.7 56.6 10.2 15.3 23.1 48.7 53.8 15.7 19.9 22.2

Category table dog horse mbike person plant sheep sofa train tv total

voc-rel4[6] 23.3 11.2 57.6 46.5 42.1 12.2 18.6 31.9 44.5 40.9 31.8

Our Baseline 20.4 6.8 56.1 43.5 42.3 12.0 18.5 32.5 39.0 39.7 30.0

Our Model 20.5 4.3 56.0 46.0 40.4 12.3 18.6 30.1 40.4 41.4 30.3

Table 3: Average precision for different object categories in PASCAL 2007 dataset. The first row contains the results reported

in the released code of [6] without any post-processing. We reimplemented the code to allow for easier modification. Our

reimplementation is shown in the second row. The third row is the steerable variant of our reimplementation, tuned for

ns = 60 and 3X reduction in the number of parameters. Our performance slightly increases while yielding a smaller and

faster model.

(a) Baseline (np=1050, nf=32) (b) Our model (ns=93, nk=8)

Figure 6: On the left, we show one of views from the

multi-view facial model from [2]. Tree-structured spatial

constraints between parts are drawn as red lines. On the

right, we show our learned model reconstructed from a

steerable/separable part vocabulary, which is roughly 7X

smaller. Our model looks and performs similar, but is much

smaller and faster at inference time.

ply our steerable representation on the part filters and not

the root filters, since the former are all equivalent in size.

Across all categories, the size of the part vocabulary can be

(a) Baseline (np=480) (b) Our model (ns=60)

Figure 7: On the left, we show our implementation of the

car model from [7]. On the right, we show our learned

model with 60 steerable basis filters, shared across all 20

object categories. Our model looks and performs similar,

but is 3X smaller and faster at run-time.

written as np = 480, nxy = 36, nf = 32. We explore a

steerable model with ns = 60, nf = 32, since we found

that a shared feature basis hurts in the multi-category sce-

nario. Our models are 3X smaller and faster with a near

equivalent performance (Table 3 and Fig. 7).

Conclusion: We describe a method for learning steer-

able deformable part models, based on the observation that

part templates can be written as linear filter banks. We

show how can leverage existing SVM-solvers to learn steer-

able representations using rank-constraints. We demon-

strate impressive results on three diverse problems in recog-
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Share “soft” basis rather than fixed templates (across views/categories)
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Non-tree constraints: occlusion

How to handle “loopy” constraints that arise from occlusion 
phenomena?
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Abstract

We describe a method for generating N-best configura-

tions from part-based models, ensuring that they do not

overlap according to some user-defined definition of over-

lap. We extend previous N-best algorithms from the speech

community to incorporate non-maximal suppression cues,

such that pixel-shifted copies of a single configurations

are not returned. Our algorithms are fast in practice and

outperform standard approaches used to generate multiple

object configurations given an image. We show that one

can use such methods to generate multiple pose hypotheses

for the problem of human pose estimation from video se-

quences. We present quantitative results that demonstrate

that our framework significantly improves the accuracy of a

state-of-the-art pose estimation algorithm.

We address the task of generating multiple candidate ob-
ject configurations in an image or video, within the frame-
work of part-based models. Such a task is relevant if mul-
tiple instances of an object are present, or if one wishes to
resolve ambiguous candidate configurations using higher-
level knowledge (e.g., temporal context from neighboring
frames). We take inspiration from the speech community
and advocate the use of N-best algorithms for generating a
set of N high-scoring candidates.

Though N-best algorithms are popular in speech, they
have not been used in vision due to the fact that second-best
configurations will typically be one-pixel shifted versions of
the best. Crucially, one needs to enforce some form of non-
maximum suppression (NMS) during the decoding process
to ensure that near-identical configurations will not be re-
turned. We describe novel and efficient N-best algorithms
that return a set of putative configurations that are

1. high-scoring, in that they score above some user-
defined threshold

2. diverse, in the sense that they do not overlap according
to a user-defined criteria.

We demonstrate these algorithms for the problem of
tracking people in video sequences. We use a recent state-

Figure 1. In order to localize articulated objects in cluttered scenes,
one will need to reason about multiple pose hypotheses. In the
above image in the top left, we show a true pose in the top mid-
dle. We show other hypotheses that may also score highly given a
reasonable object model. We argue that the correct pose should be
extracted from higher level contextual reasoning involving nearby
objects, occlusion reasoning, etc. We describe novel dynamic pro-
gramming algorithms for part-based models that return such di-
verse, but high-scoring pose hypotheses from an image.

of-the-art part model [21] to generate multiple pose hy-
potheses for each frame, and compare our approach to a
variety of baselines including standard NMS and sampling
algorithms. We then stitch candidates together to yield a fi-
nal track, demonstrating that our pose hypotheses produce
significantly more accurate tracks.

Formulation: Let us write z for a configuration of part
locations, and S(z) for its associated score. As in past
work [5, 2], we use a simple greedy algorithm for instantiat-
ing multiple configurations: Search over the exponentially-
large space of configurations z for the maximally scor-
ing configuration, instantiate it, remove all configurations
which overlap, and repeat. The process is repeated until the
score for the next-best configuration is below a threshold or
N configurations have been instantiated. We describe effi-
cient dynamic programming algorithms for doing so given

1
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Non-tree constraints: appearance
Pairwise consistency (symmetry in appearance)

Global consistency (latent appearance)

Tran & Forsyth
Mori & Malik

Ramanan
Ferrari & Zisserman
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Tools for inference on non-trees
One approach: apply standard approximate inference algorithms for 

Markov Random Feilds (MRFs)

1) Large discrete domains of variables (e.g., pixels in an image)

Why is this hard?

2) Continuous domains of variables (e.g., color and appearance)
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Tools for inference on non-trees

Mixtures of trees (condition on mixture variable)

Loopy Belief Propagation (iteratively apply tree-based messages)

Dual Decomposition  (break problem up into trees ensuring agreement)

Branch & Bound (use trees to generate strong lower bounds)

Sampling (importance sample from tree)

One successful approach: use tree-like inference algorithms

Sigal and Black

Sapp et al, Kumar et al

Tian and Scarloff, Nevatia

Felzenszwalb & Huttenlocher, Beuhler et al 

Ioffe & Forsyth, Johnson & Everginham, Lan & Huttenlocher, Wang & Mori
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N-best decoding
Generate N high-scoring candidates with simple (tree) model, and 

evaluate with complex (loopy) model

Popular in speech, but why not vision? 
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Abstract

We describe a method for generating N-best configura-

tions from part-based models, ensuring that they do not

overlap according to some user-defined definition of over-

lap. We extend previous N-best algorithms from the speech

community to incorporate non-maximal suppression cues,

such that pixel-shifted copies of a single configurations

are not returned. Our algorithms are fast in practice and

outperform standard approaches used to generate multiple

object configurations given an image. We show that one

can use such methods to generate multiple pose hypotheses

for the problem of human pose estimation from video se-

quences. We present quantitative results that demonstrate

that our framework significantly improves the accuracy of a

state-of-the-art pose estimation algorithm.

We address the task of generating multiple candidate ob-
ject configurations in an image or video, within the frame-
work of part-based models. Such a task is relevant if mul-
tiple instances of an object are present, or if one wishes to
resolve ambiguous candidate configurations using higher-
level knowledge (e.g., temporal context from neighboring
frames). We take inspiration from the speech community
and advocate the use of N-best algorithms for generating a
set of N high-scoring candidates.

Though N-best algorithms are popular in speech, they
have not been used in vision due to the fact that second-best
configurations will typically be one-pixel shifted versions of
the best. Crucially, one needs to enforce some form of non-
maximum suppression (NMS) during the decoding process
to ensure that near-identical configurations will not be re-
turned. We describe novel and efficient N-best algorithms
that return a set of putative configurations that are

1. high-scoring, in that they score above some user-
defined threshold

2. diverse, in the sense that they do not overlap according
to a user-defined criteria.

We demonstrate these algorithms for the problem of
tracking people in video sequences. We use a recent state-

Figure 1. In order to localize articulated objects in cluttered scenes,
one will need to reason about multiple pose hypotheses. In the
above image in the top left, we show a true pose in the top mid-
dle. We show other hypotheses that may also score highly given a
reasonable object model. We argue that the correct pose should be
extracted from higher level contextual reasoning involving nearby
objects, occlusion reasoning, etc. We describe novel dynamic pro-
gramming algorithms for part-based models that return such di-
verse, but high-scoring pose hypotheses from an image.

of-the-art part model [21] to generate multiple pose hy-
potheses for each frame, and compare our approach to a
variety of baselines including standard NMS and sampling
algorithms. We then stitch candidates together to yield a fi-
nal track, demonstrating that our pose hypotheses produce
significantly more accurate tracks.

Formulation: Let us write z for a configuration of part
locations, and S(z) for its associated score. As in past
work [5, 2], we use a simple greedy algorithm for instantiat-
ing multiple configurations: Search over the exponentially-
large space of configurations z for the maximally scor-
ing configuration, instantiate it, remove all configurations
which overlap, and repeat. The process is repeated until the
score for the next-best configuration is below a threshold or
N configurations have been instantiated. We describe effi-
cient dynamic programming algorithms for doing so given

1
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N-best decoding
Generate N high-scoring candidates with simple (tree) model, and 

evaluate with complex (loopy) model

Popular in speech, but why not vision? 
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We describe a method for generating N-best configura-

tions from part-based models, ensuring that they do not

overlap according to some user-defined definition of over-

lap. We extend previous N-best algorithms from the speech

community to incorporate non-maximal suppression cues,

such that pixel-shifted copies of a single configurations

are not returned. Our algorithms are fast in practice and

outperform standard approaches used to generate multiple

object configurations given an image. We show that one

can use such methods to generate multiple pose hypotheses

for the problem of human pose estimation from video se-

quences. We present quantitative results that demonstrate

that our framework significantly improves the accuracy of a

state-of-the-art pose estimation algorithm.

We address the task of generating multiple candidate ob-
ject configurations in an image or video, within the frame-
work of part-based models. Such a task is relevant if mul-
tiple instances of an object are present, or if one wishes to
resolve ambiguous candidate configurations using higher-
level knowledge (e.g., temporal context from neighboring
frames). We take inspiration from the speech community
and advocate the use of N-best algorithms for generating a
set of N high-scoring candidates.

Though N-best algorithms are popular in speech, they
have not been used in vision due to the fact that second-best
configurations will typically be one-pixel shifted versions of
the best. Crucially, one needs to enforce some form of non-
maximum suppression (NMS) during the decoding process
to ensure that near-identical configurations will not be re-
turned. We describe novel and efficient N-best algorithms
that return a set of putative configurations that are

1. high-scoring, in that they score above some user-
defined threshold

2. diverse, in the sense that they do not overlap according
to a user-defined criteria.

We demonstrate these algorithms for the problem of
tracking people in video sequences. We use a recent state-

Figure 1. In order to localize articulated objects in cluttered scenes,
one will need to reason about multiple pose hypotheses. In the
above image in the top left, we show a true pose in the top mid-
dle. We show other hypotheses that may also score highly given a
reasonable object model. We argue that the correct pose should be
extracted from higher level contextual reasoning involving nearby
objects, occlusion reasoning, etc. We describe novel dynamic pro-
gramming algorithms for part-based models that return such di-
verse, but high-scoring pose hypotheses from an image.

of-the-art part model [21] to generate multiple pose hy-
potheses for each frame, and compare our approach to a
variety of baselines including standard NMS and sampling
algorithms. We then stitch candidates together to yield a fi-
nal track, demonstrating that our pose hypotheses produce
significantly more accurate tracks.

Formulation: Let us write z for a configuration of part
locations, and S(z) for its associated score. As in past
work [5, 2], we use a simple greedy algorithm for instantiat-
ing multiple configurations: Search over the exponentially-
large space of configurations z for the maximally scor-
ing configuration, instantiate it, remove all configurations
which overlap, and repeat. The process is repeated until the
score for the next-best configuration is below a threshold or
N configurations have been instantiated. We describe effi-
cient dynamic programming algorithms for doing so given

1

Thursday, July 12, 2012



N-best maximal decoding

Park and Ramanan, ICCV11

Use max-marginals + NMS to compute the “next-best non-overlapping pose”

 Yadollahpour et al. ECCV12
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N-best maximal decoding

Park and Ramanan, ICCV 2011

Intuition: backtrack from all parts, not just root

(can we done without any noticeable increase in computation)
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Philosophy: Delay hard decisions as much as possible

Candidate interest points

Candidate parts

Candidate poses

N-best maximal decoding

Thursday, July 12, 2012



Maximal poses from a single frame
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Evaluation

Outperforms standard approaches by 20%

Percentage  of correct frames

Just as fast as finding single-best configuration
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A look back
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Figure 2: Our mixture-of-trees model encodes topological changes due to viewpoint. Red lines denote springs between pairs
of parts; note there are no closed loops, maintaining the tree property. All trees make use of a common, shared pool of part
templates, which makes learning and inference efficient.

[1] and face.com [2] (the best-performing system on LFW
benchmark [3]). We first show results in controlled lab
settings, using the well-known MultiPIE benchmark [16].
We definitively outperform past work in all tasks, partic-
ularly so for extreme viewpoints. As our results saturate
this benchmark, we introduce a new “in the wild” dataset of
Flickr images annotated with faces, poses, and landmarks.
In terms of face detection, our model substantially outper-
forms ViolaJones, and is on par with the commercial sys-
tems above. In terms of pose and landmark estimation,
our results dominate even commercial systems. Our results
are particularly impressive since our model is trained with
thousands of images, while commercial systems use up to
billions of examples [32]. Another result of our analysis is
evidence of large gap between currently-available academic
solutions and commercial systems; we will address this by
releasing open-source software.

2. Related Work
As far as we know, no previous work jointly addresses

the tasks of face detection, pose estimation, and landmark
estimation. However, there is a rich history of all three in
vision. Space does not allow for a full review; we refer
the reader to the recent surveys [39, 23, 37]. We focus on
methods most related to ours.

Face detection is dominated by discriminatively-trained
scanning window classifiers [29, 20, 24, 18], most ubiqui-
tous of which is the Viola Jones detector [35] due its open-
source implementation in the OpenCV library. Our system
is also trained discriminatively, but with much less training
data, particularly when compared to commercial systems.

Pose estimation tends to be addressed in a video scenario
[39], or a controlled lab setting that assumes the detection
problem is solved, such as the MultiPIE [16] or FERET [28]
benchmarks. Most methods use explicit 3D models [6] or
2D view-based models [27, 10, 34]. We use view-based
models that share a central pool of parts. From this perspec-
tive, our approach is similar to aspect-graphs that reason
about topological changes between 2D views of an object
[7].

Facial landmark estimation dates back to the classic ap-
proaches of Active Appearance Models (AAMs) [9] and
elastic graph matching [22, 36]. [17] extend the idea to

3D by building a model of 3D landmarks and their asso-
ciated view-based patches. Recent work has focused on
global spatial models built on top of local part detectors,
sometimes known as Constrained Local Models (CLMs)
[11, 31, 5]. Notably, all such work assumes a densely con-
nected spatial model, requiring the need for approximate
matching algorithms. By using a tree model, we can use
efficient dynamic programming algorithms to find globally
optimal solutions.

From a modeling perspective, our approach is similar to
those that reason about mixtures of deformable part models
[14, 38]. In particular [19] use mixtures of trees for face de-
tection and [13] use mixtures of trees for landmark estima-
tion. Our model simultaneously addresses both with state-
of-the-art results, in part because it is aggressively trained
to do so in a discriminative, max-margin framework. For
example, previous approaches train part templates indepen-
dantly, while our templates are trained “contextually” in a
joint optimization. We also explore part sharing for reduc-
ing model size and computation, as in [33, 25].

3. Model
Our model is based on mixture of trees with a shared

pool of parts V . We model each facial landmark as a part
and use global mixtures to capture topological changes due
to viewpoint. We show such mixtures for viewpoint in
Fig.2. We will later show that global mixtures can also
be used to capture gross deformation changes for a single
viewpoint, such as changes in expression.

Tree structured part model: We write each tree Tm =
(Vm, Em) as a linearly-parameterized, tree-structured pic-
torial structure [38], where m indicates a mixture and Vm ⊆
V . Let us write I for an image, and li = (xi, yi) for the
pixel location of part i. We score a configuration of parts
L = {li : i ∈ V } as:

S(I, L,m) = Appm(I, L) + Shapem(L) + αm (1)

Appm(I, L) =
�

i∈Vm

wm
i · φ(I, li) (2)

Shapem(L) =
�

ij∈Em

amijdx
2 + bmijdx+ cmijdy

2 + dmijdy

(3)
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Figure 6. The left most image has green boxes around parts of the
bike and/or person that are not occluded in the ground truth pose.
The next 2 images show 2 hypothetical predicted poses that en-
tail locations for only those parts that the model thinks are visible.
The red boxes indicate incorrect part localizations and green boxes
indicate accurate localizations (i.e. predicted part locations over-
lap ground truth part locations sufficiently). Using conventional
definition of PCP, the 1st hypothesis gets a score of 2/4 = .5 and
the 2nd one also gets a PCP score of 4/8 = .5. Intuitively the last
hypothesis is better since more parts are estimated. Under our F1

score, described further in the text, the last hypothesis out scores
the middle one (.44 to .29).

particular assignment of locations and types for all k parts
in image n. Note that the scoring function in (2) is linear in
the parameters θ = ({w}, {α}, {β}), and therefore can be
expressed as S(In, zn) = θ · Φ(In, zn). We learn a model
of the form:

arg min
θ,ξi≥0

1

2
θT · θ + C

�

n

ξn (3)

s.t. ∀n ∈ positive images θ · Φ(In, zn) ≥ 1− ξn

∀n ∈ negative images, ∀z θ · Φ(In, z) ≤ −1 + ξn

The above constraint states that positive examples should
score better than 1 (the margin), while negative examples,
for all configurations of part positions and mixtures, should
score less than -1. We collect negative examples from im-
ages consisting of people performing activities other than
the one of interest. This form of learning problem is
known as a structural SVM, and there exist many well-tuned
solvers such as the cutting plane solver of SVMStruct in
[11] and the stochastic gradient descent solver in [8]. We
use the dual coordinate-descent QP solver of [22].

5. Evaluating poses with occlusion
In general, parts may be occluded and a pose estimation

algorithm should determine which parts are visible while
estimating their location. Evaluating such output is tricky.
Probability of a correct pose (PCP) is the now-standard met-
ric used for pose estimation [9]. This counts the fraction of
predicted parts that correctly overlap a ground-truth part.
This may not make sense for models that can report a vari-
able number of parts (see Fig.6). For example, consider a
model that only predicts the location of a single part, but
correctly localizes it all the time (e.g., a face detector) - the
naive PCP score is 100%. The problem is that PCP evalu-

(a) Running (b) RideBike (c) RideHorse

Figure 7. Visualizations of our learned models and tree-structured
relations. One can interpret these models using the final pose es-
timations shown in Fig.8; for example, the large lower part in the
RideBike model corresponds to front wheel facing left, while the
two large parts in the RideHorse model corrsepond to the head of
a horse facing left. Note that we are showing one (out of an expo-
nential number of) combinations of local templates.

ates “precision”, but not “recall”. To that end, we suggest
using the F1 score, the harmonic mean of part precision and
recall to evaluate accuracy. We show that the F1 score an
be written as the fraction of correct parts when properly
normalized: Let g be the groundtruth with ng number of
parts, h be a hypothesis with nh parts and k be the num-
ber of parts that from h that sufficiently overlap the corre-
sponding part in g. The F1 score of h w.r.t g is given by
F1(g, h) = 2 · precision·recall

precision+recall = 2 · k/nh·k/ng

k/nh+k/ng
= k

(ng+nh)/2
.

Given a collection of ground truth poses in test images along
with predicted poses, one can compute the average F1 score
across all predicted poses. Since the precision and recall of
h w.r.t g decomposes over semantic parts, one can calculate
F1 per part by considering the precision and recall of that
part across all predicted poses.

6. Experiments
We demonstrate results on the PASCAL 2011 and 2010

action classification tasks. We work with three action cat-
egories (Running,RidingBike, and RidingHorse) to reduce
the burden of annotating parts on all images. Unlike alll
previous entries (of which we are aware), we also show
and evaluate pose estimation and object localization results.
Each of the actions has roughly 150 instances in the valida-
tion set and roughly the same number in train. We discard
low res images from both training and val data (but include

5

Visual composites 3D aspect

Underlying theme: tractable, joint representations of shape and appearance
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