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General Presentation of the Research Domain 
The focus of the REVES research group is on image and sound synthesis for virtual 
environments. Our research is on the development of new algorithms to treat complex scenes 
in real time, both for image rendering (for example the capture and rendering of trees using an 
image-based technique [1]) or for sound (for example using perceptual masking and 
clustering to render complex sound scenes [2]). We are coordinating the new EU project 
IST/FET CROSSMOD (http://www.crossmod.org), which started on December 1st 2005, on 
the perceptual interaction between the audio and visual channel and the effects of this 
interaction on rendering and user attention for both sound and images. 

Objectives 
 
Interaction in 3D environments is a very hard problem. Recent studies [3] have shown that the 
combination of auditory and visual information can help in navigation tasks in 3D virtual 
environments. In the context of CROSSMOD, we have extensively studied various cross-
modal integration phenomena, notably relating to spatio-temporal integration (for example 
[4][5]), which indicate that it should be possible to enhance the capabilities of the user in 
terms of perceiving spatial position or temporal occurrence compared to a unimodal (sound or 
graphics only) environment, by combining audiovisual signals. 
 
In this internship we will be choosing a small set of tasks in an audio-visual environment, 
such as localisation of sources in a “pursuit”, “assembly” or other game-like scenario, and we 
will try to determine whether the performance of the user is improved using audio-visual 
signals. Such experiments typically use very simple stimuli (“beeps and flashes”). We will 
define a task so that we can first perform a simple test, and then add a more realistic 
“ecological” setting, with meaningful objects and sounds. We will examine whether the more 
realistic stimuli enhance performance, and which factors of the difference signals seem to 
produce best results. 
 
We hope to determine that certain audio signal characteristics significantly improve 
interaction performance, using the appropriate signal descriptors, such as audio saliency [6] or 
some variant developed in the context of CROSSMOD. If this is the case, we will construct a 
short VR application which clearly demonstrates the improvement obtained and its utility for 
interactive applications. 

http://www-sop.inria.fr/reves
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Methodology 

The successful candidate will use C++, OpenGL or other graphics API’s and the GPU 
programming language CG to develop the software required for this research. The interface 
system will be implemented in our in-house VR extension of the Ogre3D [7] engine, which is 
supported in our group. Knowledge of psychophysical experimental setups and statistical 
analysis methods will be a plus for the analysis of the user experiments.  
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