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General Presentation of the Research Domain 
The focus of the REVES research group is on image and sound synthesis for virtual 
environments. Our research is on the development of new algorithms to treat complex scenes 
in real time, both for image rendering (for example the capture and rendering of trees using an 
image-based technique [1]) or for sound (for example using perceptual masking and 
clustering to render complex sound scenes [2]). We are coordinating the new EU project 
IST/FET CROSSMOD, which starts on December 1st 2005, on the perceptual interaction 
between the audio and visual channel and the effects of this interaction on rendering and user 
attention for both sound and images. 

Objectives 
 
In recent research computational models for visual [3] and audio [4] attention have been 
developed, which permit the prediction or identification of the “salient” parts of an image or a 
soundscape. In computer graphics, such saliency maps can be used to guide rendering of a 
scene, by allocating more resources to the more visually important parts of a scene. 
Understanding the mechanisms leading to increased saliency can also be used to guide user 
attention to a specific part of the scene. In the past, visual saliency maps have been used in 
this goal; audio saliency is an extremely recent development, and thus is still unexplored. 
 
In this M.Sc. we have to main objectives: 
 

1. Accelerate the computation of saliency maps, both for images and for audio. In 
particular, we believe that a large part of the processing for these saliency maps can 
be performed on the GPU. In addition, we can use approximations, both for the 
rendered images (in the spirit of “Snapshot” [5]) and in the computations performed, 
thus greatly accelerating the overall computation. The validity of the approximations 
made will be validated using user-experimental procedures, confirming that the 
predictive capacity of the approximate saliency maps is maintained. Ideally, the 
computation of the approximate saliency map will be fast enough for use in real-time.  

 
2. Given the visual and audio saliency maps, we will develop a joint, or cross-modal, 

saliency map, which incorporates both senses. As a first step, implementations of the 
two maps will be simply used as a weighted combination, and simple user-
experiments will be designed to verify their pertinence. Depending on the consistency 
and coherence of the results, a more involved combination will be developed, and 
potential unpredictable interactions between the two sensory channels will be 
modelled, at least for the specific cases investigated. 



Methodology 
 
The successful candidate will use C++, OpenGL or other graphics API’s to develop the 
software required for this research. An implementation of [3] is publicly available; the audio 
saliency map [4] will be implemented by the student, based on our in-house audio API. The 
experimental verifications will be implemented in the Ogre3D [6] engine, which is supported 
in our group. Knowledge of psychophysical experimental setups and statistical analysis 
methods will be a plus for the analysis of the user experiments. 
 
The design of the experiments will be performed in collaboration with the neuroscientist 
partners of the CROSSMOD project, at the UMR 7593 CNRS at the Hopital Salpetriere in 
Paris. 
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