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Résumé

L’accessibilité croissante du rendu 3D en temps réel a fait de la création de contenu 3D un
moyenmajeur d’expression et de communication.Mais la création de contenu 3D nécessite
d’interagir avec des représentations numériques de la forme et de l’apparence qui sont
compatibles avec les algorithmes de rendu et d’animation. Les maillages triangulaires,
les modèles de matériaux paramétriques et les courbes d’animation sont bien adaptés
aux opérations de rendu mais obligent les artistes à exprimer leurs idées en terme de
commandes bas niveau qui doivent être apprises et mémorisées.
Dans ce�e thèse, nous explorons l’utilisation de coups de crayon 3D ou courbes 3D comme
moyen pour les artistes d’exprimer leurs idées. Inspirés par la façon dont les artistes
travaillent avec un pinceau et une toile, nous considérons ce geste de coup de crayon de
l’artiste comme la principale commande d’entrée du système de création. Les courbes 3D
sont des primitives �exibles qui peuvent être créées dans des interfaces utilisateur 2D ou
dans des interfaces de réalité virtuelle (RV), et elles peuvent encoder une forme 3D ou
l’apparence �nale d’une peinture 3D. La conception d’outils qui considèrent les courbes
3D comme une représentation de la forme ou de l’apparence ouvre un espace vaste et
passionnant à explorer.
Les designers peuvent utiliser les courbes 3D comme une représentation partielle de
la forme 3D. Nous étudions comment convertir un croquis 3D clairsemé en un modèle
de surface 3D. Étant donné que les courbes caractéristiques de l’objet sont un élément
important de la forme designée et qu’elles sont représentées avec soin dans l’esquisse, nous
reconstruisons une surface lisse par morceaux qui préserve ces courbes caractéristiques.
En obtenant une surface à partir des courbes 3D non structurées, notre algorithme permet
le rendu 3D de la forme décrite par l’esquisse.
Pour mieux comprendre comment les courbes 3D peuvent représenter non seulement la
forme mais aussi l’apparence des objets, nous étudions la pratique de la peinture en RV au
sein d’une communauté d’artistes qui travaillent avec un logiciel commercial de peinture
en RV. Sur la base de ce�e étude, nous proposons une conception et une implémentation
pour les “calques 3D”, une nouvelle primitive d’interaction pour la peinture RV qui
considère les courbes 3D comme représentation à la fois de la forme et de l’apparence
3D, tout en découplant l’édition de ces deux éléments. Inspirés par l’utilisation de la
composition de calques en peinture numérique 2D, nous proposons un processus non
destructif pour modi�er l’apparence d’une peinture RV.
L’animation dessinée à la main est un moyen expressif de créer une animation avec des
coups de crayons. Dans les animations de type “video doodles”, les artistes créent un
dessin animé qui semble bouger dans le même espace 3D qu’une vidéo �lmée. Prendre en



compte les e�ets de perspective et les occlusions tout en dessinant des courbes 2D n’est
pas une tâche facile, c’est pourquoi nous utilisons des techniques de vision par ordinateur
pour placer les courbes dans l’espace 3D et les rendre en respectant le contexte de la vidéo.
Nous concevons une interface utilisateur en 2D qui ressemble aux outils traditionnels
d’animation en 2D, a�n de perme�re aux utilisateurs qui ne sont pas familiers avec les
outils 3D de créer de telles animations.

Globalement, nous montrons que les courbes 3D sont une représentation puissante pour
la création de contenu 3D en proposant trois systèmes qui exploitent les courbes 3D ou les
dessins 3D en tant que primitives d’interaction pour des applications créatives allant de la
création de forme à celle d’apparence et d’animation. Nous abordons la conception de ces
systèmes sous deux angles complémentaires ; nous développons de nouveaux algorithmes
pour interpréter les dessins et les commandes de bas niveau de l’utilisateur, et nous
concevons des interactions qui perme�ent aux utilisateurs d’exprimer leurs intentions
haut niveau.

Mots-clés: Dessin 3D – Réalité Virtuelle – Modélisation 3D – Outils de création



Abstract

�e increasing accessibility of real-time 3D rendering hardware has made 3D content
creation a major means of expression and storytelling. But authoring 3D content requires
interacting with the digital representations of shape and appearance that are compatible
with rendering and animation algorithms. Triangular meshes, parametric material models
and animation curves, while well suited to downstream computation, require artists to
convey their ideas in terms of low-level commands that need to be learnt and remembered.

In this thesis, we explore the use of 3D strokes as a way for artists to express their
ideas. Inspired by the way artists work with brush and canvas, we consider the artist’s
mark-making gesture as the main input to the authoring system. 3D strokes are �exible
primitives that can be created in either 2D desktop user interfaces or in virtual reality
(VR) interfaces, and they can encode a 3D shape or likewise the �nal appearance of a 3D
painting. Designing tools that consider 3D strokes as a shape or appearance representation
opens a large and exciting space to explore.

Designers can use 3D strokes as a partial representation of 3D shape. We investigate
how to interpret an unstructured sparse 3D sketch into a 3D surface model. Since feature
curves are a prominent part of the design and are �nely depicted by the sketch, we recover
a piece-wise smooth surface that preserves those sharp features. By obtaining a surface
from unstructured 3D strokes, our algorithm allows to render the shape depicted by the
sketch.

To be�er understand how 3D strokes can depict not only the shape but also the appearance
of objects, we study the practice of VR painting among a community of artists that work
with a commercial VR painting so�ware. Based on this inquiry, we propose a design and
implementation for 3D-Layers, a new interaction primitive for VR painting that embraces
3D strokes as the sole representation for both 3D shape and appearance, yet decouples
edition of these two elements. Inspired by the usage of layer compositing in 2D digital
painting, we support a non-destructive work�ow to edit the appearance of a VR painting.

Hand-drawn animation is an expressive way to convey an animation with strokes. In
“video doodles” animation, artists create an animated doodle that seems to live in the same
3D space as a captured video. Taking into account perspective e�ects and occlusions
while drawing 2D strokes is not an easy task, so we leverage computer vision techniques
to place strokes in 3D space and render them with respect to the video context. We design
a 2D user interface that resembles traditional 2D motion design tools, to enable users
unfamiliar with 3D tools to create such animations.

Overall, we show that 3D strokes are an expressive representation for 3D content cre-



ation by proposing three systems that leverage 3D strokes or 3D sketches as interaction
primitives for creative applications spanning shape, appearance and animation authoring.
We approach system design from two complementary perspectives ; we develop novel
algorithms to interpret strokes and low-level user input, and we design interactions to
provide new ways for people to express their high-level intent.

Keywords: 3D sketching – 3D modeling – Virtual Reality – Creativity Support Tools
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Chapter I

Introduction

Contemporary to the work on this thesis, the technology industry has pushed to increase
the adoption of virtual reality (VR) hardware in an a�empt to drive social acceptance
of the so-called “metaverse”. Namely, in 2020 Meta has released a new VR headset that
sold 10 million units [316], and in 2023 Apple announced a new augmented reality (AR)
headset [17]. Corporate advertisements and technologists herald the start of a new era
in computing, from the way we work to how we connect with friends and family, yet
it is unclear for society at large whether this technology constitutes an advancement
in quality of life or a new a�empt by tech giants to capture a�ention and extract value
from users [351]. In this rapidly evolving technology and social landscape, we choose
to study the concrete possibilities that new input, display, and environment capture
technologies present to artists and how so�ware design might support or in�uence the
authoring work�ow. Should the forecasted adoption of VR hardware and the metaverse
happen, creative applications that are accessible to novices can help democratize 3D
content creation and ensure that the power to tell stories and design virtual surroundings
is shared with the general public.

Developing so�ware and algorithms to aid people in the authoring of three dimensional
(3D) content is a core research question in computer graphics. Ivan Sutherland’s seminal
work on Sketchpad [300] in the 1960s exempli�es that e�ort of making shape edition
on the computer easier and more accessible. While at the time, creating shapes on the
computer was possible only through wri�en commands, Sutherland showed that human
and computer could instead “converse rapidly through the medium of line drawings”, by
using a pen interface to point at the screen and draw lines and curves. Sketchpad stands as
an early example of a new way of designing interactions between human and computer,
in which the human’s physical actions – of moving the pen – yield rapid operations onto
an object of interest – the drawing – whose graphical representation is present at all time
on the screen and always up to date.

An interface presenting these qualities was described as a Direct Manipulation interface
by Shneiderman [282], by opposition to the prevalent user interfaces at the time, which
were based on text command inputs. Hutchins et al. [138] further characterize what
makes an interface feel “direct”, by conceptualizing an interface as a bridge over the gap
between the state of the digital system and a user’s goals. In particular, they describe
the process of translating one’s intent into a set of low-level actions on the computer’s



CHAPTER I. INTRODUCTION

data as bridging the gulf of execution. �ey describe how all interfaces can introduce
two types of distance that describe how large that gulf is: semantic distance describes
how close commands or actions available in a system are to how a person “thinks of the
task”, and articulatory distance measures how close the physical form of the input that
the user performs matches the corresponding command in the system. �is description
of interactions is general and can be applied to all types of applications such as text
processing, book keeping, and data tabulation. In particular, I claim that the concepts of
direct manipulation interfaces are relevant to design visual content authoring tools, since
reducing semantic and articulatory distances can support artists in quick externalization
of ideas and promote exploration [255].

Despite tremendous progress in making 3D content creation accessible and the availability
of quality consumer so�ware, the cra� and technical mastery of 3D creation remains
daunting to many. Most professional 3D modeling so�ware relies on a 2D mouse user
interface, so they provide tools that let users edit 3D data by dragging geometric primitives
along constrained 2D planes or 1D axes. In this interaction, the articulatory distance
between the 2D gesture and the 3D editing operation is arguable quite large. Furthermore,
many 3D modeling tools make users work with low-level representations of geometry
such as polygonal meshes, since they are the de facto way to encode digital shapes. �e
authoring process consists in iteratively deforming this representation – eg extruding a
polygonal face or moving a primitive shape in a CSG model. Working with those tools
require the artist to bridge the semantic distance by learning how to convey their idea
in terms of valid deformation operations on this strictly de�ned digital material. In this
se�ing, bridging the gulf of execution [138] can feel prohibitively di�cult for an artist
that doesn’t have enough experience working with such digital representations.

In this thesis, we explore the use of 3D strokes as a “high-level language” between a
person’s goals and the 3D authoring system. Inspired by the way artists work with brush
and canvas, we consider the artist’s mark-making gesture across the domain as the main
physical input action to the authoring system. Creating a stroke via a motion of the
hand through space arguably presents a small articulatory distance. We embrace the
inherent lack of structure and freeform nature of sketched strokes in our system design.
Our algorithms and user interfaces do not expect artists to sketch in a particular way,
which aims at bridging the semantic distance by le�ing the system interpret raw user
input instead of asking the user to make their input conform to system requirements. In
the following chapter, we de�ne what 3D sketching is and we will see that 3D sketching
in the broad sense maps out a large space of possible designs and applications. We will
proceed by narrowing down on the particular topics we choose to study in this thesis.

2



I.1. 3D SKETCHING AS A CREATIVE MEDIUM

Fig. I.1: In the following section, we define what we mean by 3D sketching (middle), and in
particular we look at input methods for 3D sketching (le�) and define what the 3D strokes depict
in di�erent use cases (right). Second image from the le� ©Lois van Baarle ; third image ©Nick
Ladd ; fourth image ©James Robbins.

I.1 3D sketching as a creative medium
�is work uses the term 3D sketching to refer to the act of expressing an idea or concept
by creating 3D strokes embedded in a 3D space that can be empty or contain some context
to which the strokes relate. We use the term 3D strokes to refer to 3D curves that have
been “marked” in space [53] by the direct gesture of an artist’s hand – usually holding
an appropriate tool. �is de�nition is voluntarily broad, and opens up a large space to
explore in this thesis. �e following section delves into the speci�cs of the input methods
used to create 3D strokes (Fig. I.1, le�), and the di�erent meanings that such a stroke
may carry (Fig. I.1, right) ; each of these options comes with its own set of challenges. I
conclude by narrowing down on which challenges we choose to explore more in depth
in this thesis.

I.1.1 How to create 3D strokes?
2D input Traditionally, user interfaces for display and for input are two dimensional
(2D), like the computer display and light pen used by Sutherland. Sketching on a tablet
is very close to the action of sketching with pen on paper, making it easy to transition
to, and just as expressive as sketching on paper. One way to create 3D strokes with
pen and tablet input is for a user to draw a 2D stroke and “li�” it to 3D following some
rule determined by the interface designer – o�en by making the assumption that the
2D stroke depicts a projection of the 3D stroke onto a camera plane. Such a tool for 3D
content creation lets the artist’s hand gesture input directly a�ect the shape of a stroke
upon creation.

Challenges As interface designers we are le� with the responsibility to decide how
the user’s 2D strokes should be li�ed to 3D space. �is problem is ill-posed since one 2D

3
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stroke can be li�ed to many 3D strokes: solving it requires choosing suitable heuristics
or designing ways to let the user li� the uncertainty. If the user wishes to sketch in an
existing 3D context, the challenge becomes to decide how to relate the strokes to that
context.

©FRONT Design [107]

3D input Another way to create 3D strokes is to record an
artist’s hand gesture in 3D space, and to let that 3D gesture
be the direct source of creation of a 3D stroke, as if the artist
were holding a small LED light that forms a 3D light trail in
a long exposure photograph (see inset). With early hardware
for 3D input and hand-tracking, Galyean and Hughes [112],
Schkolne et al. [267] among others introduced that idea of
creating shape through such a process, referred to as analogous to “squeezing toothpaste”
or more formally as “repeated marking”. With the increasing availability of virtual reality
(VR) hardware that put 6 DOF tracked controllers in the hands of many, commercial
applications such as TiltBrush and �ill have adopted this idea of a hand-held 3D brush
tool that leaves digital 3D marks in space. Creating 3D content with such a VR paint
brush compared to a 2D pen and tablet bridges the gap in degree of integration, as we
have a 3D input device for 3D content creation.

Challenges Performing gestures in 3D space with a high degree of accuracy is an
activity that is di�cult to do without extensive practice. Compared to marking 2D paper,
for which we have trained since our early childhood doodles, sketching in 3D space
is a novel activity to most people and presents a steep learning curve. �is leads to a
challenge for users in terms of creating accurate and intentional strokes, as shown by
experimental studies [19, 211].

I.1.2 What do 3D strokes depict?
Just as physical drawing media can be used to depict a sphere in very di�erent ways, 3D
strokes are a �exible primitive that can be used with a variety of depiction styles (Fig. I.2).

Shape In an analogy of the line drawing in Fig. I.2a, an artist can depict a 3D surface by
placing a few strokes in 3D space. For example the sphere drawing in Fig. I.2c is composed
of very sparse strokes, yet the viewer’s brain can understand that this represents a sphere.
Line drawings are a popular way to express design concepts in early stages of design, in
part because of their remaining uncertainty and ambiguity, which stimulates the viewer’s
creativity while �lling the gaps. Expressing a design with a few lines and curves is also a
valuable tool for product or automotive design, where feature lines of an object are o�en a
deliberate part of cra�ing its �nal look. In 3D sketching, depicting a 3D surface with few
strokes is appealing for the same reasons and additionally presents an opportunity for
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2D input

(a) (b) (c) (d)

3D input

Shape Appearance AppearanceShape

Fig. I.2: A sphere can be depicted with 2D strokes by sketching on a pen tablet (a, b), or with
3D strokes by sketching in VR (c, d). The sphere can be depicted by a suggestion of its shape (a,
c), or by directly rendering its appearance (b, d). Sketching with 3D strokes yields a 3D artwork
that can be viewed from another viewpoint (inset).

the 3D sketch to serve directly as a rough starting point for a more de�ned 3D modeling
step.

Challenges Just like with the sphere example shown earlier, observing a 3D sketch
a�entively is o�en enough for a human to perceive a reasonable approximation of the 3D
surface depicted. However, from the perspective of a computer, the sparse set of strokes
of a 3D sketch form an uneven sampling of the underlying surface, which makes it very
di�cult to infer what this surface might be. While the 3D strokes are related to each
other through near-intersections or other geometric criteria such as symmetry, these
relations do not form a de�nite and clear structure suitable for analysis. Nevertheless,
obtaining a well-de�ned 3D surface from such an unstructured 3D sketch might be a
valuable starting point to other downstream design steps, such as rapid prototyping, or
CAD modeling.

Appearance While the thin and sparse pencil strokes of Fig. I.2a depict a sphere by
suggesting its shape, the thick dense and colored brush strokes of Fig. I.2b depict a sphere
by representing its appearance. Similarly, 3D strokes can be used to directly represent
appearance (Fig. I.2d), and by arranging many colored brush strokes, skilled artists can
depict complex 3D scenes. Such “3D paintings” open unique possibilities in the space
of 3D content creation: artists can create scenes that present all the expressivity and
hand-cra�ed aesthetic of a traditional painting, yet can be explored by free viewpoint
navigation as any 3D scene.

Challenges While the design of 2D digital painting applications has been a topic of
research for decades, how to design and implement practical and expressive “3D painting”
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Fig. I.3: We present three possibilities to leverage 3D sketching as an authoring tool. (a) From
3D strokes sketched in VR we can recover a piecewise-smooth surface that fits the sketch. In
ambiguous cases, a user-defined proxy surface (a, top) can be used to guide surface fi�ing. (b)
We augment VR painting with a data structure and rendering algorithm to support organizing
strokes in stacked layers, enabling a more precise and non-destructive coloring workflow to
hand-paint 3D appearance. (c) We facilitate authoring hand-drawn animation on top of existing
videos by combining a 2D keyframing and drawing interface with a 3D tracking method.

tools is still an open problem. It is not clear how well-established tools and paradigms
from 2D painting can be ported to this di�erent domain. Unlike 2D paintings, 3D paintings
do not rely on the concept of a substrate onto which paint strokes are accumulated by
layering and mixing – eg the oil painter’s canvas, or Photoshop’s background layer. A lot
of features in 2D digital painting are designed around this mental model: layering and
compositing of strokes, textured brushes that simulate traditional media applied onto a
canvas, cu�ing regions and masking layers. Current commercial 3D painting so�wares
lack analogous functionalities and struggle to support artist work�ows.

I.1.3 Our work in this space
In this large and exciting space of what 3D sketching can be, we choose to explore three
possibilities during this thesis. First we delve into how VR hardware could support 3D
sketching creative tools, by studying both how sparse 3D sketches could be surfaced
(Chapter III) and how to improve the design of 3D painting tools by designing new
interaction primitives inspired from 2D digital painting tools (Chapter V). �en we turn
to the case of pen and tablet 2D interfaces, and how these can be used to support creating
3D doodles in the context of an existing video (Chapter VI).

3D sketching is used by communities of artists that develop ad-hoc methods to achieve a
diverse set of creative goals, such as industrial 3D design, illustration, game asset design,
and motion design. By studying tutorials, conducting interviews and browsing created
artifacts, we aim to be�er understand how artists work with 3D sketching, in which
scenarios they encounter the challenges that come with 3D sketching, and what work-
arounds they have found to overcome those challenges. Adopting this methodology that
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is commonplace in human-computer interaction research [212] helps us design solutions
to the challenges outlined previously (Section I.1.1 and Section I.1.2).

First, in our work on surfacing VR sketches (Chapter III), we tackle imprecision and
ambiguity of the description of a shape through a freehand 3D sketch (see Fig. I.3a).
We formulate well-posed objectives for our surfacing algorithm by observing common
depiction strategies in VR sketches, and reduce the overall complexity of the problem
by le�ing the user control the coarse look of the �nal shape by a rough 3D model. �en
we seek a be�er understanding of how VR artists depict appearance in 3D paintings by
conducting interviews with 4 participants (Chapter IV). �is study led us to propose a new
way to organize 3D paintings to give �ner control to the artist over colors while relaxing
the need for precise motions (Chapter V. see Fig. I.3b). Finally we study how people
create animated doodles on videos in order to design a user interface that puts the power
of deep 3D scene understanding in service of a controllable and playful animated doodles
creation work�ow (Chapter VI, see Fig. I.3c). By leveraging 3D scene understanding, we
can “li�” 2D animated doodles to the 3D context of a captured video.

I.2 Outline
�e rest of the thesis is organized as follows. Chapter II presents previous work on tools
for 3D content authoring based on direct manipulation interaction. We will show that
developing tools for 3D shape, appearance and animation authoring that feel direct has a
long history, with rich contributions from both a technical and interaction design point
of view.

Chapter III explores how 3D strokes can be used as a representation of shape. We show
that a sparse 3D sketch can be converted to a piecewise-smooth 3D surface that preserves
characteristic feature lines of the sketch. Our key insight is that 3D strokes encode not
only samples on the 3D surface, but can also indicate where sharp features lie on the
surface.

3D strokes can encode not only shape ; they can represent �nal appearance of a 3D
scene. In VR painting, artists use colored brush strokes to directly depict appearance and
create complex scenes that have a unique visual style, hard to achieve with traditional 3D
authoring tools. We study the emergent practice of VR painting in Chapter IV through 4
semi-structured interviews with practicing VR artists, and provide a preliminary analysis.

In our formative study, we �nd out that artists use brush strokes to depict both shape
and appearance in their painting, with a strong coupling between these two. While
this enables artists to directly manipulate both, this coupling makes editing appearance
without a�ecting shape di�cult, and hinders making changes in appearance to a VR
painting. In Chapter V, we propose a new interaction primitive inspired by 2D bitmap
layers in digital painting to alleviate this challenge. We showcase two complex work�ows
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achieved with our prototype, and propose a preliminary plan for a user study to test our
design.

In Chapter VI, we show that 3D strokes can also be helpful in the context of hand-drawn
animation. We focus on the creation of video doodles: simple hand-drawn animation
overlaid on a video, in which the drawn doodles have to look as if they were in the
captured scene. We propose a user interface that enables novice users to create video
doodles, by decomposing the authoring process into on one hand 3D trajectory estimation
of a “scene-aware 3D canvas”, and on the other hand sketching multiple frames.

Finally, we conclude this thesis by proposing future research directions in Chapter VII.

I.3 Publications
�e work of Chapter III has been published:

Emilie Yu, Rahul Arora, J. Andreas Bærentzen, Karan Singh, and Adrien
Bousseau. 2022. Piecewise-smooth surface ��ing onto unstructured 3D sketches.
In ACM Transactions on Graphics (Proceedings of SIGGRAPH), volume 41-4,
pages 1-16.

�e work of Chapter VI has been published:

Emilie Yu, Kevin Blackburn-Matzen, Cuong Nguyen, Oliver Wang, Rubaiat
Habib Kazi, and Adrien Bousseau. 2023. VideoDoodles: Hand-Drawn Anima-
tions on Videos with Scene-Aware Canvases. In ACM Transactions on Graphics
(Proceedings of SIGGRAPH), volume 42-4, pages 1-12.

Chapter IV and Chapter V present preliminary results of ongoing work that has not been
published yet.
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Chapter II

Background and Related Work

�is chapter provides background for the thesis as a whole, highlighting common themes
that span all three of our more speci�c projects, and situating them in the current
landscape of research and industry tools for 3D digital content authoring. Each of the
core chapters (Chapters III to VI) will give background concerning the particular authoring
scenario that the chapter focuses on.

In this chapter we map out the landscape of tools and e�orts to make digital 3D content
authoring more direct and more expressive. Digital 3D content serves varied applications,
from creating frames in a feature animated movie, to generating the commands that a
laser cu�ing machine will use to make parts for a kitchen table. All digital 3D content
destined to be visualized on a computer is composed of di�erent data structures with
particular values, that a rendering algorithm interprets to form an image. �ree core
aspects that de�ne digital 3D content are shape, appearance and motion.

For a more concrete example, let us look at this crow character, created for a small video
game project (Fig. II.1). �e shape (Fig. II.1a) de�nes what space the crow occupies in 3D,
it de�nes the outline of the crow character from any given viewpoint, as well as what
kind of creases, kinks and bumps the crow presents. Shape can be authored in many
di�erent ways as we will see in Section II.1, but in the end it is typically an assembly of
geometric primitives such as 2D polygons – triangles, in the case of the crow. Knowing
the shape of the crow is enough to draw its outline, but by de�ning appearance, we can
convey that this crow character is purple and we can make it match the �at visual style of
the game (Fig. II.1b, bo�om), or instead make it look like a plastic toy (Fig. II.1b, top). �e
appearance of the crow encodes some information about how a computer program should
render the crow to a 2D frame. It de�nes visual aspects about the surface such as color,
and how the surface reacts to virtual incoming light. It also encompasses information
about the environment in which the crow lies, such as the lighting setup and surrounding
objects that might a�ect the appearance of the crow by casting shadows or re�ecting
light [84]. Appearance authoring is a vast topic, in Section II.2 we focus on methods
to author appearance by painting strokes. Finally, the crow character can be made to
appear in motion (Fig. II.1c) by authoring motion via animation. We end this landscape
of authoring tools by giving in Section II.3 an overview of animation methods aimed at
novice users, as they, in particular, strive to design more direct interaction techniques for
animation.



CHAPTER II. BACKGROUND AND RELATED WORK

(a) Shape

(b) Appearance

(c) Motion

Fig. II.1: Authoring digital 3D content encompasses many aspects, among which we focus on
authoring 3D shape (a), appearance (b) and motion (c).

VR, AR and other 6-DOF input devices have driven a lot of research in 3D content
authoring systems. We discuss those contributions across all sections of this chapter,
as we will see that they can be well classi�ed along the same categories as 2D desktop
systems.

II.1 Shape authoring
Methods and user interfaces to create and edit 3D geometry cover a vast body of academic
and industry e�orts, and have been designed to cater to a variety of use cases, such as
industrial design, 3D game asset creation or digital fabrication. For brevity, this section
dwells on the landscape of work that most closely matches our e�ort of making tools
that let users author shape by direct manipulation. We organize related work in this
�eld by the kind of representation that they let users manipulate. �e choice of shape
representation in a particular authoring tool is sometimes driven purely by practical
aspects of performance or compatibility concerns, yet the representation introduces
di�erent trade-o�s and constraints. �is a�ects whether a given tool supports a particular
artist’s work�ow, just like how choosing to work with vector curves will support a
di�erent process than working with bitmap brushes [191].

If it is true that the waywe think about something is shaped by the vocabulary
we have for talking about it, then it is important for the designer of a system
to provide the user with a good representation of the task domain in question.

—Hutchins et al. 1985, Direct manipulation interfaces
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II.1.1 Manipulating surfaces
A popular representation for 3D geometry authoring is to encode a shape as a surface that
de�nes its outer boundary. �is surface is discretized as a polygonal mesh, for example
composed of quadrilaterals or triangles. �e user can visualize the discretization elements
such as vertices, edges and faces, and those elements are the main object of interest in
the interaction ; the user can select them and apply operations onto them.

Box modeling

A complex surface can be created by starting from a simple primitive shape such as a
cube, and iteratively applying operations onto the elements of the polygonal mesh – a
process referred to as box modeling [315] (see Fig. II.2a). By extruding faces, subdividing
face loops and pulling on edges and vertices, the artist can create a low-polygon mesh
that captures the rough shape they envision [38]. �is low-polygon mesh can optionally
be subdivided to obtain a smooth looking surface. �is work�ow gives the artist a high
level of control over the topology of the polygonal mesh they are forming – ie how the
discretization elements are assembled.

While this control enables skilled modelers to build a surface with few discretization
artifacts and deliver an optimized mesh, working at the polygon level widens the “gulf of
execution” by le�ing the user �gure out how a desired shape modi�cation translates to
topology modi�cations. Previous work has sought to simplify this process by automating
topology modi�cations for simple operations [200] (see Fig. II.2b), or by converting an
arbitrary surface into a quadrilateral mesh with a topology that facilitates this modeling
work�ow [238]. Doing box modeling in VR can make grabbing and pulling on primitives
in 3D quicker andmore direct thanwith a 2D desktop interface (see Fig. II.2c) [25, 246, 287],
but the user is still in charge of constructing a valid shape in terms of mesh topology, or
is limited to interacting with shapes via rigid transformations [299]. �is extra cognitive
load is not appropriate in early stages of the design process, when sketching out an idea
must be a “quick” and “inexpensive” process [52].

�us we see artists start the box modeling process with references from earlier stages
of design, which can be 2D images or sketches that they “trace” over from a particular
viewpoint [252]. In particular in VR modeling tools we observed artists using a 3D rough
sketch done in VR as a visual sca�old to help the modeling step [287]. Our work in
Chapter III explores how this kind of ideation 3D sketch can be used to automatically
model a 3D shape, and the other projects presented in this thesis (Chapters III and V)
consider only strokes as interactable geometric primitives, hiding the complexity of
surface discretization away from the user.

11
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(a) Box modeling 
in Blender

(b) Resolving topology for face pull interaction 
[Lipp et al. 2014]

(c) VR box modeling
[Bærentzen et al. 2019]

Fig. II.2: In box modeling, users apply operations onto elements of a polygonal mesh such as
faces (a) via gizmos [38]. Ensuring correct mesh topology updatesmatching a desiredmodification
(orange arrow) is not always trivial (b) [200]. VR interfaces can make mesh manipulation easier
(c) [25].

Surface deformation

Digital surface deformation operations are designed as analogies to modeling actions
that take place with physical media, such as clay sculpting, in order to build on users’
pre-existing understanding of the non-digital world [151]. �e idea of taking inspiration
from the actions in sculpting can be found in the early work of Coquillart [67] that uses a
3D la�ice as handle to deform the 3D surface. More recent work on surface deformation
made manipulation simpler by allowing more �exibility in the handle construction and
achieving real-time deformation [153] (see Fig. II.3a). �e user can also grab vertices as
handles and see the surface deformed in a way that matches “naive physics” expectations
[151], by solving a variational problem with a well-chosen energy that models surface
stretching and bending [44] or rigidity [291].

Another popular deformation user interface consists in exposing a “brush” tool that
de�nes a 3D deformation �eld corresponding yet again to sculpting analogies such as
grab, twist, pinch [75] (see Fig. II.3b). Such modeling tools are implemented in commer-
cial desktop so�ware [39, 215] and for VR hardware to enable 6-DOF manipulation of
deformation brushes [7].

While modeling by deformation is a very popular and e�cient method for 3D shape
editing, it is more suitable to re�ne an already-existing coarse version of the desired
shape than to create a shape from scratch. We see these techniques as complementary
to our work, since we focus more on the initial stage of design when the idea must be
externalized from a blank slate.

Speci�cally, some surface deformation techniques use on-surface curves or curve net-
works as meaningful handles, motivated by the observation that pro�le curves and sharp
feature curves are strong shape descriptors that artists want to have explicit control over.
Singh and Fiume [286] show the expressive power of using a few on-surface curves to
deform a surface, and later work explored the use of networks of curves that are either
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(a) Skeleton handles
[Jacobson et al. 2011]

(b) Sculpting brushes
[De Goes and James 2017]

(c) Curve network handles
[De Goes et al. 2022]

Fig. II.3: Surfaces can be deformed by a user through di�erent interaction metaphors. The
system can expose di�erent kind of handles such as a skeleton (a) [153], or a curve network (c)
[76]. Alternatively, the user can use a “brush” that displaces the content inside by simulating an
elastic material being pulled (b) [75].

hand-authored [76] or automatically generated given a shape [111] to enable deformation
of complex character meshes (see Fig. II.3c) and regular man-made shapes respectively.
We push the idea of using curves for shape de�nition further, by using curves not only for
editing an existing surface but also for de�ning that surface from scratch in Chapter III.

Composing surfaces

Finally, a last notable interaction metaphor that can power direct manipulation interfaces
is to consider how multiple surfaces can be composed together. A closed surface de�nes
a solid volume, and multiple such volumes can be composed with boolean operations.
�is method – called Constructive Solid Geometry (CSG) – enables the construction
of complex shapes via the manipulation of simple parametrized primitive shapes such
as boxes, spheres, or tori [277]. More generally, both these primitive shapes and more
complex organic shapes can be described by an implicit surface representation: the
surface is the set of 3D points in which a scalar function evaluates to a �xed value
[41]. In a user interface for CSG or implicit surface modeling, the user can edit the
primitive shapes themselves by changing their parameters or by moving them in 3D
space, and they can de�ne how the shapes are composed together by choosing a boolean
operation and a blending mode [15, 135]. �is type of shape authoring work�ow has
been implemented in commercial so�ware, both for 2D desktop interfaces and for VR
[96, 130, 219]. Making CSG edition easier for users is an active �eld of research, for
example to enable the conversion of other shape representations to CSG [89] ; to de�ne
variants of CSG representation that allow more powerful edits [90] ; or to let users
manipulate a complex CSG program with direct manipulation paradigms [218].

Composing surfaces to obtain complex e�ects is something we explore in Chapter V,
where 3D strokes can act on the color of their interior. �is interaction metaphor is
directly inspired by CSG interfaces [96, 130] ; and the implementation we choose to
render the coloring e�ect is related to similar ideas in CSG rendering [339].
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II.1.2 Manipulating strokes
�e question of how to facilitate conversation between human and machine “through
the medium of line drawings” from Sutherland’s thesis remains open to this day and has
inspired many researchers to look into how hand-drawn strokes can be interpreted by a
computer for diverse applications. We are in particular interested in how strokes can be
used for the purpose of 3D content authoring, and in this section we present previous
work on using strokes to de�ne 3D geometry.

2D strokes to 3D strokes

A simple pen drawing as in Fig. I.2(a) is readily perceived as a 3D sphere by a human
observer. Perhaps because of how simple that process feels to us, a large body of research
called “sketch-based modeling” has studied how computers could be programed to un-
derstand 2D line drawings as 3D shapes [42, 232]. �is line of work considers 2D line
drawings as representations of 3D shape that have been projected to some image plane.
�e goal of sketch-based modeling systems is to inverse that projection such that from an
input 2D stroke we obtain a 3D stroke, or such that from an input sketch we obtain a 3D
surface. �ere is inherent ambiguity in this process since the “depth” of a stroke in the
virtual 3D space before projection is unknown. �ere are multiple strategies developed
in prior work to be�er constrain the problem, anchored in observations on how people
draw [65, 331].

Some work has considered the design of interactive systems to facilitate converting
2D strokes into 3D strokes. In this se�ing, the depth ambiguity can be resolved by
designing work�ows to let the user specify it explicitly, for example by le�ing them
provide multiple views of the same stroke [23, 161], sketch by projection on a 3D plane
[23, 85, 196, 334], or on a transient 3D surface [24, 77, 172, 173, 231] (see Fig. II.4a). To
reduce the need for multiple changes of viewpoints while sketching and to allow users
to sketch more complex non-planar curves, Schmidt et al. [271] and Krs et al. [179] rely
on geometric priors such as minimizing total curvature and on the spatial relationships
between a stroke and its surrounding 3D context. �ey formulate such priors as terms in
an optimization, and spatial relationships as hard constraints.

In the case where only one sketch from a single viewpoint is provided by the user, Xu et al.
[333] showed that if the sketch follows industrial design sketching principles, formulating
these same principles as objectives that the �nal 3D sketch should minimize makes it
possible to reconstruct a complex 3D sketch. Recently, by using similar design principles
and expressing them in robust optimization frameworks, Gryaditskaya et al. [120] and
Hähnlein et al. [124] have shown that it is possible to deal with more complex sketches
with messy oversketched strokes [121] (see Fig. II.4b).

Some work in this �eld has studied how to leverage real-world 3D context to li� 2D
sketches to 3D [196, 236] (see Fig. II.4c). We are interested in this particular case in
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(a) Sketching on transient
surfaces [Kim et al. 2018]

(b) Lifting a single-view sketch
to 3D [Hähnlein et al. 2022]

(c) Sketching in a 3D context
[Li et al. 2017]

Fig. II.4: Creating 3D strokes via a 2D input device can be done by le�ing users draw on transient
3D curved surfaces (a) [172] ; or by reconstructing a plausible 3D interpretation of the 2D strokes
by analyzing intersections and symmetries (b) [124]. To design in a real-world 3D context (c),
partial 3D geometry reconstructed from a RGB-D capture can be used to place strokes in 3D
[196].

Chapter VI, where our context consists of a casually captured video, and our goal is to
help the user place animated 2D doodles in this 3D context.

2D strokes to 3D surfaces

To let users create 3D surfaces by sketching, a simple and e�ective idea was �rst developed
in Teddy [142] based on the assumption that a closed 2D curve represents the silhoue�e
of a smooth round surface (Fig. II.5a). �is idea was pushed further by Nealen et al. [226]
that introduced more robust optimization framework to solve for the surfaces, and others
explored how implicit surfaces could be used as surface representation in this problem
[73, 162, 272]. While these methods typically rely on the user iteratively sketching
multiple 2D contours from di�erent viewpoints, others developed methods that work
with a single sketch from one viewpoint by leveraging annotations [94, 114, 159, 189] (see
Fig. II.5c), or by applying learnt priors from synthetic data [190, 208] (see Fig. II.5b). In
the �rst core chapter of this thesis (Chapter III), we are inspired by the premise of sketch-
based modeling and seek to explore a closely related question: if a user could sketch 3D
strokes, how could those be used to create a 3D surface? While such a sketch is already
well de�ned in 3D space, it shares some of the characteristics of the 2D sketches studied
in sketch-based modeling, such as being a partial depiction of the surface, presenting
oversketching, imprecisions and gaps between strokes.

Mid-air 3D sketching

Despite the recent burst of interest in virtual reality (VR) hardware, the core ideas of
VR user interfaces have been developed by researchers for decades. In 1968, Sutherland
[301] demonstrated the possibility of a head-mounted display that renders a virtual 3D
scene from the viewpoint of the spectator’s head. In the 90s, more practical hardware
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(a) Contour inflation
[Igarashi et al. 1999]

(b) Surface detailing with
normal map prediction [Luo et al. 2021]

(c) Annotated strokes
define curvature [Li et al. 2017]

Fig. II.5: Sketch-based modeling research investigates how to let users create and edit 3D
shapes by sketching in 2D. A closed 2D curve can be inflated to a smooth surface (a) [142] ; a 2D
pre-trained normal map estimation network can help interpret detailing 2D strokes as 3D edits
(b) [208] ; and annotated 2D strokes can convey rich information about local surface curvature
(c) [189].

systems for VR and AR such as the CAVE [69] and the Responsive Workbench [180]
supported researchers in exploring the use of head-mounted display and tracked hand-
held controllers for authoring applications. HoloSketch proposed to use 3D position input
from such a hand-held device to create primitive objects or free-form tubes that follow
the hand motion of the user [79]. Surface Drawing enabled users to create and deform
surfaces in mid-air with a sweep of the hand [267] (see Fig. II.6a). In FreeDrawer, the
3D model was created on the Responsive Workbench by sketching a sparse network of
3D strokes, from which the system inferred surfaces that could later be deformed [322].
�e ideas from these seminal papers are still very relevant to modern VR sketching
applications. OpenBrush [140] and many other VR creative applications [228, 287, 289]
employ a mid-air sketching interaction similar to the ideas presented in HoloSketch and
Surface Drawing.

Israel et al. [148] reported that 3D sketching with tracked hand-held controllers could be
useful for designers, by helping them externalize ideas and foster creativity. However, VR
sketching interfaces present new challenges to users compared to 2D sketching. When
sketching simple strokes like a straight line or a circle, users – especially novices in 3D
sketching – achieve poor accuracy when trying to match a target [19, 211]. �e lack
of a supporting surface induces the need for be�er motor control in a space with more
degrees of freedom than traditional 2D sketching. Adding to that, low spatial ability
can inhibit users, making them more prone to errors when positioning strokes relative
to each other. We refer the interested reader to a recently published book chapter that
covers more thoroughly the opportunities and challenges of 3D sketching [21].

Motivated by those studies on the challenge of geometric accuracy when trying to achieve
a particular shape with mid-air drawing gestures, a variety of interfaces have been
proposed. One idea is to reduce the degrees of freedom when drawing a stroke mid-air.
3-Draw [263] did so by decoupling the act of drawing the curve to de�ne its shape from
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(a) Painting mid-air
[Schkolne et al. 2001]

(b) Lifting 2D strokes to 3D
[Jackson and Keefe 2016]

(c) Combining 3D mid-air and
2D pen input [Arora et al. 2018]

Fig. II.6: Creating 3D strokes can be done using hardware with 6 degrees-of-freedom tracking.
The motion of the user’s hand mid-air can create a ribbon (a) [267] ; the user can grab and li�
strokes drawn in 2D to 3D (b) [150] ; or 3D strokes can be created in two steps, by first using 3D
mid-air sketching to define 3D canvases, then sketching on a canvas with a pen tablet (c) [18].

indicating its position and orientation in the overall drawing. Keefe et al. [166] use haptic
feedback from a Phantom device and a 2-hand interaction metaphor inspired by tape
drawing [26] to separate drawing the curve from indicating its tangent direction. Other
methods avoid direct 3D freehand sketching in the creation process. Jackson and Keefe
[150] proposed to use curves from a 2D sketch as a basis for VR creation (see Fig. II.6b), a
feature also available in the commercial so�ware Gravity Sketch [287] along with other
curve editing operations based on control points.

Another line of work proposes to let artists sketch on a supporting surface. Arora et al.
[18] and Drey et al. [87] use a 2D tablet on which the artist can sketch precise strokes that
are mapped to a proxy 3D surface de�ned by a few freehand 3D strokes (see Fig. II.6c),
and Jiang et al. [157] use the artist’s non-dominant hand as a transient physical support
for sketching. In a mobile AR context, using the phone as both a 3D tracked input device
and a tactile screen to draw on can help make the best of both input conditions [182]. In
an augmented reality context, physical 3D objects can also serve as support to sketch
more accurately [318, 336], or to provide tactile feedback similar to sketching on paper
[101, 187]. In lack of a good support surface, vibrotactile or pneumatic feedback can also
provide some help in understanding pen position with respect to virtual surfaces [95].

Inspired by ideas from the domain of 2D sketch beauti�cation [102, 141, 240], some work
explored how beautifying, snapping or generally regularizing user’s 3D strokes could
help draw regular shapes [74, 210], curve networks [337], and complex 3D curves with
precise control over positions and tangent directions [338]. In Chapter III and Chapter V,
we propose methods that are resilient to imprecisions in 3D sketches, while avoiding
sketch modi�cation behaviors. We preserve the freedom of unconstrained freehand
sketching by assuming from the get go that input sketches in our surfacing and coloring
applications might be imprecise.
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Finally, recent work proposed to overcome the need for geometric accuracy while sketch-
ing by instead considering the 3D sketch as a query into a learnt distributions of 3D
shapes [205, 206]. �is allows retrieving the closest 3D shape to the sketch or generating
new shapes in this distribution that resemble the sketch, while being robust to ambiguity
and imprecisions of sketches.

II.2 Appearance authoring
Appearance authoring is yet again a vast topic in computer graphics. We provide a scoped
overview of appearance authoring by focusing on methods that give a high level of direct
control over the �nal visual appearance. Since our work focuses on using 3D strokes to
create appearance, we are de facto more interested in stylized or painterly appearance,
which are styles that bene�t most from providing the artist control via strokes. For
example, we forgo discussing physically-based material models [84], or material capture
techniques, as those do not give the opportunity to the artist to control appearance via
mark-making with strokes. In the following section, we �rst give an overview over
methods to paint on the surface of a 3D shape, then we look at methods to paint brush
strokes that �oat mid-air in 3D.

II.2.1 Painting on a 3D shape
Since most objects are fully opaque and that we visualize them solely from their outside,
they can be modeled as 3D surfaces with appearance described everywhere on this surface.
A 3D surface is “in a certain sense, two-dimensional” [82], and for us that means that
a straightforward way to describe appearance on this surface is to consider de�ning
appearance on the familiar 2D plane – as if drawing on a canvas – and then �nd a valid
mapping from each point of the 3D surface to the 2D plane. Most models in computer
animation and computer games are de�ned in this way – artists paint on a 2D texture,
and they de�ne a mapping function between the 3D surface and the 2D texture space.

From 3D surface to texture

Finding a mapping from a 3D surface to 2D texture space is not an easy task in the
general case. 3D surfaces with non-zero Gaussian curvature cannot be mapped to the
plane without introducing distortions, just as one cannot wrap a soccer ball with gi�
wrapping paper without introducing creases and bunched up areas. 3D surfaces such as
spheres that are not simply connected two-dimensional manifolds with boundary also
need to be cut in some way to ensure that they can be �a�ened out. In other terms, the
soccer ball gi� wrapping must present at least one seam. Finding a good mapping for
surface texturing thus requires multiple considerations, such as choosing appropriate cuts
and de�ning how the surface patches are �a�ened out – a process called parametrization,
in order to minimize visual artifacts of stretching or discontinuities once the texture is
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(a) Global texture mapping in Blender (b) Local texture mapping along sketched strokes
[Sun et al. 2013]

Fig. II.7: We can paint on a 3D shape by finding out how to map 2D paint strokes onto the
surface. This can be done by finding a global texture mapping (a), that defines where each point
of the sphere (inset) reads its color on the 2D planisphere [40] ; or by finding local mappings
along sketched strokes (b) [298].

mapped to the 3D surface.

Previous work has proposed e�ective solutions to create mappings with low distortion.
�is can be done by introducing seams to reduce areas of high curvature, while taking
care to hide the seams in less visible parts [279] ; by alternating user edits with automatic
optimization based on a geometric distortion measure [248] ; or by automatically opti-
mizing for both parametrization and cut placements [193]. Commercial so�ware such as
Blender [40] and ZBrush [216] provide implementations of some algorithms for texture
mapping – also referred to as UV unwrapping. �ey also provide a direct manipulation
interface where artists can edit how polygons from their 3D models are laid out in 2D
(see Fig. II.7a). Because it is challenging to mentally predict how a change in 2D texture
space a�ects the �nal look of the texture on the 3D surface, Gingold et al. [115] propose a
user interface that enables the user to edit texture maps while working on the 3D surface.

�ese texturing approaches create a global mapping from the 3D surface to a 2D texture
space. Other approaches have considered instead creating local maps on the surface in
order to decorate it with decals [241], just as one might put a small sticker onto a surface.
Schmidt et al. [269] describe how this can be achieved e�ciently by approximating the
exponential map of the surface at a point in the discrete se�ing, and they show how decals
can be used to achieve interactions similar to 2D image processing but on the surface –
eg copy and pasting, moving and deforming decals. �is approach can be extended to
support generating exponential maps along a sketched curve on the surface [298], in
order to let users paint long strokes on the surface which can be textured with images –
eg to simulate painting on the surface with an ink brush (see Fig. II.7b).

Lastly, DeBry et al. [78] introduced a di�erent texturing paradigm: texture can be stored
in 3D space in a sparse adaptive octree, instead of being stored on a 2D plane. �is
entirely bypasses the problem of �nding an appropriate texture mapping for a surface
before painting on it. In Chapter V, we take inspiration from this vision by encoding color
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(a) Texture painting
in Blender

(b) Raycast projection for 2D
texture painting

(c) Projecting mid-air 3D strokes
to a 3D surface [Arora and Singh 2020]

Fig. II.8: Painting textures can be done by applying strokes directly on the 3D surface (a) [40, 125].
When painting with a 2D input device, strokes are mapped to the 3D surface by raycasting each
point (b). However, when painting mid-air in VR (black strokes), special precautions must be
taken to ensure the resulting strokes on the surface (orange) are smooth (c) [22]. Note: (a) ©Cra�
Reaper ; (b) figure from [22].

texture as 3D strokes. �is enables us to support coloring extremely messy geometry
composed of many strokes.

Painting textures

Assuming we have obtained a global texture mapping for a 3D surface, the question
of how to let artists paint the texture remains. Since the texture is a 2D image, it is
trivial to paint on it but that remains a rather indirect way to de�ne the appearance
of the 3D surface, since the mapping from 2D texture to 3D surface might introduce
transformations and distortions. In 1990, Hanrahan and Haeberli [125] proposed instead
to let artists paint on the 3D surface directly. Brush stroke points are mapped from 3D
to 2D texture space, and the texture image is painted in this way (see Fig. II.8a). �is
simple and very e�ective method was used to create complex 3D environments with a
painterly style in Tarzan [70] ; and it is still in use today, as many material and texture
painting so�ware uses this interaction metaphor of painting directly on the 3D surface
[5]. Painting on a 3D surface using a 2D input device – pen tablet or mouse – introduces
challenges: how to map the strokes painted by the user in image space to the 3D surface?
Typically, this is done by sampling the stroke and raycasting every sample to the closest
point on the surface [125] (see Fig. II.8b). But this can make it di�cult for artists to paint
a complex 3D shape with self-occlusions, and requires many viewpoint changes to paint
the whole surface. Previous work has explored how to help artists sketch on complex 3D
shapes with many self-occluding layers by resolving depth ambiguities [108] and how to
automate camera placement in order to �nd disoccluded views for painting [234, 304].

Using a 3D input device such as a VR controller, it becomes possible to paint on a surface
with 3D motion. Agrawala et al. [9] used a tracked stylus to let people paint a texture
by moving the stylus in 3D around a physical version of the digital 3D model they are
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working on. �e tracked stylus applies paint to the digital surface in a small volume
around its tip. When trying to paint with a hand-held device in 3D space without such
a convenient physical support, people can su�er from poor geometric accuracy, which
makes painting smooth lines on a surface rather di�cult. Arora and Singh [22] proposed
a new method to map mid-air 3D stroke point to on-surface points, while ensuring the
sketched strokes are smooth (Fig. II.8c).

Finally, while hand-painted textures are beautiful and expressive, they cannot react to
changes in lighting or viewing conditions – eg a painted highlight will not move when
viewed from a di�erent point of view. Previous work has proposed techniques that
augment hand-authored shading strokes or shapes with computational control, enabling
hatching shading strokes to follow a shaded region [160], or le�ing artists de�ne how
shading shapes should react to changes in lighting [244].

II.2.2 Painting in 3D space
Limiting the application of paint to a pre-de�ned 3D surface limits the expressivity
of painting, as it will always appear to be “stuck” to the underlying surface. Overcoat
overcomes this by le�ing artists de�ne 3D strokes in the vicinity of a base 3D surface
[28, 268]. Strokes are de�ned in 3D space, and they are rendered with brush splats a�er
being projected to image-space. �is technique supports a painterly style with strokes
that create a fuzzy volume around the 3D surface.

Painting on a surface by projection, like in “WYSIWYG texturing” [125], can also be used
to create the impression of o�-surface strokes by simply hiding the supporting surface in
the �nal result. Only the painted strokes remain, and they appear to �oat in 3D space
[36, 85, 144]. We use this technique in Chapter VI: 2D doodles are mapped to 3D by using
the texture mapping from an invisible 3D canvas plane.

All previous techniques require the existence of a well-de�ned proxy surface to paint on,
which means the user has to provide it before they can start painting. In VR painting, the
artist can create 3D brush strokes mid-air directly, without an explicit support [140, 219,
228, 267, 289]. We study further the opportunities and challenges associated with this
new medium in Chapter IV.

II.3 Motion authoring
We end our tour of digital 3D content authoring research by looking brie�y at the topic
of motion authoring. Supporting motion authoring or animation covers a vast spectrum
of research, to cite just a few examples: how to pose a 3D character with a high level
of control over the �nal shape [27, 76, 313], how to control large crowds [64], how to
capture a live actor’s performance [61], how to edit 2D graphics animation [341] or even
how to make tangible stop-motion animation [2, 181]. Our work in this thesis dwells on
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(a) Animating clip arts based on
tracked pose [Liu et al. 2020]

(b) Controlling smoke emission with mid-air hand gestures
[Arora et al. 2019]

Fig. II.9: Direct manipulation interfaces for animation can leverage captured motion content
such as tracked human pose from a video (a) [201] ; or use the principle of authoring by demon-
stration, for example le�ing the user create and control e�ects with gestures of their hands (b)
[20].

animation from the point of view of casual users with limited time and resources who
would like to create short animated doodles (Chapter VI). �erefore we will focus in this
section on previous work that looked at how to support similar practices: �rst, we survey
techniques to author animation through direct manipulation, then we look at techniques
catered to hand-drawn animation.

II.3.1 Direct manipulation interfaces for animation
�e trajectory of a point or object through space is a characteristic component of motion.
Previous work has leveraged this idea to help novices de�ne animations by drawing a
trajectory curve that controls the 2D translation and rotation of a 2D image along the
curve [72]. �orne et al. [310] considers sketched trajectories as being composed of a
vocabulary of gestures that can be interpreted as di�erent character animation segments
to be synthesized. With control over a 3D character through a detailed skeleton, the
character itself can be deformed to match the shape of a space-time trajectory, to follow
a curved trajectory closely [122]. Motion trajectories were also used by previous work
as a way to navigate videos [86, 117, 227], and simultaneously navigate and animate
properties of objects [265]. In Chapter VI, we provide a visualization of an animated
doodle’s trajectory through 3D space as a way to help the user visually understand the
animation and quickly spot and �x errors in our tracking results – the user can click on
the trajectory to scrub the video in time.

Another line of work on animation tools for novice users leverages already captured
content to drive an animation. Motion capture data or the video of a person acting
a motion can be abstracted to a skeleton animation, which can be used to drive the
deformation of a sketch that shares a similar structure [288, 295], or to add clip arts of
virtual objects onto the video that follow the person’s motion [201] (see Fig. II.9a). Our
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work (Chapter VI) follows this idea to create complex 3D motion trajectories by analyzing
scene motion from a video.

Finally, a very simple way to author animation is by demonstration – just like a child
“animating” their plush toy by grabbing it and making it move. Previous work has used
video capture of paper cutouts to create 2D animations [29], hand gestures to control
3D particle e�ects [20] (Fig. II.9b), recorded 3D controller motion to make strokes move
[289], or a tracked tablet to create prototypes of augmented reality in-situ animations
[188].

II.3.2 Animating sketches
Sketches are easy to create for novice users or children, so they are o�en used as a
starting point in animation systems targeted at novices. Animating a sketch can be done
at the sketch-level: by creating a suitable triangulation, Smith et al. [288] show that they
can make a child drawing animate by deforming the triangulated sketch with ARAP
[143]. Su et al. [295] follow a similar process to animate doodles, with the addition of
a stroke-rigidity preservation term to the ARAP formulation. Sketched elements can
also be animated procedurally, for example by cloning example sketched elements and
applying simple procedures like emission from a source, or an oscillating e�ect [165].

A higher level of control over the look of an animation can be achieved by drawing
more than one sketch. Indeed, many iconic hand-drawn animation e�ects cannot be
reproduced by deforming a single sketch, such as when the shape of a character’s head
changes drastically between a frontal and side view. At an extreme, it is possible to draw
every single frame of an animation. Since this is quite time-consuming, previous work
has proposed methods to reduce the amount of frames to be drawn to obtain the full
animation. �is can be done by generating interpolating frames in-between sketched
keyframes [8, 99], or by predicting how other frames should be modi�ed given new
strokes in one frame [332]. Lastly, one idea is to consider strokes to be 3D or “2.5D”, since
they are typically depicting the projection of a 3D object. Rivers et al. [257] propose
to solve the problem of interpolating keyframes of a cartoon character animation by
combining the e�ects of point interpolation in 3D and stroke interpolation in 2D. �is is
achieved by associating each stroke with a 3D position. A similar idea is to place strokes
on a 3D canvas, and to de�ne keyframes both in terms of canvas 3D shape and position,
and in terms of strokes [110]. We take inspiration from this idea in Chapter VI, where
we show that introducing the notion of a 3D canvas animated in 3D space simpli�es the
creation of animated doodles, making it possible to create complex animation e�ects by
drawing just a few frames.
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Chapter III

VR Sketching For 3D Surface Modeling

III.1 Motivation
As discussed earlier in Chapter I, sketching in 3D can serve as a way for artists to convey
their intent for 3D shape authoring tasks. Creating 3D sketches composed of sparse
strokes (Fig. III.1a) is a quick and inexpensive way to externalize and re�ect on an idea,
which can be helpful to designers for exploratory phases of design [148, 255].

However, 3D sketches are still only a partial representation of a 3D shape, and just like 2D
design sketches they can be hard to parse visually due to the clu�er created by occlusion
when viewing the sketch as a 2D projection [120]. Communicating a design to a wider
audience and other downstream tasks such as physical prototyping require designers
to create a well-de�ned 3D surface model (Fig. III.1e). �is is typically done with 3D
modeling tools where users gradually create and re�ne polygonal meshes (Fig. III.1(b-d)).
While the 3D sketch can be used as visual guidance or as a snapping target to align
polygon vertices to 3D strokes, this process still involves a signi�cant amount of manual
work. Having the option to quickly convert a sparse 3D sketch into a well-de�ned 3D

Fig. III.1: Sparse 3D sketches are a quick and inexpensive way for artists to externalize an idea
(a), before eventually working on modeling a well-defined surface model (b-d), which can be used
for downstream applications such as visualizing the design in-context to evaluate it (e). ©Gravity
Sketch, used with permission.
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surface can enable novel work�ows with a quick back and forth between loose sketching
and detailed 3D surface modeling.

III.2 Piecewise-smooth surface ��ing onto unstructured 3D
sketches

In this project, we make a �rst step towards this potential work�ow by proposing, to our
knowledge, the �rst approach to transform such 3D sketches into piece-wise smooth 3D
surface models that preserve salient sketched features (Fig. III.2). We design our method
based on several key characteristics of 3D sketches, highlighted as insets in Fig. III.2(a).

• Artists o�en depict piecewise-smooth surfaces by strategically placing strokes at
sharp surface discontinuities, consistent with traditional sketching practices of
representing an object through its feature curves – ridges and valleys [65, 121].

• While the main patches that form the envisioned surface are o�en delimited by
strokes, other strokes lie within individual patches to depict sub-parts and decora-
tive details.

• 3D sketches are o�en imprecise, exhibiting over-sketching or gaps and missing
intersections between strokes.

(a) Unstructured 3D sketch (b) Smooth surfacing [Huang et al. 2019] (c) Joint segmentation & fitting (d) Piecewise-smooth surfacing

Fig. III.2: 3D sketches created in Virtual Reality (VR) or with sketch-based modeling systems
o�en depict piecewise-smooth surfaces (a), but lack proper inter-stroke connectivity to detect
the individual surface patches, as illustrated in the insets where pen strokes do not intersect
precisely, and where detail strokes lie on the imaginary surface without being connected to
other strokes. State-of-the-art surfacing algorithms only produce smooth surfaces from such
sparse and unstructured 3D data (b). Our algorithm segments such an initial smooth surface into
regions aligned with the pen strokes to produce a piecewise-smooth surface that be�er captures
the intended shape. ©James Robbins, used with permission.
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While the relative importance of these characteristics in 3D sketches may vary by artist
and the drawing tool used, they underlie both AR/VR sketching and traditional sketch-
based 3D modeling systems [23, 173, 333], making our approach well-suited in general to
surfacing any sketches, that are provided as an unstructured collection of 3D curves.

Existing surfacing methods only partly account for these characteristics. Point cloud
surfacing algorithms target densely sampled surfaces and fail on sparse stroke clouds
[132, 164] or cannot capture sharp features of the sketch (Fig. III.2b).

Methods dedicated to 3D drawings focus on well-connected curve networks [1, 34, 233,
264, 349], where surface patches are bounded by closed cycles of curve segments. Due to
their strong requirements on curve network topology, such methods cannot process the
imprecise, unstructured stroke clouds we target.

To reconstruct piecewise-smooth surfaces from inaccurate 3D sketches, we must jointly
determine which parts of the sketch correspond to di�erent surface patches, and recover
the geometry of these patches away from the strokes.

A �rst challenge is to determine where surface patches should lie in the empty space
between the strokes. �is task is particularly ambiguous for sparse sketches, since the
inter-stroke Euclidean proximity does not necessarily denote geodesic proximity on the
envisioned surface. We reduce this ambiguity by complementing the input sketch with a
low-�delity proxy surface, which we obtain by applying the smooth point cloud surfacing
method of Huang et al. [137], or in cases where this automatic method fails, by asking
users to create a simple proxy with low-poly modeling tools (see Section III.6). �e proxy
surface provides us with a manifold domain on which we project nearby strokes, such
that our problem of locating the surface patches amounts to segmenting the proxy into
regions roughly bounded by strokes.

Our second challenge is to shape each proxy region into a surface patch that represents
well the geometry of the strokes that project in that region, which is especially di�cult
when the strokes themselves are sparse and approximate. We address this challenge by
representing each patch as an implicit surface de�ned as the zero level-set of a low degree
polynomial – which we refer to as an implicit polynomial surface. Such implicit surfaces
o�er multiple bene�ts in our context. �ey have in�nite support, allowing the surface
regions they capture to grow or shrink arbitrarily as the algorithm progresses, and they
are fast to evaluate and �t to stroke points.

Equipped with the concepts of a proxy surface and implicit polynomial surface patches,
we cast �nding the piecewise-smooth surface that best represents the sketch as a multi-
model ��ing problem [147]. In a nutshell, our algorithm alternates between re�ning a
segmentation of the proxy into regions well represented by a set of implicit surfaces, and
improving the implicit surfaces by ��ing them over the strokes within each region. A�er
convergence, we generate the �nal 3D triangle mesh by projecting the proxy surface
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onto the zero-level sets of the implicit polynomial surfaces, e�ectively recovering sharp
features at the intersections between patches.

While our method automatically produces piecewise-smooth surfaces aligned with the
input strokes, it also supports user indications to further improve the quality of the
surface; for instance, to force the creation or removal of surface discontinuities. We
also rely on user indications to discard strokes that are not supported by our approach,
notably internal strokes that lie inside the outermost depicted surface, small disconnected
parts, and so-called skeletal strokes that depict thin cylindrical features (see Fig. III.18).

In summary, we present the �rst surfacing method for 3D sketches that produces
piecewise-smooth meshes while being oblivious to stroke connectivity. We evaluate
our method by surfacing more than 50 sketches created with a variety of VR and sketch-
based modeling systems, by comparing to surfacing methods tailored to well-connected
curve networks, by measuring deviation from ground truth surfaces from which syn-
thetic sketches were generated, and by studying the impact of the main components
of our algorithm. Finally, we provide an interactive visualization of all our results as
supplemental materials for close inspection.

III.3 Related work
Surfacing curve networks �e problem of surfacing 3D sketches emerged with the
advent of practical user interfaces, algorithms and devices to create such sketches. Early
2D interfaces deduce the depth of the strokes from the intersections they form with other
strokes [271, 333] or with sketching planes [23], e�ectively producing well-connected
curve networks by construction. As a consequence, a number of surfacing algorithms
strongly rely on the connectivity of the curve network to identify closed cycles delimiting
surface patches [1, 233, 264, 349]. Each such patch can then be surfaced by propagating
geometric information from the boundary curves [34, 237, 293]. Curve connectivity
information provides strong geometric hints, since surface normals can be estimated at
each intersection – as done by Pan et al. [237] to detect sharp features and determine
which curves are �ow lines.

However, the reliance on accurate curve network topology prevents these methods to
work on raw, unstructured stroke clouds as typically produced via freehand VR sketching
[140, 287, 289].

Recent studies have shown that precise sketching in VR is more challenging than in 2D
due to the lack of a supporting surface for the hand and the need for �ner motor control
to position strokes in 3D [19, 211]. In a preliminary work to this thesis, we prototyped a
VR sketching system that automatically neatens the 3D sketch as the user is sketching
to form a well-connected curve network despite inaccuracies [337], and other work
also looks at correcting user’s strokes to enforce intersections or geometric regularity
[210, 338]. However, we found in our user study for CASSIE [337] that people sometimes
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felt constrained in what they could achieve by being forced to think of their designs in
terms of a curve network.

Processing 3D sketches to form well-connected curve networks is both challenging and
o�en undesirable. First, many strokes in 3D sketches are not meant to connect to others
– see the details on author1 bulbasaur (Fig. III.19), and on the car (Fig. III.2 insets). Simply
ignoring such disconnected strokes can alter the original design intent (Fig. III.15, red
strokes). Secondly, 3D sketches may exhibit oversketching and imprecisions (vr controller
Fig. III.19), which make forming clean curve networks from 3D strokes a challenging
problem, akin to 2D vectorization. We instead propose an approach that is oblivious to
stroke connectivity, achieving high robustness to inaccuracy and to detail strokes that lie
on the envisioned surface but are not connected to other strokes.

Our work also di�ers from interactive systems designed tomodel 3D surfaces by sketching
in 2D [93, 94, 189, 226]. Users of these systems draw in dedicated interfaces and provide
annotations of surface discontinuities. In contrast, we take as input 3D sketches created
with a variety of tools, and we propose a multi-model ��ing algorithm to automatically
locate sharp features where and only where they are needed.

Surfacing point clouds �e 3D sketches we consider can easily be converted to point
clouds by sampling points along each stroke, which would allow leveraging the wealth
of methods developed for surfacing such unstructured 3D data [33]. Unfortunately, most
existing methods have been designed to process dense point clouds acquired using 3D
scanning technology [132, 164], and are doomed to fail on 3D sketches that only provide
a very sparse, non-uniform sampling of the envisioned surface. While some methods are
robust to missing data, they only �x holes that are relatively small compared to the scale
of the overall surface [133], or guide surface completion by ��ing geometric primitives
on otherwise dense parts of the point cloud [273, 303]. In contrast, 3D sketches are
dominated by large holes, and only contain 3D information along thin, 1-dimensional
subspaces.

�e recent VIPSS algorithm of Huang et al. [137] achieves impressive resilience to sparsity
and non-uniformity of the point cloud, and has even been demonstrated on unstructured
stroke clouds similar to our target sketches. But this robustness is obtained thanks to a
global smoothness energy that misses sharp surface discontinuities. Nevertheless, we
use VIPSS to initialize our method, and focus on the problem of segmenting its result into
individual patches forming a more faithful reconstruction of the input sketch.

Our approach relates to algorithms that recover piecewise-smooth surfaces from point
clouds by identifying locally-smooth patches and by detecting sharp discontinuities as
the intersections of these patches [104, 136, 156]. However, these methods rely on a dense
sampling of the surface away from sharp features, while 3D sketches are mostly empty
in such regions and are only densely sampled along feature curves.
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We also take inspiration from methods that reconstruct or approximate 3D shapes as
a collection of parametric geometric primitives, such as planes [63, 220, 245], cones,
cylinders and spheres [195, 326], generalized cylinders [348], and quadric surfaces [335].
Similarly to these methods, we cast the discovery of representative surface patches as a
multi-model ��ing problem. Our originality is to leverage speci�cs of 3D sketches to
guide this optimization, notably by encouraging large, uniform patches bounded by the
input strokes, and by representing free-form surfaces as 4th-order implicit polynomial
surfaces.

Note that the resulting segmentation is purely driven by geometry and does not carry
any semantic meaning other than when semantic parts happen to be well-represented by
di�erent smooth patches – eg, the hood of the car and the windshield (Fig. III.2c).

Surfacing stroke clouds Our work focuses on sparse 3D sketches, which contrast
with the dense VR paintings targeted by Rosales et al. [261] that are created by covering
the surface with large, overlapping ribbons that provide position and orientation samples
all over the surface [140, 260].

In the computer vision community, a few methods have been proposed to reconstruct
curve clouds by matching edges in a multi-view stereo algorithm [100]. Usumezbas et al.
[312] proposed a surfacing algorithm dedicated to such unstructured 3D data, where
candidate surface patches are lo�ed between pairs of curves. But this method largely
relies on the availability of multiple photographs of the shape to select valid candidate
patches based on occlusion reasoning.

Closest to our problem statement, Batuhan Arisoy et al. [30] surface sparse and imprecise
3D sketches by smoothly deforming an initial low-�delity surface of correct topology,
using a discrete guidance vector �eld that points towards the closest stroke point. �is
approach produces globally smooth surfaces and requires user intervention to specify
strokes that should be inserted into the mesh as sharp edge polylines (see Fig. 17 and
18 in their paper for a visual comparison of their results on similar sketches to ours).
In contrast, our multi-model ��ing formulation produces piecewise-smooth surfaces
automatically.
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(a) 3D sketch (b) Proxy [Huang et al. 2019] (c) Segmentation & surface fitting (d) Piecewise-smooth result

Fig. III.3: Overview of our method. We take as input a 3D sketch (a) and a proxy mesh (b), for
example obtained with VIPSS [137]. We iteratively improve a segmentation of the proxy mesh (c,
le�) and parameters of a set of surface models (c, right) to obtain a decomposition of the surface
into smooth patches that approximate the input strokes well. We represent each surface model
as the zero level set of an implicit polynomial, which o�ers infinite spatial support and a good
balance between expressivity and complexity. Finally, we project the vertices of the proxy mesh
onto the surface models to recover the final piecewise-smooth surface with sharp features (d).
When appropriate, we trim the proxy mesh to match user-annotated boundary strokes (a, blue),
and we leverage sketch symmetry by surfacing only half of the sketch and mirroring the result.

III.4 Overview
Fig. III.3 illustrates the main steps of our method, which takes as input a 3D sketch, along
with an approximate proxy surface obtained with an automatic surfacing algorithm [137]
or an existing low-poly modeling tool (see the accompanying video for a demonstration
of this work�ow). A�er projecting the sketch onto the proxy, our goal is to segment the
proxy into regions, each associated with a smooth surface model, such that the resulting
piecewise-smooth surface satis�es the following desiderata.

• Reproducing stroke geometry. �e surface models should run close to the input
strokes, both for strokes that depict sharp surface discontinuities and for strokes
that depict details within smooth areas.

• Aligning patch boundaries with strokes. �e boundary between neighboring
regions should lie along strokes that depict sharp surface discontinuities, yet not
all strokes in the sketch depict a discontinuity.

• Keeping the reconstruction simple. �e surface should be composed of a small
number of smooth patches, rather than many intricate patches that would over�t
to inaccuracy in the input strokes.

We formulate these competing requirements as energy terms in an optimization. A �rst
energy term measures the distance between each stroke and the surface model it is
assigned to. A second term measures the smoothness of the segmentation away from
the strokes, encouraging the transitions between models to occur along strokes. �is
smoothness term also penalizes small, isolated regions, which contributes to satisfy our
third desiderata. Finally, a third term measures the complexity of the reconstruction by
counting the degrees of freedom of the models used.
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While each of our terms has an intuitive interpretation, their combination yields a chal-
lenging optimization problem that combines discrete variables (which surface model
should be assigned to which region of the proxy) and continuous variables (parameters
of these models). We tackle this challenge by expressing our problem within PEARL, a
general algorithm to solve multi-model ��ing problems [147]. In our context, the algo-
rithm alternates between optimizing the discrete variables describing the segmentation
while keeping the model parameters �xed, and optimizing for the continuous model
parameters while keeping the segmentation �xed (Fig. III.3c).

A�er convergence, we obtain a segmented proxy, as well as a set of surface models repre-
sented by implicit polynomial surfaces. �e last step of our method aims at converting
this representation into a triangle mesh suitable for downstream applications (Fig. III.3d).
Since the proxy provides us with a mesh of correct topology relatively close to the surface
models, we recover the �nal surface by projecting this mesh onto the zero level-sets of
the polynomials.

III.5 Method
We now de�ne the variables and the energy terms of our optimization problem, before
describing how we solve this problem by alternating segmentation and ��ing. In what
follows, we use the terms points and segments to refer to the stroke polylines, and the
terms vertices and edges to refer to the triangles of the proxy mesh.

III.5.1 Encoding stroke information on the proxy domain
While our segmentation algorithm relies on the proxy mesh as a computational domain,
several of our energy terms are de�ned as functions of the stroke points. To reason about
stroke geometry on the proxy domain, we project each stroke to its nearest location on
the proxy and associate it with nearby mesh elements.

Speci�cally, we start by projecting each stroke point to its closest face on the proxy mesh.
We then trace out stroke segments as geodesics lying on the mesh surface. Note that
we do not need to trace precise geodesics on the mesh, since we are only interested
in detecting which mesh edges are crossed by a given stroke segment. �erefore, we
approximate the geodesics with shortest paths in the dual graph of the mesh (light blue
path in Fig. III.4a). �is gives us the list of primal mesh edges that are crossed by the
projected stroke segment.

We can then associate stroke points to these crossed edges (Fig. III.4, red) by sampling
additional points on the stroke segment (Fig. III.4, blue). If 𝑛 edges are crossed while
tracing a segment, we sample 𝑛 regularly-spaced points on that segment. Each of these
points is then associated to the corresponding mesh edge.

Finally, we associate to each vertex 𝑣𝑖 the stroke points associated with each edge of its
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stroke

proxy

(a) Projection (b) Association

Fig. III.4: Associating stroke information to the proxy graph. (a) Stroke points are projected
onto the mesh and we find the shortest path (light blue) between the mesh faces on the dual
graph of the mesh (in grey). (b) The shortest path yields a list of edges crossed by the projected
segment (red). We associate stroke points sampled from the stroke segment with neighboring
vertices of each crossed edge.

1-ring. If there are multiple stroke points associated to a single edge, we only associate
the closest point to 𝑣𝑖 .

stroke

proxy

projection

�anks to this association, our segmentation algorithm as-
signs one surface model per mesh vertex, yet can �t several
surface models to a single stroke point – which is critical
for positioning boundaries of surface patches along strokes.
Denoting P the set of all stroke points, we denote P𝑣 ⊂ P
the subset associated with a given mesh vertex 𝑣 ∈ V , which
can contain zero or many stroke points (see inset).

We also leverage the association of stroke points to mesh edges by assigning a weight
𝑤𝑒 to each edge 𝑒 ∈ E of the mesh, using a low weight 𝑤𝑒 = 1 if the edge is crossed
by a projected stroke segment (red edges in Fig. III.4b), and a high weight 𝑤𝑒 = 100
otherwise. �e values given here we are in case all edges have approximately the same
length. In practice, we introduce mesh simpli�cation to reduce our algorithm’s runtime
(Section III.6), and use a scaling term to adjust edge weights to edge lengths in the case
of anisotropic meshes.

III.5.2 Problem formulation
Our goal is to assign each mesh vertex to a surface model 𝑓𝛼 , associated with the label
𝛼 ∈ L. We denote the corresponding vertex labeling as 𝑙 : V → L. Furthermore, we
denote as 𝜃𝛼 the vector of real-valued parameters of the surface model 𝑓𝛼 . Our surface
model representation, detailed in Section III.5.3, is the zero level-setZ (𝑓𝛼 ) of an implicit
polynomial. Finally, we denote as Θ =

⊕
𝛼∈L 𝜃𝛼 the concatenation of the parameter

vectors 𝜃𝛼 for all 𝛼 ∈ L.
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Given these de�nitions, we cast our problem as �nding the labeling and the associated
model parameters that minimize

𝐸L (𝑙,Θ) = 𝐸fidelity (𝑙,Θ)
+𝑤smoothness · 𝐸smoothness(𝑙)
+𝑤simplicity · 𝐸simplicity (𝑙),

(III.1)

where 𝐸fidelity, 𝐸smoothness, and 𝐸simplicity capture the three desiderata listed in Section III.4.
Note that the number of labels required for a given sketch is also unknown, since we do
not know how many smooth patches are necessary to faithfully represent the 3D surface
a priori. We next describe each of the three energy terms.

Fidelity to input strokes We seek a piecewise-smooth surface that reproduces well
the input stroke geometry. We measure this property by summing over all mesh vertices
𝑣 the distance between their surface modelZ

(
𝑓𝑙 (𝑣)

)
and each of their associated stroke

points p ∈ P𝑣 :

𝐸fidelity (𝑙,Θ) =
1

𝜖2𝑁𝑝

∑︁
𝑣∈V

∑︁
p∈P𝑣

𝑑𝑖𝑠𝑡
(
Z

(
𝑓𝑙 (𝑣)

)
, p

)2
, (III.2)

where the normalization term 𝑁𝑝 is the total number of stroke points involved in the
summation. We detail in Section III.5.3 how to compute 𝑑𝑖𝑠𝑡 (Z(𝑓 ), p)2 e�ciently. �e
scale factor 𝜖 controls the sensitivity of 𝐸fidelity to small deviations of the strokes from
the surface models. We experimentally set this parameter to 1% of the input sketch’s
bounding-box diagonal for all results presented in the paper, but we show the impact of
alternate values in Fig. III.12.

Smoothness of the labeling Our smoothness term seeks to concentrate changes of
labels along strokes, such that sharp surface discontinuities appear at these locations
when transitioning from one surface model to another. Inspired by classic work on
edge-aware image segmentation [49], we encourage neighboring vertices to share the
same label, unless they are separated by a stroke. We achieve this goal by leveraging
edge weights of the proxy mesh as penalties: each change of label along an edge incurs
as penalty the weight of the edge, which we de�ne based on whether that edge is crossed
by a stroke segment or not (see Section III.5.1). Speci�cally, we de�ne the smoothness
energy:

𝐸smoothness(𝑙) =
1

𝑊

∑︁
{𝑢,𝑣}∈E

𝑤𝑢𝑣 (1 − 𝛿 (𝑙 (𝑢), 𝑙 (𝑣))) , (III.3)

with 𝛿 being the Kronecker delta function, 𝛿 (𝑖, 𝑗) = 1 if 𝑖 = 𝑗 , 𝛿 (𝑖, 𝑗) = 0 otherwise. �e
normalization term𝑊 is the sum of all edge weights. We set𝑤smoothness = 10.
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Surface simplicity To be resilient to the typical inaccuracy of 3D sketches [19], we en-
courage the surface reconstruction to be as simple as possible. Wemeasure the complexity
of a solution as the total number of surface parameters involved. Denoting dim(𝜃𝛼 ) the
number of parameters of a surface model 𝑓𝛼 , we de�ne the simplicity energy as:

𝐸simplicity (𝑙) =
1

𝐷

∑︁
𝛼∈{𝑙 (𝑣) |𝑣∈V}

dim(𝜃𝛼 ), (III.4)

where we set 𝐷 = 35, the number of parameters of a degree 4 model, as a normalizer.
Note that by summing over assigned models only, this energy also pushes for using a
small number of models to explain the 3D sketch, to the point where a single model can
be used to represent multiple non-adjacent regions of the surface. For all results, we set
𝑤simplicity = 0.01 (and demonstrate varying values in Fig. III.11).

III.5.3 Energy minimization
Algorithm 1 adapts the general PEARLmulti-model ��ing algorithm [147] to estimate the
labeling 𝑙 and surface model parameters Θ that locally minimize Equation III.1. A�er an
initialization phase, the algorithm alternates between improving the labeling and re�ning
the model parameters, and terminates when the labeling 𝑙 no longer changes. We next
detail each step.

Segmentation. At each iteration, we �rst optimize the current labeling 𝑙 while keeping
all surface model parameters Θ �xed. We perform 𝛼-expansion [48] – which �nds the
optimal change of labeling where some nodes are assigned a label 𝛼 – for every label
𝛼 ∈ L to e�ciently �nd a local minimum of 𝐸L 1. While 𝐸smoothness and 𝐸simplicity

are straightforward to compute for a given labeling 𝑙 , 𝐸fidelity requires computing the
distance 𝑑𝑖𝑠𝑡 (Z(𝑓 ), p)2 between each surface model and the corresponding stroke points.
Since the exact distance between a point and the zero level-set of an implicit polynomial
surface cannot be computed exactly with a direct method, we employ the �rst-order
approximation proposed by Taubin [308],

𝑑𝑖𝑠𝑡 (Z(𝑓 ), p)2 ≈ 𝑓 (p)2
‖∇𝑓 (p)‖2

, (III.5)

which can be computed in linear time with respect to the number of stroke points p.
Since the resulting labeling might leave some labels unassigned, we update L to only
keep the selected models.

1We use the C++ multi-label optimization library of Delong et al. [80] https://vision.cs.

uwaterloo.ca/code/
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Algorithm 1: PEARL algorithm [147] applied to our problem
(0) Initialize variables
Propose𝑚 vectors of parameters {𝜃01, · · · , 𝜃

0
𝑚} as initial surface models

Θ←−
⊕𝑚

𝑖=1 𝜃
0
𝑖 // Concatenated surface parameters

L ←− {1, . . . ,𝑚} // Set of existing labels

𝑙 ←− 𝑙 : 𝑣 ∈ V ↦→ 1 // Initialize with single label

repeat
𝑙prev ←− 𝑙
(1) Optimize labeling
𝑙 ←− 𝛼-expansion [48] ∀𝛼 ∈ L to optimize previous labeling 𝑙prev for energy
(Equation III.1), given the current parametric surface models Θ
L ←− {𝛼 = 𝑙 (𝑣) | 𝑣 ∈ V} // Remove unassigned labels

Θ←−
⊕

𝛼∈L 𝜃𝛼 // And the corresponding inactive models

(2) Optimize parametric surface models
for 𝛼 ∈ L do
V𝛼 ←− {𝑣 ∈ V | 𝑙 (𝑣) = 𝛼} // Vertices with label 𝛼

𝜃𝛼 ←− Best �t for points in P𝛼 =
⋃
𝑣∈V𝛼
P𝑣

end
(3) Propose new models
Propose new labels Lnew and models Θnew

L ←− L ∪ Lnew

Θ←− Θ ∪Θnew
until 𝑙 = 𝑙prev;

Model representation and �tting. A�er each segmentation step, we improve the
surface model of each label 𝛼 ∈ L by optimizing its parameters 𝜃𝛼 to best �t the stroke
points p ∈ P𝛼 associated with the vertices 𝑣 ∈ V𝛼 . We de�ne each surface model as the
zero level-set of a polynomial 𝑓 : R3 → R,

Z(𝑓 ) = {(𝑥,𝑦, 𝑧) | 𝑓 (𝜃𝛼 ;𝑥,𝑦, 𝑧) = 0},

with 𝑓 expressed as
𝑓 (𝜃𝛼 ;𝑥,𝑦, 𝑧) = X(𝑥,𝑦, 𝑧)𝑇𝜃𝛼 ,

where 𝜃𝛼 =
[
𝜃1 . . . 𝜃 𝑡

]𝑇 is the 𝑡 × 1 vector of coe�cients and X(𝑥,𝑦, 𝑧) a 𝑡 × 1 vector of
monomials,

X(𝑥,𝑦, 𝑧) =
[
1 𝑥 𝑦 𝑧 𝑥2 . . . 𝑥𝑑 𝑦𝑑 𝑧𝑑

]𝑇 .
To avoid over��ing to approximate strokes, we limit the expressivity of the surface models
by keeping their degree 𝑑 low. In practice we set 𝑑 to be at most 4, which corresponds to
𝑡 = 35 parameters. We describe at the end of this section how we introduce lower-degree
models at the end of each iteration. Fig. III.5 shows how surface models of di�erent
degrees capture shapes of varying complexity.
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III.5. METHOD

Fig. III.5: We represent surface patches as zero level-sets of implicit polynomials of degree up to
4. Low-degree polynomials can represent planes, developable and simple doubly-curved surfaces,
while higher-degree polynomials can represent complex freeform surfaces.

Given the set of stroke points p = (𝑥,𝑦, 𝑧) ∈ P𝛼 , we seek the vector of coe�cients 𝜃𝛼
that minimize the geometric error between the stroke points and the zero level set of
the function 𝑓 . However, the geometric distance from a point to the zero level-set of
a polynomial has no closed form expression, and minimizing it requires an iterative
approach [10]. Similarly, minimizing Equation III.5 is costly since its derivatives are
non-linear with respect to the model parameters 𝜃 . A common alternative consists in
minimizing the algebraic distance to the implicit polynomial surface, which yields a linear
least-squares regression:

argmin
𝜃

∑︁
p∈P𝛼

(
X(p)𝑇𝜃

)2
.

As shown by Tasdizen et al. [307], this minimization problem can be made more stable by
also encouraging the gradient of the implicit function to align with prescribed normals
at a set of points P′𝛼 :

argmin
𝜃

∑︁
p∈P𝛼

(
X(p)𝑇𝜃

)2
+ 𝜇

∑︁
p∈P ′𝛼

(
1 − np · ∇𝑋 (p)𝑇𝜃

)2
,

where ∇𝑋 (p) is a 𝑡 × 3 matrix denoting the gradient of the monomial vector 𝑋 (p), and
np denotes the normal vector at the point p. Since we do not have normal information at
the stroke points, we encourage alignment with the proxy mesh normals at the mesh
vertices. Furthermore, we exclude normals from vertices that lie close to the strokes,
since strokes o�en denote surface discontinuities for which the smooth proxy mesh is
only a crude approximation. We thus de�ne the set of points for the alignment term as
P′𝛼 = {𝑣 ∈ V𝛼 | P𝑣 = ∅}. Finally, we also include an 𝐿2 regularization term to penalize
large polynomial coe�cients [307], yielding:

𝜃𝛼 = argmin
𝜃

∑︁
p∈P𝛼
(X(p)𝑇𝜃 )2 + 𝜇

∑︁
p∈P ′𝛼

(1 − np · ∇𝑋 (p)𝑇𝜃 )2 + 𝜆 ‖𝜃 ‖2 , (III.6)

with 𝜇 = 0.1 and 𝜆 = 1. Fig. III.6 illustrates the impact of each of these regularization
terms.

From Equation III.6, we obtain the parameters 𝜃𝛼 that best �t the stroke points by solving
the linear system

(𝑀𝑇𝑀 + 𝜇𝑀𝑇
align𝑀align + 𝜆𝐼 ) 𝜃𝛼 = 𝜇𝑀𝑇

align. (III.7)
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Fig. III.6: Fi�ing an implicit polynomial surface to a subset of strokes (thick red strokes).
We visualize a slice of the unsigned distance field in the second row (distances consider a
sketch bounding box diagonal of unit length). (a) Minimizing the algebraic distance without
regularization yields level sets with spurious turns close to the data points. (b) By encouraging
the gradient to align with the proxy normals [307], the implicit function is well behaved in a
neighborhood around the data points. (c) Adding 𝐿2 regularization avoids overfi�ing to noise in
the data points and yields a more stable zero level-set.

𝑀 is a ( |P𝛼 | × 𝑡) matrix composed of rows of the monomial vector 𝑋 (p) for every point
in P𝛼 . And given the set of points P′𝛼 for the alignment term, 𝑀align is a (1 × 𝑡) vector
de�ned as:

𝑀align =
∑︁
p∈P ′𝛼

np
𝑇∇X(p). (III.8)

To keep the 𝐿2 regularization position and scale independent, and resilient to non uniform
scaling in the point setP𝛼 , we apply a transformation to the space of monomials composed
of a translation – to center the data – and a non uniform scaling – to normalize it. In
practice, we compute the column-wise mean values 𝜇 and standard deviations 𝑆 of 𝑀 ,
and consider the transformed polynomial function:

𝑓 (𝜃𝛼 ;𝑥,𝑦, 𝑧) =
(
X(𝑥,𝑦, 𝑧) − 𝜇

𝑆

)𝑇
𝜃𝛼 ,

where the division by the vector 𝑆 is a column-wise division. As a consequence, the
vectors 𝑋 (p) that compose matrix𝑀 are transformed by subtracting 𝜇 and dividing by 𝑆 ,
and the vector𝑀align is divided by 𝑆 .

Note that 𝜃𝛼 does not necessarily decrease 𝐸�delity (Equation III.2) given a �xed labeling,
since it minimizes the algebraic distance augmented with regularization terms – and not
the geometric distance. To guarantee convergence to a local minimum of Algorithm 1,
we only update the parameter vector 𝜃𝛼 if this yields a decrease of 𝐸fidelity for the vertices
labeled as 𝛼 . If not, we keep the previous parameter vector and introduce the new
parameter vector as a di�erent model.
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Initialization. Starting the algorithm with a good initial guess leads to higher qual-
ity solutions (see evaluation in Fig. III.10). We obtain this initial guess by leveraging
the observation that some of the strokes depict boundaries of smooth surface patches.
Assuming that this is the case for all strokes, we compute an over-segmentation of the
proxy surface by running spectral clustering [280] on the mesh, using the same edge
weight 𝑤𝑒 as in 𝐸smoothness. We then �t an implicit polynomial surface to the strokes
associated to the vertices of each cluster to obtain our initial set of models.

Spectral clustering requires the number of clusters to be speci�ed in advance. Yet, the
appropriate number varies among sketches, depending of their level of details. We
address this challenge by running spectral clustering with di�erent numbers of clusters
(in practice, 20, 30, 40, and 50 clusters), which produces surface models of di�erent scales.

For this initial surface ��ing, we boost the regularization weights 𝜇 and 𝜆 by a factor
10 to limit complexity of the models and prevent the appearance of sub-optimal large
models across sharp features.

New model proposal We end each iteration by proposing new surface models, which
helps decrease the energy 𝐸L in subsequent iterations [147]. First, we introduce models
of lower degree by ��ing a polynomial of degree 𝑑 − 1 to the set of stroke points P𝛼 for
each active model 𝑓𝛼 of degree 𝑑 > 1. Second, we propose new models by merging pairs
of neighboring regions and ��ing a polynomial to the union of their stroke points. We
prioritize merging regions that are separated by edges with a high weight 𝑤𝑒 , as this
strategy is more likely to yield a decrease in 𝐸smoothness. In practice, we select three pairs
of regions to be merged per iteration.

III.5.4 Extracting the surface mesh
�e outcome of our multi-model ��ing algorithm is a set of implicit surfaces that extend
in�nitely beyond the strokes they capture (Fig. III.3c). Our goal is now to extract a
triangular mesh from this arrangement of surfaces. One option to reach this goal would
be to trim each surface along its intersection with other surfaces, for example by meshing
the isosurfaces, resolving intersections [57], and then selecting the set of patches that best
cover the strokes while forming a closed manifold [31, 91]. Unfortunately, the halfspaces
de�ned by our implicit polynomial surfaces are not guaranteed to bound the desired
shape, as two surfaces that describe adjacent regions might not intersect. Even when
neighboring surfaces do intersect, they can be nearly tangential to each other, which
makes the detection of intersections prone to numerical inaccuracies. We bypass all
these di�culties by leveraging the proxy mesh, as it provides us with a good estimate
of the mesh we are looking for. We formulate our problem as the local minimization of
an energy that projects the mesh towards the implicit surfaces assigned to each region,
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regularized by a smoothness term:

𝐸mesh = 𝐸project + 𝐸regularize (III.9)

Insertion of segmentation boundaries. Before a�empting to min-
imize Equation III.9, we �rst need to insert edges that split the mesh
triangles crossed by segmentation boundaries, so that these boundaries
can emerge as sharp surface discontinuities in the optimized mesh. �e
inserted vertices (blue circles in inset) inherit the two or three labels
of the regions they separate, yielding a multi-labeling function that we
denote 𝑙 .

Projection to the implicit surfaces. We project each mesh vertex onto its associated
surface patches by minimizing its distance to the zero-level sets of the corresponding
polynomials:

𝐸project(V) =
∑︁
𝑣∈V

∑︁
𝛼∈𝑙 (𝑣)

1

|𝑙 (𝑣) |
𝑑𝑖𝑠𝑡 (Z(𝑓𝛼 ), 𝑣)2 , (III.10)

where we use the �rst-order approximation from Equation III.5 to compute the distance.

Regularization. Minimizing Equation III.10 sometimes pulls neighboring vertices
in opposite directions, yielding a distorted surface. We achieve smoother results by
regularizing the optimization with a 2D Laplacian term on the mesh triangles, and a 1D
Laplacian to favor smooth sharp feature curves:

𝐸regularize(V) = 𝛾2D
∑︁
𝑣∈V

w𝑣 | |Δ2D𝑣 | |2 + 𝛾1D
∑︁

𝑣∈Vseams

| |Δ1D𝑣 | |2, (III.11)

whereVseams is the set of vertices inserted along segmentation boundaries, and Δ2D and
Δ1D denote the discrete graph Laplacian operator for triangles and edges respectively
[225]. We set 𝛾2D = 100 and 𝛾1D = 500.

�e weight w𝑣 controls the strength of the surface regularization, which we want to
vanish along segmentation boundaries that correspond to sharp surface discontinuities.
We set w𝑣 = 1 for vertices away from segmentation boundaries, and w𝑣 = 0 for boundary
vertices that are shared by more than two segmentation regions. For vertices that lie
in-between two regions, we adjust their weight according to the angle formed by the
implicit surface normals on each side of the boundary, with w𝑣 = 0 when the angle is
greater than 𝜋/3, w𝑣 = 1 when the angle is smaller than 𝜋/8, and w𝑣 varies linearly
in-between. E�ectively, this preserves sharpness of the boundary between regions that
intersect sharply, while favoring smoothness elsewhere.

While the Laplacian regularization in Equation III.11 favors smooth, regular meshes, it
has the adversarial e�ect of shrinking open meshes. We prevent this e�ect by adding
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(a) Input proxy
& labeled strokes

(b) Weighted graph
& inside/outside nodes

(c) Inside/outside
labeling

Fig. III.7: To locate the boundary of an open surface, we ask the user to indicate which strokes
correspond to boundaries in the input sketch (a, blue strokes). We perform a graph cut on the
mesh to separate inside nodes (b, green) from outside nodes (b, red), while encouraging cuts to
happen at edges crossed by boundary strokes (b, blue edges). The resulting labeling separates
the inside of the surface (c, white) from the outside (c, red).

to 𝐸mesh a term that constrains boundary vertices of open meshes to stay close to their
associated stroke points

𝐸a�ract =
∑︁

𝑣∈Vboundary

∑︁
p∈P𝑣
| |𝑣 − p| |2 (III.12)

whereVboundary is the set of vertices associated to the boundary strokes of the sketch.

However, we do not know a priori where an open surface should be trimmed to align with
the sketch boundary. We thus ask users to annotate the boundary strokes of sketches
depicting open surfaces (shown in blue in all sketches). A�er projecting these strokes over
the proxy mesh, we segment the mesh into an interior and an exterior region separated
by the boundary strokes (Fig. III.7c), and trim the exterior region to obtain a mesh whose
boundary Vboundary aligns with the boundary strokes. We perform this segmentation
with a graph cut, where we encourage cuts along edges crossed by boundary strokes by
se�ing their cost to zero (Fig. III.7b). �e graph cut source node is linked to all boundary
vertices of the input mesh (red in Fig. III.7b) and the sink node is linked to vertices of
the mesh that have associated stroke points but are geodesically far from the boundary
strokes (green in Fig. III.7b).

For ease of comparison, we also apply this boundary cu�ing step to results of Huang
et al. [137] against which we compare.

We minimize 𝐸mesh with L-BFGS, by precomputing the gradient matrices for the quadratic
terms.

III.6 Implementation details
Proxy creation Our method requires a proxy surface that has the same topology as
the desired result, and that lies close to the envisioned surface, so that projecting the
strokes onto the proxy yields the same embedding as it would on the envisioned surface.
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(b) VIPSS

(e) Results

(a) Sketch

(c) Low-poly

(d) Sculpt

attract

attract

Fig. III.8: For the same sketch, we demonstrate how a proxy mesh can be created with VIPSS
(b), low-poly modeling with Blender [38] (c), and rough VR sculpting in Adobe Medium [7] (d). We
automatically improve the proxy mesh by remeshing, smoothing, and a�racting it to the strokes
(middle column). When the sketch is symmetric, we only process half of the proxy mesh. Note
that despite a drastically di�erent original appearance, all three proxy meshes yield a similar
result (e), faithful to the input sketch (a).

�e automatic VIPSS surfacing algorithm [137] produced suitable proxies for many of
our results. We additionally re-meshed the output of VIPSS to obtain a high-resolution,
uniform mesh [154]. However, VIPSS sometimes fails to surface complex sketches that
exhibit many sharp features, a very sparse sampling, or thin features. In these cases, we
experimented with multiple casual modeling tools to create our proxies in just a few
minutes, including low-poly modeling with Blender [38] (Fig. III.8c), rough VR sculpting
with Adobe Medium [7] (Fig. III.8d), assembly of simple geometric primitives (Fig. III.20
author1 bulbasaur). We provide an example modeling session in our accompanying video.

Manually-created proxy meshes are o�en approximate, and would not yield satisfying
results if projected directly on the implicit surface models (Section III.5.4). We obtain
be�er results by �rst a�racting the proxy towards the strokes, which we achieve by
projecting the stroke points onto the proxy and by using these points as control vertices
for a Least-Squares mesh de�ned by the initial proxy connectivity [292]. Fig. III.8 shows
how this a�raction brings approximate proxy meshes much closer to the intended surface.

Symmetric sketches Many VR sketching and sketch-based modeling tools provide a
mirror plane to ease the creation of symmetric sketches. When this is the case, we only
surface half of the sketch and mirror the result, which speeds up computation and yields
surfaces that are symmetric by construction.
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User control Most results shown in this chapter were obtained automatically. Never-
theless, an additional strength of our formulation is that it admits user control naturally.
Fig. III.9 illustrates two scribble-based controls that we o�er users to re�ne the segmenta-
tion:

• Inserting a new region. Users can scribble over a part of the mesh to trigger the
insertion of a new region in that part (Figure III.9, yellow scribbles). �is interaction
is particularly useful to recover details that might have been over-smoothed.

• Merging regions. Users can scribble over multiple regions to merge them into a
single one (Figure III.9, green scribbles). �is interaction can be used to correct for
over-segmentation.

We implement region insertion by introducing a new model, which we �t to the stroke
points associated with the scribbled-on mesh vertices. We implement region merging
in a similar manner, except that we �t the new model to the stroke points associated
with every vertex that shares a label with any scribbled-on vertex and lies on the same
connected component. For both edits, we also penalize the use of other models by adding
a term to Equation III.1:

𝐸penalty(𝑙) = 𝜌
∑︁

𝑣∈Vscribbled

1 − 𝛿 (𝑙 (𝑣), 𝑙new) (III.13)

where Vscribbled denotes the set of scribbled vertices, 𝑙new denotes the label of the new
model, and the penalty 𝜌 is set to (10𝜖)2, with 𝜖 from Section III.5.2. We then update the
solution by re-running Algorithm 1 from step (1) until convergence.

�is combination of new model proposals and a penalties on other models e�ectively
pushes the optimization towards a di�erent local minimum that satis�es the user indica-
tions. We describe an edge-collapse algorithm in Section III.6 that reduces the complexity
of the mesh on which we compute the labeling, making our method react faster to user
edits.

Graph simpli�cation Algorithm 1 has a complexity that increases linearly with the
number of nodes in the graph to be labeled [48]. Yet, we note that only the vertices
that are associated to stroke points contribute to 𝐸�delity, other vertices being solely
determined by the smoothness and simplicity terms. We leverage this observation to
simplify the graph away from the strokes, which we achieve by performing greedy edge
collapses [113, 132]. In our context, we are not interested in preserving the 3D shape of
the original mesh, but rather its connectivity. �erefore, we prioritize collapses that yield
vertices of low valence, and stop collapsing edges whenever any further collapse would
yield a vertex of high valence (> 12 in practice). We exclude edges that have a vertex
associated with stroke points to preserve high resolution near the strokes.
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(b) Automatic results

(a) Sketches

(c) User scribbles

(d) User refined result

Fig. III.9: Our automatic method might produce over-segmented regions or miss geometric
details (b). The user can indicate desired changes by scribbling on a preview of the result (c).
Yellow scribbles trigger region insertion, green scribbles trigger region merging. Encouraging
the segmentation to respect these constraints yields the desired result (d). Le� column sketch
©Jacopo Colò, used with permission.

�is simpli�cation produces a mesh with spatially-varying resolution, which we account
for by adjusting the edge weight to 𝑤̃𝑒 = 𝑤𝑒𝑐𝑒 , where𝑤𝑒 is the original edge weight as
de�ned in Section III.5.2, and 𝑐𝑒 scales this weight according to the size of the triangles
adjacent to the edge, as measured by the Euclidean distance between the vertices opposite
the edge on the two adjacent faces.

A�er running Algorithm 1 on the simpli�ed graph, we propagate the labeling to the ver-
tices of the original graph based on proximity. �is simple strategy speeds up Algorithm 1
by a factor of 2.9 on average, while yielding qualitatively similar results.

III.7 Evaluation and results
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III.7.1 Algorithm evaluation
Initialization strategy

We initialize our method by over-segmenting the proxy mesh using spectral clustering
(Section III.5.3). Fig. III.10 compares this strategy with two baselines, over multiple runs
of the method. �e �rst baseline strategy creates the initial surface models by sampling
random sets of points among all stroke points in the sketch. �e second baseline applies
spectral clustering but keeps the default regularization weights rather than scaling their
values during the initial surface ��ing.

�is evaluation reveals that our strategy is more stable, as it makes the optimization
converge to approximately the same energy for di�erent random seeds. In addition,
our strategy is more e�ective, as evidenced by the lower or comparable median energy
values at convergence. Finally, visualizing the segmentation produced by each strategy
highlights the bene�t of boosting the regularization when ��ing the initial models, as
it prevents the creation of complex models covering large regions of the sketch, which
would be di�cult to remove in subsequent steps of the optimization.

While our initialization strategies guarantees low variance and similar results regardless
of random seed (see bo�om two inset results Fig. III.10), for all subsequent results we
reduce the in�uence of initialization by running our method 10 times and selecting the
solution with the lowest energy.

Segmentation parameters

Fig. III.11 shows the e�ect of our simplicity term (Equation III.1) by varying its weight.
�e result is over-segmented when we omit the simplicity term altogether (Fig. III.11a).
Increasing this parameter (Fig. III.11b, c) leads to smaller model counts𝑚, and to models of
lower degrees (see the spaceship cockpit), at the cost of an increase in mean ��ing residual
𝜖 . �e simplicity energy also encourages using the same model across disconnected
regions (Fig. III.11c, yellow ellipsoid), which cannot be achieved with the smoothness
energy alone.

�e other tunable parameter of our method is the factor 𝜖 that de�nes the scale of the
��ing error we tolerate (Equation III.2). Increasing this factor leads to results that follow
the strokes more loosely, which can be useful if the input sketch is imprecise and needs
to be smoothed (Fig. III.12).

In�uence of proxy mesh

Fig. III.13 illustrates the in�uence of the proxy resolution and shape on our results. Since
the proxy serves as a discrete domain for our segmentation algorithm, its resolution
impacts the size of the regions we can detect. At low resolution, neighboring strokes
will be lumped together and sharp features will be misplaced (Fig. III.13a, third row). In
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Fig. III.10: Comparison of di�erent initialization strategies. Each plot shows the energy
(Equation III.1) of the converged state over 10 runs with di�erent random seeds. Initializing the
surface models with a random selection of stroke points yields high variance across runs (le�
column of each plot). Spectral clustering identifies local patches that form good candidate models,
but the default regularization weights used to fit these models can result in complex surfaces
that cover large portions of the sketch (middle column of each plot, red circles in segmentation
results). Boosting the regularization weights favors simpler models at the start of the optimization,
yielding be�er and more stable results a�er convergence (right column of each plot).

addition, a low-resolution mesh might lack degrees of freedom to follow the curvature of
the implicit surfaces, and is thus unable to reproduce the shape of smooth high curvature
parts of the sketch (Fig. III.13a, fourth row).

�e proxy also serves to embed the strokes into a manifold domain representative of
the envisioned surface. When the proxy is too far from the desired surface, strokes that
should be disjoint might end up projecting to the same location on the proxy and be
approximated by the same surface patch (Fig. III.13b, top). A slightly more precise proxy
mesh resolves the issue (Fig. III.13b, bo�om).

III.7.2 Results and comparisons
Fig. III.19 and Fig. III.20 provide a gallery of results obtained by surfacing 3D sketches
from varied sources, ranging from clean curve networks created with 2D sketch-based
modeling interfaces [23, 333], to imprecise and over-sketched stroke clouds created with
2D and VR ideation tools [66, 173, 337]. All these results were obtained without user
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(a) (b) (c)
model degree
1 4

Fig. III.11: We demonstrate the impact of the simplicity energy by varying the weight𝑤simplicity

in Equation III.1 on two sketches. We measure the number𝑚 of models used in the segmentation,
and the mean deviation 𝜖 between stroke points and the models of the vertices they are associated
with, as a % of the bounding box diagonal.

Fig. III.12: We demonstrate the impact of the fidelity energy by varying the error scale factor 𝜖
in Equation III.2 on the spaceship sketch (top row). In bo�om rows, we show concrete examples
of sketches with imprecise strokes where a higher 𝜖 gives be�er results compared to the default
𝜖 = 1% parameter. The error scale factor is measured in % of the sketch bounding box diagonal.
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(a) Resolution (b) Geometry

Proxy Result

Fig. III.13: Our method depends on the resolution of the input proxy surface (a) as well as on
its shape (b). The proxy should have su�icient resolution to capture fine details, and be close
enough to the envisioned surface to avoid thin parts of the sketch to collapse. Le� column sketch
©Arturo Tolentino, used with permission.

correction. We use a light gray material to shade proxy meshes computed automatically
with VIPSS [137], and a dark gray material for the ones created manually. Note how our
method recovers the �ne details and sharp edges depicted in the sketch even from very
smooth, approximate proxy meshes. Our supplementary website 2 displays each result
with an interactive 3D viewer.

We detail in Table III.1 the performance of our algorithm on all results shown in the
main paper. Timings vary from a few seconds on simple sketches up to a few minutes on
complex sketches composed of many strokes. �e bo�lenecks reside in the initialization
of the algorithm and in the �nal mesh optimization, while the segmentation algorithm
takes less than 10 seconds in most cases. Users can thus re�ne the segmentation multiple
times with relatively short wait times and only compute the �nal mesh once satis�ed.

2see https://ns.inria.fr/d3/Surface3DSketch/results-page/
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0%

> 5%

Fig. III.14: We evaluate our method on synthetic sketches extracted from ground truth surfaces
using FlowRep [119] (bo�le, boat) or from the boundary representation of CAD models (iron,
bishop). The deviation is measured as a % of the sketch bounding-box diagonal, and is low
almost everywhere except in places where the sketch lacks strokes to disambiguate the intended
surface (interior of the iron handle, bo�om of the bishop). We provide the median and maximum
deviation for each sketch.

Comparison against ground truth surfaces We evaluate our method quantitatively
by comparing our results to ground truth surfaces for which curve networks are available.
We obtain such data from FlowRep [119], a method to generate descriptive curve net-
works from 3D meshes, as well as from CAD models for which we extract the boundary
representation (B-rep) [175]. Fig. III.14 visualizes the results of this experiment, where the
color map indicates that our results are very close to ground truth except in ambiguous
regions devoid of strokes.

Comparison against curve network surfacing Fig. III.15 compares our method to
the one by Pan et al. [237], which is the most recent method for surfacing well-connected
curve networks. �e two methods produce very similar results on the original connected
network. However, a unique strength of our method is to also produce similar results
from disconnected, noisy sketches, which we synthesized by perturbing the original
network (displacing and duplicating strokes, introducing gaps). Our method also accounts
for strokes that are not connected to the main network, which Pan et al. [237] had to
ignore (Fig. III.15, red strokes at the front of the car).

In Fig. III.16, we compare to Pan et al. [237] on a more complex input. By balancing
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Table III.1: For each sketch in the paper, we provide the runtimes for the initialization (1) –
which corresponds to the strokes-proxy association (Section III.5.1) and step 0 of Algorithm 1
; for the iterative segmentation (2), and for the final mesh optimization (3). We also give the
number of iterations of Algorithm 1 necessary to converge to a stable solution.

Sketch name (1) (2) (3) It. In paper
robbins car1 46.3s 11.4s 68.3s 8 Fig. III.2
author1 car 16.7s 1.9 s 41.4s 5 Fig. III.3
�owrep boat 17.1s 1.6 s 45.7s 3 Fig. III.14
�owrep bo�le 17.6s 2.2 s 20 s 3 Fig. III.14
onshape bishop 9.2 s 1.2 s 14.8s 4 Fig. III.14
onshape iron 20.6s 5.6 s 25.8s 6 Fig. III.14
�owsurf beetle 14.6s 0.8 s 31.2s 2 Fig. III.15
ils roadster 9.3 s 1.5 s 35.3s 4 Fig. III.15
t2f car 97 18.2s 1.6 s 18.7s 3 Fig. III.19
author2 guitar 16.2s 1.6 s 26.8s 3 Fig. III.19
robbins car2 62.3s 9.5 s 64.5s 6 Fig. III.19
author1 building 32.9s 4.8 s 41.9s 4 Fig. III.19
ils speaker 16.9s 1.2 s 23.5s 3 Fig. III.19
swh vr controller 146.4s 79.1s 35 s 8 Fig. III.19
author1 bulbasaur 11.1s 3.7 s 23.2s 5 Fig. III.20
cassie hat 17.7s 1.2 s 60.3s 3 Fig. III.20
tolentino shoe 57 s 8.2 s 38.8s 5 Fig. III.20

�delity with smoothness and simplicity, our method tends to miss small details, such
as the bu�ons on top of the machine. Our smooth surface models also do not capture
well the generalized cylinder that forms the nozzle. In contrast, by assuming that the
input strokes form a clean curve network, Pan et al. can trust every curve to create
interpolating surfaces and can leverage connectivity information to detect which curves
are sharp features.

III.7.3 Limitations
Relying on geometric criteria only. We emphasize that our method relies purely
on geometric criteria to place sharp features in the �nal surface. As a consequence, our
method can miss semantically-important features if they do not contribute signi�cantly
to the shape, such as the round headlights of the car in Fig. III.2.

Sharp features not depicted by the strokes. Our algorithm assumes that all sharp
features of the intended surface occur along some of the input strokes. Fig. III.17 illustrates
a limitation of this assumption, where the artist implicitly indicated that the headlight
presents a sharp feature by sharp corners in neighboring strokes. In such cases, users
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[Pan et al., 2015] [Pan et al., 2015]Curve network Curve network

Sketchified network

+ high frequency noise

Sketchified network OursOurs[Huang et al., 2019]

Ours[Huang et al., 2019] + high frequency noise Ours[Huang et al., 2019]

[Huang et al., 2019]

Fig. III.15: Our method can surface well-connected curve networks, similarly to [237]. More
importantly, it also achieves similar results from imprecise sketches that contain duplicate
strokes, gaps (middle row) or high-frequency noise (bo�om row). Our method also accounts for
disconnected parts, like the red stroke that depicts a concavity on the car, which Pan et al. [237]
ignored.

[Pan et al., 2015]Ours

Fig. III.16: Our method tends to miss small yet important details (middle) in an e�ort to produce
smooth, simple outputs robust to imprecise drawings. The method by Pan et al. [237] does not
face this challenge as they consider that all input curves are drawn precisely, and as such should
be kept in the output. Similar to Pan et al. [237], we surface the co�ee cup separately from the
co�ee machine.
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(a) No stroke at sharp feature (b) Adding a stroke

Fig. III.17: Our method cannot take higher-level cues into account, and will thus fail to align
with user intent if a critical sharp feature stroke is missing, as on the car headlight (a). Adding a
stroke and re-running the method successfully recovers that feature (b).

Internal strokes
Non manifold

Separate in parts
Ignore strokes

Skeletal strokes

Fig. III.18: Our current implementation does not automatically support non-manifold surfaces,
as present on the boat and blender (red strokes). Furthermore, our assumption that strokes lie on
the surface they depict is not always true, as there may be some strokes inside the outermost
depicted surface (green) or strokes that depict tubular structures (cyan). A workaround is to
manually separate the sketch into parts and surface them individually, or mark out some strokes
to be ignored by our method (second row).
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need to draw a few additional strokes to obtain the intended surface (Fig. III.17b). While
our assumption that sharp features are explicitly represented seems to hold in our dataset,
further analysis of how people draw in 3D is needed to quantitatively evaluate this
hypothesis. In the future, more global cues such as stroke tangent continuity or sketch
symmetry could be leveraged to make surfacing be�er aligned with viewer perception.

Other types of strokes. Since we assume that all strokes lie on the intended surface,
our method cannot handle strokes that lie inside the shape, or that depict the skeleton of
a tubular structure (Fig. III.18). While we simply discarded such strokes to produce our
results (see supplemental webpage 3 for all original input sketches, with deleted strokes
highlighted in red), future work could a�empt to identify these strokes and surface them
with dedicated representations, such as generalized cylinders for skeletal stokes [348].

Non manifold con�gurations. In theory, our method could recover non-manifold
surfaces if provided with a non-manifold proxy mesh. In practice, we only surfaced
manifold shapes because we implemented our algorithm using a manifold data-structure
to represent the mesh. As a work-around, it is typically possible to manually separate the
sketch into multiple manifold pieces that can be surfaced separately (Fig. III.18, bo�om
row and co�ee cup in Fig. III.16). An exciting direction for future work would be to
perform topology analysis of the unstructured sketch to detect and process non-manifold
parts automatically.

III.8 Conclusion
A�er decades of research, a number of robust algorithms now exist to surface dense point
clouds [33]. In contrast, very few methods have been proposed to surface the sparse
stroke clouds that designers produce when sketching in VR or with sketch-based modeling
systems. Inspired by the unique characteristics of this emerging form of 3D data, we
have proposed an approach to locate smooth patches in unstructured 3D sketches, and
to optimize their geometry to produce a piecewise-smooth surface aligned with salient
strokes. �e resulting 3D meshes can bene�t numerous tasks. For instance, we used them
to occlude hidden strokes in all �gures of this chapter, which helps perceive the correct
shape from the sketch via relative depth cues [19]. Additionally, our sketch-aligned
surfaces are compatible with all downstream 3D processing and modeling tasks. �is
opens exciting avenues to integrate 3D sketching with other creation modalities such
as sculpting [7, 39, 215]. As we have demonstrated, sculpting can be used to create a
rough proxy surface, that is then automatically re�ned by our method to align with a
sketch. It is easy to further re�ne the surface by sculpting, since our method outputs a
3D polygonal mesh compatible with all 3D modeling and sculpting so�ware.

3https://ns.inria.fr/d3/Surface3DSketch/results-page/
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III.9 Future work
Surfacing partial 3D sketches We cast the problem of surfacing a 3D sketch as an
o�ine task that is run only when the sketch is complete. In previous work we also
explored the opposite end of the spectrum by continuously creating surfaces while the
artist is sketching [337]. Exploring other options along this spectrum seems promising to
a�ord more �exibility in the sketching and surfacing process, and power new work�ows
that are not yet possible if we view surfacing as a disparate step to sketching. For example,
an artist might want to sketch a partial 3D sketch, then generate a surface to provide
visual or physical support for further sketching – drawing curves by projecting them on
a surface is an e�cient way to sketch 3D curves with 2D input devices, and can alleviate
freehand imprecision issues with a 3D input device [18, 19, 172]. Newly sketched strokes
could in-turn a�ect the 3D surface, by updating it wherever new strokes deviate from
the surface. Our current work cannot be easily adapted to this se�ing. While our method
can be made more e�cient to reduce computation time with more engineering e�ort, it
is not trivial how to take into account new strokes or edits on an existing stroke without
globally a�ecting the surface. Moreover, partial sketches introduce more ambiguity to
the surfacing problem since some regions may be altogether unde�ned at a given stage
of the process.

Exploring a 3D shape design space In this project, we cast the problem of obtaining
a 3D surface from a 3D sketch as a reconstruction problem. �is follows the tradition of
point-cloud surfacing methods, that posit that there exists a ground truth surface sampled
partially with sensors that the method strives to reconstruct. However, in the case of
3D sketches there is arguably no such ground truth surface to reconstruct, since a 3D
sketch is not created by a sampling process. Instead, an artist creates a 3D sketch as an
ambiguous representation of a space of possible 3D shapes that they are trying to gradually
re�ne by iterating between externalization through sketching and re�ection through
reviewing the sketch [52, 148]. Exploring the design space of possible 3D surfaces that
can be represented by a given 3D sketch could be a powerful tool for artists, by favoring
exploration of multiple possibilities instead of freezing the design to a single 3D surface.
Recent work on stochastic surface reconstruction [275] might be a valuable inspiration
to reconstruct a distribution of shapes from a given 3D sketch. Such a distribution could
be used to sample shapes or help the artist determine which areas of their sketch is most
ambiguous.

A uni�ed toolset for surface and curve modeling Previous work has shown that
3D curves can be a powerful surface modeling tool [76, 111, 226, 286, 317]. Our method
reconstructs a 3D surface from a set of 3D curves, yet we did not explore how to bind
the curves and surface together to enable such edition operations. 3D strokes are placed
strategically on the depicted surface to represent it in a sparse way, so we expect that
they could also act as powerful handles to control shape deformation. �e main challenge
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of our se�ing compared to previous work on surface deformation using curve handles is
the unstructured and messy nature of a 3D sketch, as previous methods focused on clean
networks of curves or supported only a few curves.
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(a) Input sketch (b) Proxy surface (c) Result

t2f_car97

author2_guitar

robbins_car2

author1_building

ils_speaker

swh_vr_controller

Fig. III.19: Results of our method applied to a variety of 3D sketches (a). We display proxy
meshes computed with VIPSS in light gray, and the ones created manually in dark gray (b). For
each sketch, we show the segmented patches with random colors, and the final surface in blue
(c). Sketch robbins car2 ©James Robbins, used with permission.
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(a) Input sketch (b) Proxy surface (c) Result

author1_bulbasaur

cassie_hat

tolentino_shoe

Fig. III.20: Results of our method applied to sketches of organic shapes (a). We display proxy
meshes computed with VIPSS in light gray, and the ones created manually in dark gray (b). For
each sketch, we show the segmented patches with random colors, and the final surface in blue
(c). Sketch tolentino shoe ©Arturo Tolentino, used with permission.

57





Chapter IV

How Do People Paint In VR?

IV.1 Introduction
3D strokes can represent more than just a 3D surface. By assigning colors to strokes,
artists can use them to represent appearance of a scene, in the same way that an oil
painting can represent any scene through a complex arrangement of many colored brush
strokes. VR painting is an emerging form of 3D art that lets artists use 3D space as
their virtual canvas [140, 267, 289] to create compelling 3D paintings used as video game
assets [184], in short animated movies [109, 213], or as 3D illustrations [259]. Despite
the simplicity of its underlying representation – an arrangement of 3D strokes – VR
painting allows artists to create complex 3D scenes made of varied shapes and colors (see
Fig. IV.1).

Given the growing interest from artists in exploring the potential of VR painting as a
medium for 3D content authoring [60, 118], and the success of commercial applications for
VR painting such as�ill and OpenBrush, we see an opportunity for academic research to
study this emerging work�ow. Many studies and systems related to creating 3D content
with VR have focused on the problem of geometric accuracy when sketching 3D shapes,
for example to measure inaccuracies and explain their cause [19, 211], to investigate the
potential for novices to learn to sketch accurately [323] or to design systems that mitigate
the lack of accuracy in sketching [18, 87, 157, 210, 337, 338]. Previous work has looked

Fig. IV.1: VR painting examples. Le� to right: “Hopewell Rocks, Fundy, New Brunswick”
(©Nick Ladd), “Mescaform Hill: The Missing Five” (©Edward Madojemu), “This is fine” (©Tiantian
Xu)
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into the potential of VR sketching for a variety of applications such as 3D design and
visual thinking [148, 185, 235], helping 2D artists create 3D artworks [129] or patient
rehabilitation a�er su�ering from a stroke [12]. Yet, none of these studies has considered
how practicing VR artists with deep experience of this medium work. By investigating
how these artists work, we can see a fuller picture of the potential of this novel artistic
medium and of the challenges that so�ware or hardware improvements might mitigate.
Studying expert users can be helpful in be�er understanding di�culties faced by all users,
and design be�er solutions inspired by ad hoc solutions. We draw inspiration from other
similar studies in other application domains (Section IV.2).

In this chapter, we report on a series of semi-structured interviews with 4 participants
who are hobbyist VR artists or professional artists with VR painting as their main medium.
We report on how artists use VR painting (Section IV.3.1), we summarize the motivations
for working with VR painting (Section IV.4), and the main challenges encountered by
participants (Section IV.5).

IV.2 Related work
VR painting practice is currently understudied in academic research. We take inspiration
from other studies of artistic practices to conduct our study on VR painting.

Previous work has studied a variety of visual design practices, such as icon design [346],
undo and redo [222], color pale�e usage [155, 285], the usage of reference imagery [131],
visual note taking [347], math formula visual design [127], educational diagrams [209],
live-coding audiovisual performances [46], visual choreography documentation [62] and
more generally how artists use and develop so�ware [191]. �ese studies led to the for-
mulation of design recommendations, and some authors also contribute the development
of a prototype or technology probe [139] based on their design recommendations. We
take inspiration from their methodology in our study design, for example by conducting
interviews with expert practitioners that have a be�er understanding of VR painting
than other populations such as novice users. We also follow the methodology of many of
these studies who prompt participants to recount their creation process. More precisely,
Maudet [214] recommends using artifacts as “focal points” in interviews with designers
to help participants recount the story of their work�ow, prompt speci�c memories about
challenges encountered, and facilitate understanding through a visual support. We adopt
this methodology for our interviews.

Most closely related to our topic of interest, researchers from the �ne arts community
have explored what VR painting can mean for painting as an artistic practice. Goodyear
and Mu [118] report on Goodyear’s personal experience working with VR painting tool
OpenBrush [140] as part of her abstract painting work, providing insights into how artists
might appropriate such tools to serve particular practices. Chi�enden [60] analyze 3D
painting through the lens of art history, explaining how VR painting relate to previous

60



IV.3. PROCEDURE

painting techniques that blurred the separation between viewer and depicted picture.
We expand their insights by taking a more focused and critical look at the interaction
design and digital representations used in current VR painting so�ware, drawing from
our experience as so�ware developers and HCI researchers.

IV.3 Procedure
We conducted semi-structured interviews and analyzed online tutorials to be�er under-
stand how artists who practice VR painting create and edit their artworks. We focus
on the commercial so�ware�ill [289], because a short survey of online communities
revealed that this particular VR application has a very active and open community of
users, with a Discord server featuring 300+ active users sharing artworks and tips on
the so�ware, a Facebook group with 20K+ members, and a YouTube channel with 62
long-format tutorials where artists share a diverse set of work�ows 1. Despite our focus
on �ill during this formative study, we surveyed other popular VR painting applica-
tions such as Open Brush and AnimVR, and con�rm that the work�ows and challenges
encountered are similar.

A�er learning informally from online tutorials and ge�ing a feel for how people work
with �ill in general (eg [183, 223, 242]), we invited 4 artists who have used �ill in
professional or personal projects extensively to participate in interviews and provide more
in-depth insights (Table IV.1). We invited participants that we saw as active members in
VR painting communities (Discord channel, Facebook group), or on art sharing platforms
(Sketchfab, Artstation, personal blogs). We invited each participant to a 1 hour video
conference call, and asked them to be prepared to discuss a recent project that they
worked on. We encouraged participants to share a particular piece or artifact by sharing
their screen or providing links to a hosting platform, and walk interviewers through
their process in creating that piece. Participants o�en showed multiple artifacts through
the course of the interview. We encouraged the participant to give a detailed account of
their work�ow, and we asked for clari�cations or more context when participants would
describe breakdowns and how they overcame those [212]. Participants received a 30CAD
gi� card. �is study was approved by the ethics boards of the University of Toronto and
Inria.

We audio-recorded and transcribed each interview, then coded the data. We used an
inductive thematic analysis approach [50]. We started our analysis without a pre-existing
coding frame and were open to emerging themes, le�ing our research questions evolve
as the analysis goes on. Our broad research questions were to understand why artists use
VR painting as opposed to other forms of 3D authoring, and how artists work with this
medium. We are interested in �nding what challenges participants face in their practice,

1Facebook group: https://www.facebook.com/groups/virtual.animation/ ; Youtube channel:
https://www.youtube.com/@VirtualAnimation
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Table IV.1: Participants information.

Participant ID Description Artworks discussed

P1 Illustrator, VR artist
Animated illustration,
background and character models
for VR animated shorts

P2 Director, VR artist,
animator

Game background scenes,
animated and print illustrations,
self-directed VR short

P3 Illustrator, animator,
developer

Self-directed VR short,
animated illustrations

P4 Product designer, artist Animated illustration,
artifacts of learning�ill

and what techniques they use to overcome them. In the following analysis, we start
by an account of the di�erent ways artists work with VR painting, then we focus on
some of the themes that emerged. �e key themes we report are chosen based on a joint
consideration of theme prevalence among participants and of how our research question
evolved, driven by our standpoint as HCI and computer graphics researchers.

IV.3.1 VR painting work�ows
In this section we report how participants work with VR painting, striving to provide a
broad view of the di�erent work�ows and techniques.

IV.3.1.1 Broader creation context

Participants used the VR painting so�ware�ill in their professional or personal projects
for a variety of end results (see Table IV.1 last column). In all projects, �ill was used as
the main so�ware for 3D modeling, but participants sometimes complement�ill with
other so�ware for later stages of the authoring process, such as Blender and Unity for
shot planning and rendering (P3), Premiere Pro for compositing and editing shots (P1),
Sketchfab and �est TV for adding visual e�ects and providing an interactive 3D viewer
(P1, P2, P4). In some projects�ill was only used as a 3D modeling tool as part of a larger
pipeline, for example P2 would model background sets and other artists were in charge
of assembling this background set with other elements to make a VR game. Conversely,
P1 used�ill end-to-end in the creation of her animated illustration, from the �rst rough
sketch to the �nal result featuring small animation loops, and hand-painted visual e�ects
that simulate a water surface – “li�le touches that just really add a sense of atmosphere”.
She then used Sketchfab as a hosting platform and renderer, to allow viewers to navigate
her scene freely. Other ways of sharing VR artworks included releasing content on
VR-speci�c platforms such as �est TV and the VR Animation Player, and rendering the
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scene from a �xed camera path to create a video shareable on social media.

In many cases, participants used images (P2, P3, P4) or 2D sketches done prior (P3)
as references – those can be imported in the virtual workspace. �e artwork itself is
o�en created in multiple stages: P1 used a rough 3D sketch made of thin lines to “�gure
out the sense of scale and position of the di�erent elements”, and P2 and P3 started with
creating a rough block out of their indoor scene that “helps answer a billion questions, like
spatial layout” (P3). Such temporary steps of the artwork can be organized in “layers” in
�ill, that are stroke containers. Layers in�ill do not a�ect stroke rendering order or
appearance like one might expect layers to do in 2D digital painting. �ey only allow
control over opacity of its content to make a layer semi-transparent or hide it altogether.

In the following, we focus on the work�ow for 3D content authoring, which covers 3D
shape creation and the de�nition of appearance. We leave to future work more in-depth
studies of the end-to-end authoring work�ow, or of speci�c parts such as artwork sharing.

IV.3.1.2 Authoring shape and appearance

�e traditional 3D pipeline tends to have a clear separation between the step of modeling
3D shape (Section II.1) and the step of de�ning the appearance of a 3D asset through
material and texture authoring (Section II.2). Despite some participants (P2, P3) being
familiar with this work�ow, they talked about the way they paint in VR without mention-
ing an explicit separation between shape and appearance authoring. �e way participants
described their work�ow resembled the account of a traditional painting experience, and
it is summarized in these words from P2: “you can just kind of draw in the world right?”

People create shapes in VR painting by sketching colored strokes mid-air. In �ill each
type of strokes has a particular base shape which in turn in�uences the shape of the
stroke, for example a spherical brush will yield a tubular stroke. P3 explains choosing
the shape of his brush carefully depending on the shape he is creating, using a spherical
brush to create “the core structure of the character” while using �at strokes to imply the
thin fabric of the character’s out�t. Once a stroke is created, it can be deformed, rigidly
transformed and duplicated. Strokes can be recolored by using a brush that a�ects all
parts of strokes that fall inside. All participants recounted using a process in multiple
steps, with a combination of sketching strokes, duplicating and deforming, recoloring
strokes.

�ill renders all strokes with unlit shading, meaning that the �nal color displayed is fully
determined by the color of the stroke itself (see Fig. IV.2a). How then do artists create
the illusion of light illuminating the scene? P4 explained the process in this way: “For
oil painting or traditional painting you have to paint light and that’s what you’re doing in
�ill.” Participants all had techniques to “hand-paint” light and shadows in their artwork
(see Fig. IV.2b), for example simulating the sun illuminating a clearing in the forest with
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(a) Unlit render (b) Unlit render
with hand-painted lighting

(c) Lit render

Fig. IV.2: Lighting VR paintings. �ill renders strokes with unlit shading (a), so artists o�en
paint shading e�ects and shadows by hand (b), by using gradients (on the red sphere) or drawing
new strokes (shadow disk). Rendering a�ill painting with computer generated lighting that
takes into account the surface normals to compute shading reveals that the surfaces are built
out of strokes (c).

a gradient from dark to bright (P3), blending in bright yellow with objects close to the
sun (P1), or drawing simple cast shadows to simulate a light source from above (P4).

Participants were aware that this work�ow of painting shading di�ers from other 3D
authoring work�ows in which the computer renders �nal appearance while the artist
controls indirect factors such as lighting and surface material parameters. P3 was acutely
aware of the di�erence between authoring in �ill and authoring within the traditional
3D pipeline, and sought to �nd “a symbiotic way between the 2 pipelines”. He explored
combining hand-painted ambient lighting with dynamic computer generated lighting
in a rendering engine, in order to create a short animated movie with a scene that goes
through a day-night cycle. Computer generated lighting allowed him to “completely
reinvent how the scene feels and looks without having to do a lot of manual work”. He
developed custom stylized shaders and tricks to modify normals of 3D models, in order
to combat the “sausage e�ect”, caused by 3D geometry being composed of many messy
strokes (see Fig. IV.2c). P2 used a rendering engine to previsualize how the 3D scene
he modeled would look like with the lighting setup he imagined. He rendered a few
still images to be used as references, yet allowed himself to stray from the computer
generated reference to be�er serve storytelling: “I kind of cheated like for the briefcase it’s
really important that the character can click on it and see it, so I kind of made it brighter on
purpose.”

IV.4 An accessible, direct and controllable 3D authoring tool
In this section we summarize the themes related to why people like working with VR
painting to create 3D content.

64



IV.4. AN ACCESSIBLE, DIRECT AND CONTROLLABLE 3D AUTHORING TOOL

IV.4.1 Accessibility and directness
VR painting is an accessible and approachable tool, that participants described as easy to
learn. Participants appreciated how “direct” VR painting felt to them from the very start
of their learning journey (P1, P4), they describe VR painting as an embodied experience:
“I like that it’s really about to be able to just use your body to kind of manipulate objects”
(P4).

�e participants all had previous experience working with 2D digital illustration before
ge�ing into VR painting. Some transfered that knowledge to approach VR painting,
describing VR painting as “basically like a Photoshop” (P2). Participants talked about their
work�ow through analogies between tools available in 2D painting and�ill. For example
P1 recounts using a recoloring brush with color blending modes to de�ne lighting just like
how she would use multiple layers with blending modes in Procreate [146]. However, she
explains that such an analogy has limits since there isn’t such a notion of non-destructive
layering of colors in�ill, instead colors have to be “applied” to strokes.

Multiple participants (P1, P2, P3) described a positive experience in transferring from
an illustration background to learning VR painting, as it “allows [them] to use their skills
directly in 3D” (P3).

In particular, some participants mentioned a sharp contrast between their experience
with learning �ill and learning to author 3D with the more traditional 3D pipeline with
desktop applications. P4 noted it took her only a few days to start creating her “own
art” in �ill, as opposed to several months in Blender, and P3 explained that traditional
3D had “technical aspects to it that get into the way of actually executing what you want”.
Similarly, P2 explained that the rapidity of working with VR painting – critical to him in
time sensitive contexts like during a game jam – was something he felt that he could not
achieve within the traditional 3D pipeline: “in regular 3D you have to unwrap, you’ve got
to texture the thing, bring it back. In here I can just… if I want this window to be red, I can
just, you know, draw a red window.” �is fast feedback loop between idea and realization
can also favor exploration and serendipitous creation: “sometimes you’ll draw a stroke by
accident but it will work out, or I’ll start with a sketch and then I’ll build o� of that sketch”
(P2).

�ese accounts of the “directness” of painting in VR are consistent with our overarching
observations from Chapter I. Participants appreciate the possibilities for using their own
bodies in the interaction [151], and they liked transferring interaction knowledge from
their previous digital experiences [254]. Overall we can interpret their experience using
3D strokes in VR painting as requiring them to bridge less of a semantic distance to get to
“what they want” than in other experiences using other 3D data representations [138].
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Fig. IV.3: Stylized shadows. In VR paintings, artists sometimes opt to simplify how shadows
look like as a stylistic choice. Le�: the character’s drop shadow is painted as a simple circle
on the ground, same for the li�le statues (©Nick Ladd). Right: the window frame casts a very
distinctive shadow on the floor, but this shadow is not cast on the painting canvases, and the
canvases, easel and table do not cast a shadow (©Zoe Roellin).

IV.4.2 Artistic control
When recounting their work�ow, especially when describing how everything in an
artwork was drawn or placed by hand which amounts to a tremendous amount of work,
participants did not mention feeling like this was a tedious task. While they recognized
the limitations and challenges of this work�ow – which we cover in more details in the
following section – they explained that having the ability to paint everything a�orded
them a lot of artistic control over the �nal result. In particular, when discussing how
shading is hand-painted in VR painting, as opposed to automatically calculated by a
computer, P3 who has deep experience of working with both explained that ultimately if
it weren’t for time budget limitations he would prefer to hand-paint shading, or at least
have a mix of both approaches: “I like to have as much control up front rather than relying
on �delity of what the computer can render. I’d rather have something that works because
it’s well art directed rather than because the computer renders it.” P2 explained how for his
indoor game environment scene, painting shadows manually allowed him to emphasize
“the style that we’re going for in the game”, by choosing deliberately to simplify the shape
of shadows, for example drawing just an ellipse for the shadow of a stool, despite the
physically accurate shape of the projected shadow being much more intricate.

Participants talked about the way they achieved certain e�ects with a sense of pride in
having found certain “tricks” (P2) or “illusions” (P1), overcoming the so�ware limitations
by coming up with new techniques. For example P1 explained faking colored glass
windows by recoloring all outside shapes to look a bit more grey, and P2 created an e�ect
of a re�ective water plane by simply duplicating the painted shapes above the water and
mirroring them. P3 talks about how he overcomes the lack of precise shape modeling
tools in�ill by using additional “hand-drawn lines to imply that there’s more detail or
more surface that there actually is”.
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Sometimes, participants described embracing the limitations of VR painting by making
them part of what de�nes the artwork’s unique style. P4, who set herself the challenge
to learn�ill within only 100 days of practice explained that she chose for her artwork
to “make it as simple as possible” and that she ended up being very happy about these
“minimum viable product” results. P2 described a 3D scene he created that had a visual
style reminiscent of 2D vector art by emphasizing its simplicity: “I intentionally le� it
very… almost abstract just because I think it’s something that you can’t easily do in regular
3D, so I like to embrace that sort of style instead of trying to be too realistic or too detailed.”
Similarly, P1 mentioned using deliberately freeform brush strokes that are set a bit apart
from surfaces without aiming for precise alignment as that was what made her artwork
have a recognizable style in the community. �e lack of geometric accuracy was also
seen as an interesting quality of the medium by P2: “because I’m doing it with my own
hands, it’s… more likely that mistakes will come up and the mistakes I think are part of
what make it more human and more alive”.

IV.5 Challenges
We end our analysis of the interviews by reporting prevalent themes related to challenges
that participants face in their work�ow.

Coupling of strokes and appearance Strokes in a VR painting are represented
digitally through a discretization, and colors are encoded as per-element data on this
discretization, with linear interpolation in-between elements. �erefore this discretization
de�nes how �nely variations of color can be achieved (see Fig. IV.4). For example, P1
explained that this means the direction in which �at strokes are assembled to form a
box will a�ect strongly the look of a gradient along the strokes, meaning that for a
desired gradient direction, strokes “need to be pointed in the right direction”. �is technical
detail has strong implications for the hand-painted shading technique: “all the painted
lighting has to be bound to the strokes, which means the quality of your lighting is directly
proportional to the resolution of the geometry you’re using to paint the lighting.” (P3) In
video tutorials, we have seen artists plan out how they lay their strokes carefully in order
to create hard edges between colors, and achieve a certain direction of gradient. �e
resolution of the discretization also ma�ers in order to obtain smooth gradients. �e
fact that stroke authoring has implications for how �nely appearance can be edited is
a challenge that experienced artists a�empt to overcome through careful planning of
stroke directions [242], or arti�cially increasing the resolution of strokes [183, 223].

Memory budget and performance management �ill artworks and VR paintings
in general can be shared with the public in di�erent ways (Section IV.3.1.1), but all
participants related that having the possibility to share their artwork on platforms for VR
viewing was important to them, sometimes stating that the immersive viewing experience
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Fig. IV.4: Stroke layout a�ects coloring possibilities. Strokes are discretized as polylines
with per-vertex colors in�ill. Thus coloring a patch of strokes depends on stroke orientation
(black arrow): a smooth vertical gradient is easy to achieve with a patch of vertical strokes, but
hard to achieve with the same patch of strokes rotated 90 degrees.

is a de�ning part of their piece (eg immersive animated short where the spectator has to
navigate the set during the story). However, viewing artworks on VR headsets comes
with technical restrictions on the artworks, due to hosting platform limitations or headset
hardware limitations: “you need to be under a certain amount of triangles, you need to have
a certain amount of draw calls” (P2). For example, P3 mentioned a “1.5GB limit” for a 15
minutes animated short that he and his team published on Meta�est TV, which “was
kind of something [they] had to be very careful with”. �e resolution of stroke discretization
directly impacts this memory budget, which ampli�es the problem of having appearance
editing relying on degrees of freedom provided by stroke discretization: “in order to be able
to color and shade very smoothly that shape needs to be […] like super super high detailed as
far as polygons go which is something I try to avoid in�ill because otherwise�ill drawings
get really really heavy” (P1). Both P1 and P2 reported that as their experience working
with VR painting increased, they changed their drawing habits to adopt techniques that
yielded paintings with lower polygon count: “the stu� I was making when I �rst started
was way too heavy. So I have started to be a bit more conservative with the strokes, to just
kind of you know make sure I don’t waste too many strokes.” (P2) Similarly, P3 describes
some “best practices” that he and his team adopted on their animated short to respect the
memory budget, such as placing strokes strategically to support speci�c shading change
e�ects without increasing polygon count.

Editability Sometimes a VR painting needs to undergo changes, for example a character
model has to be adapted to match the environment light in multiple scenes of an animated
short movie, or a background scene must be changed to be�er re�ect a director’s vision
for the mood of the scene. Since�ill in particular provides many features for animation,
artists also might want to have dynamic elements in their artworks, such as a character
moving through the scene. In all of those situations, hand-painted shading may need to
be edited. While in particular in �ill there is a feature to “recolor” strokes, participants
reported that the recoloring work�ow was destructive, meaning that once a new color
was applied to a stroke – even with partial opacity or a color blending mode – it becomes
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impossible to separate again the constituent colors at a later stage. �is means that once
a particular shading is applied to the scene – eg applying an orange hue gradient to
simulate a rising sun glow – it becomes impossible to recover the initial look of the scene
in a neutral light, except if one were to recolor strokes to their original color one-by-one.
P3 explains that “trying to recolor a scene to match a di�erent tone is a lot more… not only is
it more time consuming, it’s that you end up cu�ing corners really quickly because there’s so
much to do”. As a strategy to protect her work from this destructive step of the work�ow,
P1 recounts saving duplicates of her artworks, for example keeping a duplicate of the
environment in an invisible layer before applying the recolor brush, or for characters
starting “with just a very basic color character” and only painting the light and color “as
the very last step”, so that in a di�erent lighting environment she can reuse the basic color
character. Some dynamic e�ects such as drawing the cast shadow of a moving object can
also be di�cult to achieve by hand-painting that shadow, so P2 describes a work-around
where he set up the strokes making up the shadow of a turning ceiling fan to turn in
sync with the strokes making up the fan.

Depicting 3D shape e�ectively All participants touched on the topic of how they
learned to depict 3D shape e�ectively with �ill, or on how their style and work�ow
evolved as they got more experienced with the tool. As noted in quantitative studies [19],
controlling 6 degrees-of-freedom with the hand is challenging: “it’s hard to do something
precisely in �ill, because I’m using my hand, I’m using my controller” (P4). P1 explained
she found it di�cult to represent solid surfaces with many thin strokes without things
looking “messy”: “when you start rotating things around, suddenly you could see all kind of
gaps between your strokes and so on” (P1). Finally, as reported in previous work [211, 323],
it takes time to learn to sketch in 3D: “It felt like going back to basics because you learn
�gure drawing, you get really good at it, and then you jump into VR and none of it works
because you draw something and then your head moves the camera a li�le bit and then it
doesn’t look like anything anymore” (P3). Participants also explained that some techniques
can alleviate these issues. For example P2 explained that using �ill’s “line” tool that
enables drawing axis-aligned lines precisely helps him create large �at patches that are
well-suited for architectural or interior design. He also uses a particular surface rendering
mode when painting in�ill that helps perceive where existing strokes lie in 3D space
(see Fig. IV.5), in order to facilitate alignments. P1 and P3 reported that their painting
technique evolved into a mix of 3D modeling – done in�ill by using large volumetric
strokes – and freeform stroke painting: “nowadays I have really started modeling the base
of my characters with very simple shapes […] and then just drawing in the actual lines and
details at the end” (P1).
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Fig. IV.5: Stroke rendering can help increase accuracy. In�ill strokes can be rendered
with a subtle 3D grid texturing that helps perceive 3D shape (right), compared to the default
unlit shading of a stroke (le�).

IV.6 Conclusion
We contribute the �rst study of VR painting practices among experienced artists. Our
study reveals novel insights on the strengths and weaknesses of VR painting as a new
artistic medium. We are excited about future possibilities to design VR painting tools
that address the challenges that artists face today. While the majority of recent work
has focused on helping artists achieve a be�er geometric accuracy while sketching – a
goal motivated by previous experimental studies [19, 211] – we see a much wider range
of problems to tackle and hope that our study can motivate others to start addressing
those. �e next chapter of this thesis explores how to design a painting system where
appearance is decoupled from strokes shape and resolution while favoring editability.
�is project stands as a concrete example of an interesting HCI and computer graphics
research problem that arises when engaging with one of the lesser-known challenges in
VR painting.

Limitations Our study was done at a small scale. Extending this study to include more
participants – in particular participants that use a di�erent VR painting so�ware than
�ill – would surely expand the range of �ndings, and allow for more nuance in our
observations. Furthermore, we cast a wide net in terms of topics that we consider, from
the overall authoring work�ow down to the details of how people paint 3D shape. We
hope that further studies on speci�c topics of interest – for example by narrowing down
on some of the challenges we have uncovered – can help be�er characterize aspects of
VR painting, and propose precise design guidelines for future VR painting tools.
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Chapter V

3D Layer Compositing For VR Painting

V.1 Introduction
VR painting is a novel 3D authoring work�ow that feels direct, highly controllable and
easy to learn (see Chapter IV). �is simplicity and directness contrasts with the traditional
3D authoring work�ow, where artists need to express their idea as an assemblage of
disparate representations: a complete scene is composed of 3D geometry, of a model for
how light interacts with the geometry, and of a representation of lights that a�ect visual
appearance. Many artists embrace the VR painting work�ow and take full advantage
of it by creating visuals that would be very hard to achieve with the traditional 3D
modeling work�ow, such as using many distinct brush strokes to give the artwork a
unique painterly look.

While VR paintings are inherently 3D assets, their creation work-
�ow is similar to that of traditional 2D painting (Section IV.3.1.2).
Just like in traditional oil painting, VR artists simply lay down
colored strokes on their 3D canvas, and these colors altogether
precisely de�ne the �nal painting – eg VR artist Zoe Roellin uses
a single light brown brush stroke to convey the impression of
her character’s hair strands shining in the morning sun light (see
inset). Albeit artists appreciate the level of control a�orded by this work�ow, the fact
that a 3D stroke represents simultaneously information about the hair strand’s 3D shape,
about the color of the hair itself and about how light in�uences that color, makes paintings
hard to edit a�er the fact [155, 285].

To overcome a similar hurdle, artists working with 2D digital painting tools have devel-
oped work�ows based on layer compositing [204, 258] which is a feature widely available
in digital painting so�ware [3, 4, 146]. By painting on multiple layers, 2D artists can
disentangle the �nal color of a pixel into individually editable constituents, favoring
post-hoc editability of a painting (Fig. V.1). Bitmap layers with an alpha channel can
be used as clipping masks, in order to reuse a carefully painted shape as a mask for
less precise, broader shading brush strokes, or as a target to clip and blend in a texture
image. Beyond those speci�c bene�ts, layers in digital painting are �exible interaction
primitives that artists use for ad-hoc needs that emerge and lack explicit support in
existing so�ware, such as artwork organization and history management [222].
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Fig. V.1: Conceptual Approaches to Layering. In 2D graphics design, artists commonly use
layers to modify object colors, for instance to add shading, shadows and highlights without
overriding the base colors of the artwork (a). In VR painting, artists can achieve similar visual
e�ects by stacking strokes close to object surfaces (b). However, since it is di�icult to paint at a
precise depth, strokes o�en inter-penetrate or leave visible gaps (b, inset). Alternatively, artists can
use the recoloring brush (c), a tool that recolors any stroke vertex it intersects. For visualization
purposes, we display the volumetric extent of the brush and we delineate its intersection with
the strokes as blue curves (c - bo�om). Recoloring vertices reveals the low resolution of the stroke
mesh (c - arrows). In our approach, users paint color edits in separate layers (d), o�ering the same
flexibility as in 2D graphics design. Our rendering algorithm computes a precise intersection
between the layers and the strokes to be recolored, avoiding the visual artifacts of existing 3D
solutions.

Despite their ubiquity in 2D digital painting, layers are currently not supported by VR
painting so�ware [140, 289]. In the 2D case, layers are semi-transparent frames that are
composited in a user-de�ned z-ordering, with each pixel from the �nal frame accumulating
color from the corresponding pixel of all layers in the stack (see Fig. V.1)). In the 3D
case, a direct parallel to this 2D case cannot be established. 3D paint strokes are 3D
geometry embedded in 3D space, so to obtain a coherent 3D scene they must be rendered
by taking into account depth-ordering – a stroke closer to the camera must occlude a
further stroke. �is ordering is completely determined by the position and shape of 3D
strokes in space, and by the position of the camera, making it incompatible with the
concept of a user-de�ned z-ordering. While it is possible to manually place strokes in
3D space such that they have the correct z-ordering from a given viewpoint (see Fig. V.1
b), it is challenging to achieve that for multiple viewpoints without creating gaps or
inter-penetrating strokes (Fig. V.1 b, inset).

Existing methods to paint on 3D geometry leverage the idea of working in the 2D
texture space de�ned by the surface of a 3D shape, in order to propose an author-
ing experience closer to that of 2D digital painting. But painting in texture space
is not trivial both from a technical perspective and from an authoring perspective.
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First, de�ning how the 3D surface maps to 2D texture space with-
out introducing awkward seams and deformations is a challenging
research problem [115, 279], that is made even harder in the case of
VR paintings where the surface is composed of many overlapping
strokes (see inset). Secondly, painting in texture space is also hard
from the user’s perspective. Directly painting on the 3D surface and using the inverse
mapping to apply paint onto the texture is an e�ective solution in many cases [125].
However, it can be tedious when using a 2D input device that paints on the surface via
a raycast projection due to the need to hunt for a disoccluded view [108, 234, 304], and
those di�culties are heightened when using a 3D input device such as a VR controller
due to the di�culty of aligning a stroke to a curved surface while freehand sketching
[19, 22].

We propose a design for 3D-Layers to provide similar bene�ts to artists as the use of 2D
digital layers, and help alleviate some of the challenges encountered when painting in VR
(Section V.3). We approach the problem of designing 3D-Layers from two perspectives:
on one hand we describe 3D-Layers from an interaction perspective by de�ning how a
user can interact with them and use them as part of their creation work�ow ; on the other
hand we describe 3D-Layers from a technical perspective by de�ning how to e�ciently
render 3D-Layers within a 3D painting so�ware.

Our main contribution is the design of 3D-Layers as a novel representation of shape and
appearance in 3D paintings, that helps make color edits in VR paintings more convenient,
favor reuse of content and editability (Fig. V.1). We build a proof-of-concept application
as a test bed for 3D-Layers (Section V.4). We demonstrate the �exibility of 3D-Layers
in supporting a range of appearance editing operations by demonstrating 2 di�erent
work�ows (Section V.6).

�e project is still in progress at the time of writing of this thesis, and we plan to conclude
it by inviting 6 experienced VR artists to use our prototype application during a user
study (Section V.7).

V.2 Related work
We provide an overview of VR painting research and commercial tools in Section II.1.2,
and of existing methods for appearance editing via painting in Section II.2. In this section,
we �rst mention speci�c research and commercial tools for VR painting to explain how
they relate to our work, then we give an overview of research related to layers in 2D
digital painting.
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V.2.1 VR painting tools
Layers Many commercial tools for VR painting [140, 228, 287, 289] have a “layer” panel.
Layers in all existing VR painting tools to our knowledge are not layers in the way we
think about them in this chapter. In existing tools, layers are merely stroke containers.
�eir visibility can be turned on or o� in order to temporarily hide a group of strokes
without deleting them. In some so�ware (eg [287, 289]), layer opacity can be adjusted
on a range from transparent to fully opaque. Adjusting opacity can be useful to make
strokes from a rough sketch partly faded, in order to conserve a visual reference while
focusing on a new version of the artwork. Toggling a layer opacity on or o� is used by
artists to preserve “checkpoints” of parts of their artwork, to explore di�erent possibilities
or to ensure easy backtracking. In�ill, layers are also used by artists to separate their
artwork into semantically meaningful parts (eg a character’s head, torso, arms and legs
can be in separate layers), in order to facilitate further selection, batch modi�cation or
animation of strokes. In this chapter, we consider layers to be stroke containers, but
beyond that, we enable layers to control how the strokes they contain are rendered – eg
whether a stroke acts as a 3D shape or only as a coloring e�ect on other strokes.

Recoloring brush Another closely related feature in commercial VR painting so�ware
is the ability to recolor existing strokes using a “recoloring brush” [140, 289]. �is feature
allows artists to edit stroke colors, and the recoloring brush can control which color
mix mode is used when mixing the new color with previous stroke colors. �is feature
gives some level of color editability and helps artists reason in terms of color mixing
like in 2D digital painting (see Section IV.4). However, recoloring operates at the level
of per-vertex colors, meaning that its success is dependent on the resolution of stroke
discretization (see Fig. V.1) ; and it is a destructive operation, meaning that once a color is
applied, it becomes impossible to recover again the base colors. Our design of 3D-Layers
takes inspiration from the recoloring brush and overcomes its limitations by “reifying”
recoloring commands as brush strokes [32]. �ose brush strokes have a resolution that is
independent of the stroke they color, and the user can edit them further at any point.

3D painting systems Previous VR or MR (mixed reality) painting systems consider
strokes as tubes or ribbons of a single opaque color [18, 87, 157, 182, 260, 267]. In contrast,
our prototype for 3D-Layers allows artists to precisely recolor strokes. �e work of
Kim et al. [170] is closely related to ours. Motivated by the observation that current VR
painting so�ware does not provide su�cient amount of control to artists over stroke
coloring and color mixing, they implement a VR painting app that uses volumetric strokes
to �ll in 3D voxels with colors. Voxels can be recolored at any point, making it easier
to recolor precisely – as long as the voxel grid is �ne enough. We share the same goal,
but di�er from their work in representation choice: we represent strokes as 3D surface
meshes, making it possible to easily integrate our technique with existing VR painting
tools. Furthermore, we explore the use of stacks of layers.
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While VR systems consider brush strokes as solid 3D shapes to be rendered as opaque
surfaces, another line of work proposes to instead preserve the painterly aesthetic of 2D
digital art by merging 2D and 3D rendering techniques: Overcoat [268] enables artists
to paint with a 2D tablet on and near a 3D surface, by embedding their strokes in a
volumetric canvas that surrounds this surface. �e brush strokes can lie o�-surface,
and they are rendered as screen-space splats, which allows for a rough stylized look.
Subsequent work has studied how to render the brush strokes with coherent ordering,
since depth-order and stroke-order – the order in which strokes are drawn – are two
relevant but potentially con�icting ways to order stroke fragments for compositing [28].
We take inspiration from the idea of 3D painting systems such as Overcoat, to achieve
a painterly look of strokes by replacing traditional 3D rendering rules with variants
inspired by 2D digital painting rendering. However, our solution considers the case of
VR painting, where using 3D shapes as brush strokes enables a variety of work�ows such
as quickly modeling rough volumes with large volumetric strokes (see Section IV.3.1.2).
We bring 2D rendering concepts such as layering and stroke-order rendering to the VR
painting context.

V.2.2 Layers in 2D digital painting
Layers are a staple feature of 2D digital painting so�ware (eg [4, 146]), and artists have
adopted them in their work�ow for a variety of manual rendering tasks such as using
blending modes to paint shadows and highlights, using masks to paint on top of an
existing layer while preserving its outer shape, applying gradients and applying image
textures [258]. Organizing an artwork in multiple layers is also useful for non-destructive
color editing operations, and past work has focused on how to perform this decomposition
automatically [11, 92, 204, 305, 306]. Layers can be used for other ad-hoc operations that
are not well supported in digital painting so�ware, such as selective undo and history
preservation [222]. We show that this breadth of applications of layers in 2D digital art
can transfer to VR painting, as demonstrated by our example applications (Section V.6).

V.3 Challenges of depicting shape and appearance in VR
painting

In this section we give a focused summary of the challenges that participants reported
concerning depicting shape and appearance in existing VR painting systems. Chapter IV
details the methodology of our formative study and provides the full analysis.

Spatial resolution of colors In existing VR painting tools such as�ill [289], a stroke
is a tubular 3D surface with color encoded on a discretization of the surface – ie the
surface is a polygonal mesh with per-vertex colors. �e �nite and typically low resolution
of this discretization limits how �nely appearance can be de�ned, and makes it dependent
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on how strokes are oriented or arranged with respect to each other (see Fig. IV.4). Artists
need to place strokes to de�ne a 3D surface, and at the same timemake sure this placement
gives su�cient degrees of freedom to achieve a desired color variation along the surface.

Lack of editability Artists o�en need to create assets that adapt to di�erent lighting
conditions, or wish to explore multiple color keys for their piece. However current VR
painting tools “bake” color edition operations to strokes, for example�ill’s recolor brush
changes stroke vertex colors to be a blend of the previous color with the new one. �is
makes global color editing operations overly complex since they need to be translated
into many local operations, discourages exploration of di�erent possibilities and prevents
achieving complex color or light animation e�ects.

Accuracy Precise alignment of a stroke along a curved surface is hard to achieve when
sketching freehand. �is makes it di�cult to create strokes on an existing surface, which
o�en arises when one wants to edit the surface color – eg decal writing, pa�erns, drawing
a sharp highlight.

Design goals Based on these observations from our formative study, we de�ne the
following design goals for 3D-Layers:

• G1. Decouple color editing from underlying shapes: make color edition
independent of shape resolution and of how strokes are arranged.

• G2. Non-destructive color mixing: enable easy backtracking or global edits of
the scene colors.

• G3. Permissive edition: relax requirement for exact 3D positioning when painting
coloring strokes.

Our key insight is to di�erentiate strokes that a�ect shape from strokes that a�ect color
in the �nal painting. In practice, this entails the following design choices:

• We let the user organize their strokes into these two categories by pu�ing strokes
either in substrate layers or in appearance layers. Substrate layers de�ne the
geometry of the scene. Appearance layers are organized in stacks, with always
a substrate layer at the bo�om of the stack. Any appearance layer above a given
substrate acts on the color of the substrate. Each appearance layer can be edited
independently of other layers in the stack (G2).

• Appearance strokes act on the substrate by coloring the intersection of the stroke
with the substrate (see Fig. V.2 “Colors” layer). �is operation is fully independent
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of the substrate resolution (G1). We introduce a tolerance threshold (see Fig. V.2
“Decals” layer) to allow permissive intersections and reduce the need for accurate
stroke placement (G3).

• Despite our separation of strokes into those that de�ne shape and those that merely
act as color modi�ers, in-�ne they are all strokes and can serve either purpose
interchangeably. �is makes it possible to reuse strokes created as shapes as color
modi�ers, alleviating the need to carefully redraw complex shapes when a duplicate
can su�ce (G3).

(a) No tolerance, d = 0 (b) With tolerance, d > 0

Decals
Normal mode – 100%
Tolerance > 0

Shadows
Multiply mode – 70%

Colors
Normal mode – 100%

Fig. V.2: Appearance strokes only recolor the substrate strokes they intersect. But thin strokes
need to be placed very close to the substrate to intersect it (a). We allow users to increase the
intersection tolerance 𝑑 of an appearance layer to alleviate the need for precise stroke placement
(b).

V.4 Painting with 3D-Layers
We propose 3D-Layers, a layering system for 3D paintings that exposes layer objects
that artists can use to organize strokes, in order to help decouple shape and appearance
editing, favor post-hoc editability of a VR painting, and alleviate the need for accuracy
in painting. We implement 3D-Layers in a prototype VR painting application. In the
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(a) Substrate layer (b) New strokes in appearance layer (c) Final result

Fig. V.3: Appearance layer. Starting from a 3D painting (a) defined as a substrate layer, an
artist can paint brush strokes in an appearance layer (b), so that those brush strokes act on the
color of the substrate by recoloring it inside the new strokes (c).

following section, we present the novel features that 3D-Layers enable by describing an
interaction scenario. We delay discussion of implementation details to Section V.5.

Ana is a VR artist working on a 3D illustration of a path going through a forest. Ana starts
by de�ning the 3D geometry of her scene. She uses many colored brush strokes and alternates
between painting, modifying her strokes, and inspecting the scene. In this phase she focuses
mainly on how the 3D shapes look, once she is happy with that, she starts using 3D-Layers
to re�ne the colors of the scene and explore di�erent lighting scenarios, as she is not sure yet
what the mood of the scene should be like.

V.4.1 Authoring shape and color with layers
Ana decides to paint sun light si�ing through the forest canopy. She creates a new layer that
is applied on top of the whole scene, picks a light pale yellow color and starts painting large
brush strokes to represent beams of light coming through the trees and intersecting parts of
the path and forest ground.

Editing the color of brush strokes in the scene is an essential ability to quickly explore
and de�ne lighting e�ects. 3D-Layers enable artists to do this by creating new colored
strokes on an appearance layer that will act on the color of strokes located on the
substrate layer of the layer stack (see Fig. V.3). Ana can recolor large volumetric regions
of the scene with a few large brush strokes. When she paints in the appearance layer,
the substrate layer is colored at its intersection with strokes from the appearance layer
(Fig. V.3 c).

She wants to add some hand-drawn texture details on the trees. In order to make sure her
strokes only a�ect the tree, she creates an appearance layer on top of a new stack with the
tree trunk strokes as a substrate.

To allow more localized color edits, layers can be organized in multiple stacks that apply
to di�erent subsets of strokes in the scene. �is prevents undesirable leaking of a broad
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(a) Stack for the tree trunks (b) Final result

Fig. V.4: Appearance layerwith Threshold> 0. An appearance layer can be applied selectively
to a subset of strokes in the scene by defining stacks. For example here the artist puts only
strokes forming the tree trunk (dark brown) in the substrate layer of this stack (a). By increasing
the tolerance threshold and drawing a few light brown strokes (a), the artist can quickly create a
bark e�ect. Note that the final result (b) always renders the light brown strokes on top of the
substrate strokes, despite small depth imprecisions (see insets).

coloring operation onto nearby strokes that the artist does not want to color in the same
way. �is is convenient for per-object shading painting, which should not a�ect nearby
objects.

She draws loose freehand strokes near the tree trunk to create a stylized bark texture.

Sometimes the user needs to paint thin strokes “on top” of the existing surface. For that
scenario, the user can increase the tolerance threshold for an appearance layer, which
will apply the color of strokes from the appearance layer to the substrate as long as those
strokes lie close to the substrate within a threshold (see Fig. V.4).

Ana wants to create some color variations on the tree tops. She selects the strokes forming
the tree top shape, copies them and pastes them onto an appearance layer, then applies a
small position o�set. �is creates the impression of light hi�ing the tree tops, and makes
their shape easier to read.

Strokes are the basic primitive used in layers for both shape and color de�nition, regardless
of layer type – substrate or appearance – all layers are in-�ne stroke containers. In practice,
this means that it is possible to transfer strokes from one type of layer to another, so
artists can reuse strokes created earlier to de�ne shape when they later want to de�ne
color (see Fig. V.5). �is helps artists get more out of thoughtfully painted shapes. A rim
light e�ect or simple toon-like shading on a complex shape can be achieved by copying
and pasting the shape to a top layer, removing the need to carefully retrace the existing
shape.
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(a) Substrate layer (b) Duplicate strokes and offset (c) Final result

Fig. V.5: Reusing substrate strokes for appearance editing. 3D strokes of a uniform color
can be hard to parse visually (a). By copying the tree top strokes onto an appearance layer and
o�seting them slightly (yellow arrows, (b)), we can quickly achieve a toon-like shading (c).

V.4.2 Non-destructive coloring and e�ects
Ana explores the mood of the scene by coloring the whole scene with a large purple stroke in
an appearance layer. She sets the color blend mode to “Overlay”, in order to let the appearance
layer a�ect the substrate colors without fully replacing them.

�ere can be multiple appearance layers stacked onto a substrate layer, in which case
all appearance layers are blended in a user-de�ned z-order to obtain the �nal color.
Artists can choose a color blend mode for each appearance layer, to achieve complex color
modi�cation e�ects (see Fig. V.6 b and c). For example se�ing a layer to screen mode and
painting with a light color can simulate the e�ect of painting the zones a�ected with a
lighter shade of paint than the original shade. �is way of creating a highlight or shadow
e�ect is non-destructive: it allows the artist to change the color of strokes in any other
layer below and preserve the shading e�ect, and conversely to change the color of the
e�ect at a later time (Fig. V.6 e).

She applies a spherical gradient on the appearance layer with the purple stroke that makes
the e�ect fade out closer to the viewer.

Layers can also be modi�ed with layer masks that a�ect the opacity of the layer, by
se�ing opacity at each point in 3D space to a value sampled from a spatial gradient
or sampled on a pre-de�ned volumetric function (see Fig. V.6 d). Layer masks enable
creating both smooth gradients and high-frequency variations of color independently of
stroke orientation, or the resolution of stroke geometry.
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(a) Substrate layer (b) Normal blend (c) Overlay blend (d) Gradient (e) Exploring variants

Fig. V.6: Color blend modes and gradients. Starting from the substrate layer (a), painting
a large purple stroke in an appearance layer has the e�ect to color all substrate strokes when
using the “normal” color blend mode (b). Other color blend modes such as “overlay” allow quick
modifications of all colors in the scene via blending (c). The artist can control the appearance
layer’s opacity with a 3D gradient (d). It is easy to explore variations of the scene by changing
the color of the stroke to yellow and tweaking the 3D gradient parameters (e).

V.5 Implementation
We implement the proposed design for 3D-Layers as part of a prototype VR painting
application. Strokes in appearance layers a�ect the scene by acting on the appearance
of their substrate. To make this possible in practice, our main technical challenge is to
convert 3D strokes from appearance layers into a color modi�cation of substrate strokes.
As showcased in the interaction scenario, this conversion must happen in real-time upon
stroke creation and modi�cation.

Strokes are represented as discretized 3D surfaces, for which many geometric approaches
have been developed. Computing mesh booleans [58] can be useful to �nd the intersection
of a large stroke with the substrate ; or polyline to mesh projection can help ensure that a
thin stroke lies just in front of the substrate [22]. Instead of implementing two disparate
solutions based on geometric operations, we propose to avoid altogether processing the
discretized surfaces by working at the rendering stage, an approach that is also used for
rendering and slicing CSG models [339].

Concretely, we implement coloring operations as custom rendering passes in a pro-
grammable rasterization pipeline. �is choice enables us to achieve the real-time painting
and rendering performance required of an interactive VR application for paintings of
up to many hundreds of strokes (eg the desk diorama scene in Fig. V.10 has 432 in-
dividual strokes). It also allows 3D-Layers to support any kind of 3D geometry that
can be rasterized, not limiting ourselves to strokes de�ned as polylines nor to triangles
meshes. Working on a 2D bu�er also simpli�es supporting stroke-wise and layer-wise
color blending operations.

In an upcoming publication of this work, we plan to include a more systematic benchmark
of our rendering algorithm performance depending on the number of strokes and the
number of layers in a scene. Furthermore, we will explore the potential of our rendering
method to rasterize di�erent kinds of primitives, such as point clouds.
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In the following section we explain how strokes in appearance layers are rendered, then
we show that we can deal with color blending and gradients by implementing custom
rendering passes too. Finally, we give a brief overview of the authoring interface for our
prototype application.

Rendering a layer stack For each stack, we �rst render the substrate layer. �e
substrate layer is rendered in a standard way, by writing directly color and depth from
the strokes to the main framebu�er, and performing standard depth testing. Strokes from
substrate layer are ordered based on depth. Additionally we write in the stencil bu�er an
identi�er of the current stack, in order to use it later as a pixel-wise mask that ensures
that only appearance layers from the stack can act on the color of the substrate. �en
we loop through all appearance layers and render them in layer order. Since appearance
layers only act on the appearance of the substrate and do not generate geometry in the
3D scene, ordering of appearance layers is independent of depth ordering and is purely
de�ned by layer order. We render all strokes in a single appearance layer to a blank
layer-wise framebu�er ; strokes are alpha-composited in stroke drawing order.

Rendering strokes in an appearance layer Each stroke from an appearance layer
is rendered based on stencil and depth tests. First, a stencil test checks whether the
value in the stencil bu�er matches the stack identi�er of the layer. Secondly, we prevent
intra-stroke fragment overlap by writing and reading a 1-bit mask in the stencil bu�er.
�is enables achieving inter-stroke alpha blending with semi-transparent strokes without
encountering intra-stroke blending (see Fig. V.7). �is 1-bit mask in the stencil bu�er is
cleared in-between strokes rendering. Other tests vary depending on the layer’s coloring
mode and are described in the following two paragraphs.

Coloring the intersection with the substrate We simulate coloring the substrate at
the intersection between a coloring stroke and a substrate stroke. We achieve this e�ect
in a spirit similar to shadow volumes [68] by taking the screen-space intersection of
fragments that pass the depth test and fragments that fail the depth test with the substrate.
�is can be formulated as stencil write and test operations in two render passes, and
uses only 1 bit of the stencil bu�er, leaving the other bits that carry stack information
untouched.

Coloring a permissive intersection Since it is di�cult to paint strokes precisely near
a surface, we achieve tolerance to depth imprecision by implementing a custom depth
test in the fragment shader, which tests whether a layer fragment is within a depth range
𝑑 of the substrate fragment.

Color blending and layer modi�ers Once all strokes of an appearance layer have
been rendered to the layer-wise framebu�er, we apply layer modi�ers that will a�ect
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(a) Rendering all fragments (b) Rendering maximum
one fragment per stroke per pixel

Fig. V.7: We support semi-transparent strokes in appearance layers, that are composited in
stroke-order within a layer. Doing so naively can cause intra-stroke fragment blending (a) when
a stroke winds over itself and creates self-overlaps. We prevent this by marking pixels already
covered by a stroke fragment in the stencil bu�er to obtain correct inter-stroke blending with no
intra-stroke blending (b).

left hand

right hand
(paint brush)

right hand
(UI cursor)

(a) VR UI with hand-held 3D menu (b) Layer panel and visualisation

Fig. V.8: We implement 3D-Layers in a VR painting system (a) that exposes the layers’ structure
via menu panels (b). To help users navigate in layers, we implement a transient highlighting
visualisation upon hovering the layer’s name (b). Here we show the right-handed user interface.

opacity of the framebu�er content. We compute the opacity value by sampling a 3D
function at the 3D position corresponding to each fragment. �is 3D function can be
procedural, such as a linear or spherical gradient, or it can be a prede�ned 3D texture.
Finally, the shader copies the layer-wise framebu�er to the main framebu�er. �e �nal
color is computed by applying a color blending operation – multiply, screen, overlay.

Overall VR painting system Our prototype implements features similar to commer-
cial VR painting so�ware, such as stroke creation via mid-air controller gesture, selections
of strokes, rigid transformation, duplication, recoloring or deletion of a selection, nav-
igation in the canvas, undo/redo. We strive to follow design conventions from �ill –
eg bu�on mappings – since we aim to evaluate our prototype among expert �ill users.
By leveraging participants’ “interaction knowledge” we hope to facilitate discovery and
learning of features in our prototype interface [254]. We implement basic layer organi-
zation and navigation features, such as 2D panels listing all layers in a stack with the
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possibility to reorder layers (Fig. V.8 a) ; visualization of the content of a layer in-situ with
a transient highlighting upon hovering a layer bu�on (Fig. V.8 b) ; the possibility to move
selected content to another layer via a drag and drop interaction. We support importing
�ill paintings into our system, which enables users to re-work with 3D-Layers some of
their past �ill pieces. Finally, we instrument the prototype to log all actions performed
by the user during a painting session, and allow users to save and reload their session.

V.6 Work�ows
We demonstrate the potential of 3D-Layers by creating 2 scenes in which we show a
variety of complex e�ects that would be di�cult to create with current VR painting tools.
We focus on the creation of a particular e�ect in each example so we do not explain the
complete creation work�ow from scratch. Note that all of the examples we have made
are started o� in�ill, to bene�t from the larger set of 3D stroke edition features, and
then imported to our 3D-Layers prototype. In all examples we o�en refer to a stack of
layers by designating it via the object present in the substrate layer of the stack. We
assume that those substrate layers are pre-created for the sake of simplicity.

V.6.1 Flying over the clouds
We create a VR painting of a plane �ying over the clouds and the �elds below, inspired
by a 2D marker illustration by Priya Mistry.

Stylized shading We reproduce the stylized shading from the illustration by using
appearance layers with fully opaque strokes. For the plane we quickly create a basic
shading e�ect by copying strokes from the plane substrate layer to an appearance layer,
and slightly o�seting them to achieve a stylized shading e�ect (see Fig. V.9 b).

Shadows We create the cast shadows of the plane and of the trail on the ground by
copying strokes from those objects and pasting them in an appearance layer on the
ground stack. We set a non-zero tolerance in order to simulate a cast shadow (Fig. V.9 c).
In this se�ing, the cast shadows are 3D objects too, so we can easily animate the plane
moving forward and apply the same translation to the shadows (see Fig. V.9 d, e).

V.6.2 Day and night desk diorama
We create a stylized indoor scene of an o�ce room with a desk, inspired by the dioramas
from artist Viktoriia Nikitina. We propose two variations of the same scene in two
lighting conditions: in the day time version the o�ce is lit by directional sun light coming
through the main window, while in the night time version the o�ce is lit by a small
desk lamp. We start by creating the day time version, then explain how we create the
variation.
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(d) First frame

(a) Substrate (b) Plane highlights (c) Cast shadows

(e) Last frame

Highlights
Normal mode – 100%

Cast shadows
Multiply mode – 60%
Tolerance > 0

Fig. V.9: In this example, we duplicated the substrate strokes of the airplane and shi�ed them
toward the sun to create a large highlight (a,b). We also used duplication to create shadows of
the airplane on the clouds and ground (c). Finally, we created a simple animation of the airplane
and its shadow by translating the airplane strokes along with their duplicates (d,e).

Hand-authored shadows We create stylized shading and in the same way as in the
previous painting. For cast shadows of the o�ce chair and desk, we purposefully simplify
them to look like geometric shapes. Hand-authoring of shadows gives us direct control
over how each shadow should look. To get the characteristic shape of the window frame
grid on the light beam that hits the ground, we use a duplication of the actual window
frame to an appearance layer above the layer responsible for the light beam (Fig. V.10 b).

Creating a variation Since all color changes are isolated on layers, creating the night
time variation (Fig. V.10 c) can be done by hiding or deleting layers that are not useful
anymore (eg, the beam of sun light on the �oor). Because coloring operations are encoded
as strokes, changing the desk lamp appearance from o� to on is simply a ma�er of
changing the color of the stroke inside the desk lamp from dark grey to light yellow. We
also grab and move around the cast shadows from objects on the desk to be�er match
the new light source.
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(a) Initial scene (b) Day version (c) Night version

Fig. V.10: Creating variations of lighting on the same scene is facilitated by layers. We first
paint the scene as if it were lit by direct sun light (b), then decide to see how the scene looks like
in a night time se�ing (c). Both variations feature stylized shading and cast shadows.

V.7 User evaluation
At the time of writing of this thesis, we have not yet performed the user evaluation part
of the project. In this section, we describe the goals of our user study, the protocol we
plan to follow as well as the analysis we plan to run following the study.

V.7.1 Goals
We propose a design for 3D-Layers, a new primitive in the VR painting work�ow that
enables artists to use 3D strokes as representations for both 3D shape and 3D appearance.
In Section V.6, we demonstrate how as expert users we are able to reproduce a variety of
e�ects from stylized illustrations and 3D artworks using our prototype implementation
of 3D-Layers. �e main goal of our user study is to evaluate our proposed design among
professional and hobbyist VR artists, to test the following hypotheses:

• H1: Usability. People familiar with VR painting can transition easily to using
3D-Layers as part of their painting work�ow.

• H2: Simplifying shape and color authoring. 3D-Layers make the painting work-
�ow simpler by decoupling shape authoring and color authoring, while supporting
both with the same 3D stroke painting interaction.
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• H3: Supporting exploration. 3D-Layers support exploration of multiple out-
comes by facilitating non-destructive coloring operations.

�e secondary goal of our user study is to use our prototype as a technology probe [139].
We designed our prototype for 3D-Layers to be open-ended and ambiguous – a layer
is merely a container for 3D geometry that applies pre-de�ned rendering rules to its
content. Furthermore, we note that layers in 2D digital painting so�ware and grouping
primitives in 3D modeling are o�en used for ad-hoc purposes such as versioning and
managing visual clu�er during focused tasks. We hope that 3D-Layers can also be used
for unforeseen tasks beyond shape and appearance creation, inspire users to try new
work�ows or trigger discussions about their needs for use cases not covered with our
prototype.

V.7.2 Protocol
Participants We recruit 6 participants that have a minimum of 1 year experience
working with VR painting, and at least a beginner level of working with�ill painting
tools. Participants are invited for a two-hour study, and compensated for their time.

Overview We run the study remotely by sending an executable of our prototype to
participants – each participant is expected to have access to a VR headset by their own
means for the duration of the study. �e participant connects to an experimenter via a
video call. �ey are invited to answer a short demographics questionnaire, then they
watch a video tutorial explaining the main functionalities of our prototype – both the
basic painting functionalities and the speci�c features we implemented around 3D-Layers.
�e participant completes a �rst task for an approximate duration of 30 minutes, then
they are allowed a 5 minutes break and are asked to answer a questionnaire about the
usability of our prototype. �e participant is then prompted to start the second task,
which can last up to 1 hour. Since this task is open-ended, the participant is free to take
breaks whenever they wish, and we encourage them to do so every 15 minutes. During
both tasks, the participant is encouraged to think-aloud and speci�cally voice anything
that they �nd confusing. An experimenter is available to answer questions or repeat
tutorial instructions upon prompting. Our prototype application logs all user actions
during painting sessions, and saves �nal paintings. An experimenter also notes down
any observed confusion or frustration, in order to cater the �nal interview questions
to speci�c events from the study. A�er the second task, we conduct a semi-structured
interview with each participant.

Starter paintings Our challenge in the user study is to have participants interact with
the prototype in tasks that are representative of real artist work�ows, while keeping the
study relatively short and focused on the novel features we provide. Since our prototype
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Fig. V.11: Guided task scene. In the guided task, we ask participants to work on the forest
scene (le�), in order to approximately match the look of a target (middle). Once this is done they
have to make changes to make the scene appear to be happening at dawn, for example (right).

lacks some of the painting and modeling features that a mature so�ware like �ill might
have, we alleviate the need for advanced modeling features by bootstrapping all tasks by
providing a “starter painting” that each task is based on. A starter painting is a simple
blockout of the �nal painting, that is neutral in terms of lighting conditions. We ask
participants in advance whether they would like to use one of their own�ill painting as
a starter painting for the open-ended creation task. If they wish to do so, we coordinate
in advance with them in order to import their artwork in our prototype.

Task 1: guided task Participants are given the starter painting for the forest scene
(Fig. V.11 le�). We also give a target prompt that they must reproduce approximately
(Fig. V.11 middle). �is target is given in the form of a picture frame that we import in
our VR prototype, so that participants can see it while they paint. When participants are
happy with their result, they are asked to edit the painting to match a new prompt that
is given in the form of a text prompt from an hypothetic client: “I would like the scene to
look more like it’s happening at dawn.” We encourage participants to �nish both tasks
within 30 minutes.

Task 2: open-ended creation task Participants start this task with a starter painting
that is either their own painting or by choosing a painting among a few provided default
starter painting. Participants are encouraged to paint using our prototype to improve or
edit the starter scene however they prefer within a maximum of 1 hour.

V.7.3 Analysis
We plan to include both a quantitative analysis of usage logs, as well as a qualitative
analysis of participant thoughts and feedback.

In the user study, we do not explicitly compare our system against a baseline. However,
since our prototype consists of an augmentation of a standard VR painting user interface
by the adding the possibility to work with 3D-Layers, we note that it is in fact possible
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to use our prototype in a way that completely ignores the features related to 3D-Layers.
In practice, this can be done simply by painting all strokes in a single substrate layer.
�erefore, our analysis focuses on looking at how each participant uses the prototype
itself. We expect to �nd pa�erns in usage that enable us to test our initial hypotheses.

For example, we plan to analyze how much participants painted in appearance layers as
opposed to in substrate layers. �is can show whether participants are able to use both,
which provides evidence towards testing hypothesis H1. Furthermore, we argue that
if participants choose to paint strokes in appearance layers, it can be an indicator that
layers are useful in simplifying the authoring work�ow – hypothesis H2. We also log
stroke duplication actions, which we can quantify across participants and tasks. We can
further isolate stroke duplications with a layer switch – eg reusing a substrate stroke in an
appearance layer. A signi�cant amount of duplicated strokes means that the duplication
feature – combined with 3D-Layers capabilities – contributes to diminishing the e�ort
required in repainting strokes (H2). Finally, the second part of task 1 – editing the
painting to match a prompt – aims speci�cally to probe how well our prototype supports
edits and exploration of multiple options (H3).

We plan to analyze transcripts of the post-study interviews to collect more �ne-grained
feedback on how participants felt about using 3D-Layers, and to report any limitations
that participants encountered.

V.8 Conclusion
VR painting is a novel medium for 3D content authoring, that plots an alternative path
to current industry-standard authoring pipelines. Investigating novel digital representa-
tions for 3D shape and appearance that be�er match this authoring work�ow has the
potential to bridge the feature and capability gap between this emerging medium and
well-established authoring pipelines. We hope this can help push VR painting to a new
level of adoption by artists and foster the emergence of artistic styles not previously
achievable with industry-standard pipelines based on surface modeling, texturing and
material editing. In this chapter, we demonstrate that taking inspiration from established
interaction paradigms in another authoring work�ow – in our case 2D bitmap layers in
digital painting – is a way to design new digital representations of content that artists
easily relate to based on past experience. We augment the VR painting work�ow by
simplifying the shape and appearance authoring process, allowing reuse of content, and
supporting exploration of possibilities. We will deploy our prototype among 6 expe-
rienced VR artists to get insights into how 3D-Layers impacts their work�ow. In the
meantime, preliminary pilot studies and extensive use of our prototype by myself to
create the paintings from this chapter yielded promising results in the potential and
usability of our design.
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V.9 Future work
Exploring the lighting authoring spectrum With 3D-Layers, we embraced a design
where lighting e�ects – shading, cast shadows, atmospheric ambience – are all hand-
authored. �is is in line with one of the work�ows we have observed among experienced
VR artists (Section IV.3.1.2). Such hand-painted lighting is appreciated by the artists
we interviewed because it a�ords a high level of control over the �nal result, enabling
artists to infuse art direction choices and their personal style. On the other end of the
lighting authoring spectrum, shading and shadows are de�ned programmatically by
specifying environment and material parameters for each 3D shape. A rendering engine
interprets the whole scene and generates images based on programs that de�ne rules
on how material and shape react to light from the environment. Such automatically
computed lighting is very powerful to quickly explore a variety of visual results by tuning
a small number of semantically meaningful parameters. Going forward, we would like to
explore more lighting authoring work�ows that sit somewhere in the middle of these
two extremes, to design authoring tools that combine the expressiveness of hand-painted
lighting with the �exibility and power of programmatic lighting. In particular, such an
authoring tool could be based on converting appearance editing operations performed
by hand-painting into a programmatic representation that can be modi�ed by adjusting
meaningful parameters [230], animated by interpolation [244], or applied to a di�erent
3D shape [103]. We plan to investigate how such ideas �t in the 3D-Layers framework,
for example �nding how hand-painted shading e�ects can be mapped from one substrate
layer to another, how to “link” edits of appearance layers via common properties [328],
or how to programmatically modify strokes of a hand-drawn appearance layer to match
a desired change in lighting setup.

Layer navigation user interface in 3D Our prototype VR application features a
basic 2D panel user interface to navigate layers, select a layer or adjust layer parameters.
However, previous work on 2D selection has shown that the task of selecting a given
layer in a large stack of layers can be hard [281]. Preliminary tests with our prototype
con�rm their observations and moreso, we think selecting a target layer – eg �nding
which layer acts on the color of a given 3D point – might be even harder than in the 2D
case. Some challenging factors include our multi-stack organization, the large potential
amount of overlapping strokes at a single point in 3D space, and the fact that VR editing
is done in a 3D UI. In a 3D UI, performing a selection task while staying aware of the
larger visual context of the piece – described as a “divided a�ention problem” [126] – is
even more challenging than in the 2D case because the visual context occupies the full
viewport at all time. �erefore a selection modal window or panel in 3D space has to
be designed and placed thoughtfully so as to be informative without occluding content.
We hope to take inspiration from existing research in 2D layer navigation [251, 281, 321]
and VR user interface layout optimization [56, 97] to improve our user interface design
for 3D-Layers. More broadly, we hope such work can help design interactions for 3D
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selection tasks in VR that support complex yet realistic scenarios in 3D authoring tasks,
such as the presence of many shapes that occlude each other.

Digital representations for VR painting We decided to base our design of 3D-Layers
on strokes that are represented digitally as polygonal meshes with per-vertex colors,
and we de�ne strokes in substrate layers as being fully opaque surfaces. In the future,
we wish to explore how novel representations of 3D shape and appearance based on
volumetric �elds or on point clouds can be used in VR painting. Previous work has shown
the potential of casting VR painting as editing voxels in a volumetric canvas [170] or
as a series of edits of a signed distance �eld [98]. Using point cloud spla�ing is key in
the rendering engine of Dreams to achieve a unique painterly look [98]. State-of-the-
art real-time rendering techniques now make it possible to render large clouds of 3D
colored gaussians, that can represent well semi-transparent surfaces [168]. Adopting
a representation such as 3D Gaussians for VR painting can open new possibilities in
terms of editing operations – 3D points can be freely grabbed and moved or deleted
without needing to manage mesh topology ; and new possibilities in terms of aesthetic
appearance – semi-transparency and color mixing across objects can enable new visual
styles such as the equivalent of a painterly watercolor look in 3D. We are excited about
possibilities to adapt this rendering technique originally designed to render realistic
3D scenes captured in the real world and consider it instead as the backbone for a VR
painting tool. We see potential research questions in pursuing that, such as how to design
creation and edition operations inspired from 3D painting and direct manipulation ; and
how to create painterly splats in 3D, for example using 2D or volumetric textures, or
applying procedural 3D e�ects.
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Chapter VI

3D Scene-Aware Hand-Drawn Animation on
Videos

VI.1 Introduction
We have shown in previous chapters that by le�ing artists work with 3D strokes as
a digital representation, we can explore new authoring work�ows for 3D shape and
appearance. In this chapter, we show how 3D strokes can enable new work�ows for
hand-drawn animation. In particular, we study the creation of video doodles.

Video doodles are an emerging mixed media art that combines video content with hand-
drawn animations to produce unique and memorable video clips. Adding animated
drawings and annotations to videos is an e�ective way to emphasize actions and motions
of characters in the scene, to create visual explanatory material for educational purposes,
or simply to make mundane videos more fun, personalized and a�ractive.

Artists typically create video doodles by drawing 2D animations frame-by-frame, using
the video as an underlay. �e main di�culty faced by artists following this manual
work�ow is to make the drawn content interact convincingly with the video content. Let
us consider the example of adding a few animated “doodles” to a tramway video (see
Fig. VI.1). When drawing a face over the tram, the artist must make sure that the eyes
and mouth follow the tram as it moves across the frame. However, simply translating
the corresponding doodles may not be enough, as their 2D scale, skew and orientation
need to change to re�ect the deformations caused by perspective projection as the tram
comes closer to the camera and makes a turn. Even when doodling a static background
element, such as the rainbow bridge across the rails, camera motion can yield non-trivial
trajectories in the image plane, which the doodles must follow to appear �xed to the
scene. Other di�culties arise in the presence of occlusions, which greatly contribute to
the perception of 3D layout. For example, the tram should occlude part of the bridge to
give the impression that it passes below it. To summarize, e�ective video doodles require
the hand-drawn content to be scene-aware, meaning that they appear as if they were
embedded in and synchronized with the content of the 3D scene captured in the video.

While computer vision methods can assist in tackling this challenge, existing solutions
fall short in terms of accuracy, control, and accessibility to novice users. Professional
video editing so�ware o�ers a plethora of tracking algorithms to insert content that
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Fig. VI.1: Video doodles combine hand-drawn animations with video footage. Our interactive
system eases the creation of this mixed media art by le�ing users place planar canvases in the
scene which are then tracked in 3D. In this example, the inserted rainbow bridge exhibits correct
perspective and occlusions, and the character’s face and arms follow the tram as it runs towards
the camera.

follows video motion [6, 43, 106]. But these algorithms come with numerous parameters
to tweak, and are prone to errors and dri� in the presence of occlusion or in areas that
lack reliable image features. Furthermore, tracking algorithms o�er limited support for
3D motion estimation and are not su�cient to simulate occlusions between the inserted
drawings and the video content. Artists reproduce such e�ects by decomposing the video
into several layers using keyframed binary masks and rotoscoping.

In this chapter, we start yet again with the observation that current representations
of content that artists work with are not well suited to the task at end. Despite the
�nal artifact being a succession of 2D images, working in the 2D image plane to create
animated doodles that move in the 3D scene space introduces a high semantic distance
[138] since artists must in fact envision how the intended 3D motion projects to the
image plane.

An alternative and perhaps more useful representation of the video is to see it as the
capture of a 3D scene with an additional time dimension. Computer vision methods can
interpret the video as such by estimating the camera poses and the – partial – geometry of
this scene [37, 178, 274, 344]. Such a reconstruction can be used as a starting point for a 3D
modeling and animation work�ow, to insert virtual objects into the scene and re-render
the video. De�ning 3D motions of doodles can be done in 3D space, and the re-rendered
frames will have accurate perspective and occlusions. Unfortunately, introducing 3D
animation into the video editing work�ow is not much of an improvement in directness
for most users, due to the added articulatory distance [138] introduced when performing
3D manipulation in 2D user interfaces.

Instead, we design an interface where users can sketch and manipulate doodles in 2D as
if in a traditional 2D animation tool, yet behind the scenes our algorithm for positioning
and animating doodles leverages knowledge of the captured 3D scene. Animated doodles
are composed of strokes, and we place those strokes in the 3D scene by embedding
them onto planar 3D canvases that can be positioned and animated in 3D. Our system
takes as input casually-captured videos, which we preprocess with recent computer
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Fig. VI.2: At the core of our interactive system is a novel tracking algorithm that deduces the
3D position and orientation of a planar canvas over an RGBD video given a few keyframes (green
denotes a position keyframe, red denotes a position and orientation keyframe). Note how the
canvas rotates to align with the direction of the trajectory and gets occluded by the body and
the poles. Users create scene-aware doodles by drawing over the canvas in a simple 2D interface.

vision methods to obtain per-frame cameras [274], optical �ow [309], and dense depth
maps [178]. We leverage this geometric information to anchor these canvases to 3D
points in the scene. Our system automatically renders the doodles with convincing
perspective and occlusion e�ects (Fig. VI.2). We further augment the canvases with a
dedicated tracking algorithm, such that the 3D position and orientation of the canvases
follow the arbitrary moving objects they are anchored to. Importantly, we let users
control this algorithm by keyframing the canvas position and orientation in image-space,
e�ectively hiding most of the complexity of the underlying 3D representation. Our
optimization then solves for the canvas 3D trajectory and orientation that best follows
the scene motion while being constrained by the keyframes. Combined together, our
technical and user interface contributions enable even novices to turn their videos into
convincing video doodles for a variety of applications, ranging from fun posts on social
media to engaging illustrative tutorials.

We published supplementarymaterials online, the reader can refer to them at the following
URL: https://ns.inria.fr/d3/VideoDoodles/video_doodles_supplemental_webpage.

VI.2 Related work
We �rst discuss professional so�ware for video editing as well as research work that
aims at augmenting video editing by leveraging 3D geometry and motion estimation. We
then discuss methods for point tracking, along with the user control they o�er, as such
tracking is at the core of our VideoDoodles system.

Professional video editing so�ware. VFX artists and professional motion designers
can choose from a rich array of powerful tools to insert animated virtual objects in
captured scenes [6, 37, 43, 106, 262]. In particular, 3D camera estimation [6, 37] and object
tracking [106, 167] are now mature technologies that accommodate many special e�ects,
although these professional tools have a steep learning curve and sometimes require
planning the shot at the time of capture – e.g. by placing markers for be�er tracking.
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Planar tracking [43] is closest to our goal but is limited to tracking planes present in the
scene, while our scene-aware canvases can move and orient di�erently from the surface
of objects they are anchored to.

Leveraging 3D geometry. Automatic 3D computer vision methods hold the potential
of bringing advanced editing tools to casual users, including re-rendering photos and
videos with di�erent camera properties [174, 202], stabilizing complex camera trajectories
[176], creating 2.5D parallax e�ects [177]. Closer to our target application are systems
that leverage 3D pose and geometry estimation for stylizing moving objects [290] or for
drawing over their surface [163, 253]. But these systems do not allow drawing away from
existing surfaces, which is important to produce a variety of e�ects, as in Fig. VI.1 where
the bridge is drawn above the ground, and the arms are drawn around the tram.

A large body of multi-view 3D reconstruction algorithms, including Structure-From-
Motion [274] and SLAM [221], can be used to �nd reliable sparse 3D scene points and
camera poses, but these methods are designed only to reconstruct static components
of videos. Furthermore, sparse reconstruction methods could support some features of
our approach, but occlusion requires per-pixel geometry, which these methods do not
produce. Recent work has focused on estimating a consistent dense depth representation
from videos with dynamic elements [178, 207, 344]. �ese methods were applied to
virtual object insertion, but their demos were created by loading the 3D reconstruction
in professional 3D rendering and compositing so�ware such as Blender or Nuke. Our
approach uses the video depth reconstructed by these methods to track, orient and render
drawing canvases in the scene, allowing users to insert scene-aware doodles with a simple
2D user interface.

Inserting virtual objects into captured scenes is also key to augmented reality applications
[16, 88, 314]. In such applications, users typically place virtual objects in the scene
through in-situ direct interactions [188], by placing tracking targets on objects [198],
or by selecting pre-de�ned targets – e.g. detected planar surfaces [16]. Our system is
designed to be used as a post-processing video editing tool rather than as an in-situ
augmented reality tool. �is positioning allows us to o�er more precise and expressive,
keyframe-controlled trajectories for the inserted doodles.

Leveraging scene motion. Our approach draws inspiration from prior work that
leverages motion tracking to augment videos with hand-drawn annotations and with
direct navigation along motion trajectories [86, 116, 117, 227]. Subsequent work by Suzuki
et al. [302] allows the insertion of responsive sketches that follow or react to tracked
motion. We extend this family of work by enabling more direct user control over the
tracking results through keyframing of both position and orientation of drawing canvases,
and by accounting for the 3D geometry of the scene over which the doodles are drawn.
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In human-computer interaction, many approaches leverage human pose estimation and
tracking [55] to o�er dedicated visual e�ects and visualizations [217, 266, 342]. PoseTween
[201] is a system for animating drawings over human action videos which relies on human
pose for 2D interpolation of user-provided keyframes. In contrast to these domain-speci�c
solutions, our approach tracks 3D trajectories of arbitrary objects and supports 3D e�ects,
including perspective transformations and occlusions of the inserted doodles.

Tracking arbitrary points in videos. While tracking bounding boxes [128], segmen-
tation masks [229], planar regions [197], or semantic keypoints for objects of a known
class [330] has been studied thoroughly, the more general problem of tracking arbitrary
surface points across a video has received surprisingly li�le a�ention, as stressed by the
recent TAP-Vid benchmark for long-range point tracking [83]. Aiming at helping novices
to create cartoon animations, Live Sketch [295] guides a point tracker using keyframing to
extract motion from a video clip and transfer that motion to a drawing. �eir algorithm
follows prior work that casts user-guided point tracking as an optimization where the
point trajectory corresponds to the shortest path in a directed graph formed by the
video pixels [13, 51]. �is formulation was also used by Doersch et al. [83] to annotate
ground-truth trajectories for the TAP-Vid benchmark. We extend this formulation to the
case of 3D point tracking by accounting for the depth and camera pose at each frame.
Furthermore, we leverage the resulting trajectory to also orient the 3D canvas according
to the direction of the moving object. Finally, rotoscoping algorithms track curves along
contours in a video, guided by user-provided keyframes [8, 194]. �ese algorithms rely
heavily on the smoothness and contrast of image contours, while we focus on tracking
points that may lie in feature-less regions.

VI.3 Challenges in video doodles authoring
We investigated current video doodling practice by surveying 20 online tutorials (T1-
20, see complete list in supplemental materials) and by discussing the most common
techniques with two professional motion designers (P1 and P2) having 17 and 15 years of
experience with 2Dmotion graphics tools (Adobe A�er E�ects, Adobe Character Animator),
and animating with code (Processing, CSS).

2D animationwork�ow. �emajority of tutorials we found [T1-13] describe a process
akin to traditional 2D animation. �e artist imports the video in an animation so�ware
and proceeds to draw on one or multiple overlaid layers, for every frame of the video. To
streamline this work�ow, artists can copy and transform the drawings from one frame
to the next, or can rely on smooth interpolation of the drawn strokes between sparse
keyframes [T11,12]. �is is a di�cult process that requires signi�cant manual tweaking:
“ [It’d be] probably a lot of changing stu� on a per frame basis to make sure it catches up
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Step 1. Position the canvas in 1 frame
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Fig. VI.3: Main features of our user interface. The user can place a static (top) and dynamic
(bo�om) canvases in the scene by dragging their centers (green cross). Canvases can be moved
closer or further away from the camera, and can be oriented using a gauge figure. Dynamic
canvases are placed in one or more keyframes, from which our system deduces a 3D trajectory
(time is color-coded with a jet ramp). The user can then draw doodles in a dedicated panel where
the canvas is rectified to be fronto-parallel, alleviating the need to draw in perspective.

properly, you’d need to just be like, on this frame, you’re here, and change the drawing. ”
(P2)

Dealing with occlusions requires either erasing occluded parts of the doodles [T2], or
creating binary masks that follow the occluding shape across the video [T12,13]. Another
major challenge resides in synchronizing the drawings with events in the video. Artists
achieve such synchronization by keeping the video visible as an underlay to provide visual
context, and by taking notes on the precise timing of key events to plan the animation
[T1].

Motion and camera tracking. Artists rely on experience and intuition to draw doodles
such that they appear to have the correct motion and perspective in the scene, which can
be challenging even for simple camera motions: “ Honestly that’s a trial and error process.
It’s me saying OK, let me try this position keyframe and see if [this] looks interesting like
this and if not, I’ll just keep on doing it until I get something that I feel looks right. ” (P1)

To ease this task, artists are faced with diverse tracking tools to pick from.One-point
tracking [T14,20] is easy to set up but does not take orientation or perspective changes
into account, whereas 3D camera tracking [T16] is well suited to place static elements
in the scene but cannot track moving objects. When using these algorithms, artists
o�en correct the inferred trajectories by deleting erroneous parts and replacing them
with interpolated keyframes [T15], by providing corrective keyframes to the algorithm
[T17-20], or by tuning tracking parameters [T17-19]. “ If at a certain point I move too fast
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or something happens, it’s blurry and the tracking goes o� and then it’s all over the place,
this li�le tracker. So then I have to do some manual edits and put it back and just make sure
it works OK. And yeah, it’s just a li�le bit cumbersome. ” (P1)

Due to these challenges, both professional designers we interviewed judged that it would
take them several hours to create a video doodle of a few seconds using the tools they
are familiar with.

Design goals. Based on the above observations, we de�ne the following design goals
for our interactive VideoDoodles system:

G1. Scene-aware doodling: Maintain a 2D animation work�ow, yet streamline the
creation of perspective and occlusion e�ects.

G2. Flexible motion tracking: Support the tracking of both the moving camera and
moving objects in the scene.

G3. User control: O�er control on the motion and timing of the doodles using the
established interaction paradigm of keyframing.

VI.4 User work�ow
Our system follows the principles of mixed-initiative user interfaces [134] as it leverages
3D computer vision to o�er signi�cant value-added automation, combined with simple
2D interaction mechanisms to enable amateurs to e�ciently guide and re�ne the end
result. We �rst describe a typical interactive session with this system, illustrated in
Fig. VI.3. We provide a recording of this session in the accompanying video, along with
additional animated results. We detail the algorithms behind our system in Section VI.5.

Input. Our system takes as input a video clip representing a single camera shot. In a
preprocess, we augment this input with per-frame camera pose, depth map and optical
�ow (Section VI.5.1).

Planar canvases. We ful�ll our �rst design goal (G1) by embedding the doodles into
planar 3D canvases that are placed in the scene via 3D rigid transformations. On the
one hand, users can easily draw strokes on planar canvases using a 2D interface. On the
other hand, we can render these canvases with correct perspective and occlusions in all
video frames thanks to the estimated camera poses and depth maps. While this simple
mental model cannot represent non-planar curves, advanced animation e�ects can be
achieved by animating the strokes within the canvas, as in traditional 2D animation.
Many sketch-based modeling systems rely on similar canvases to li� 2D strokes to 3D
[23, 36, 54, 85, 188, 196].
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Placing a canvas. Our interface allows users to place static or dynamic canvases in
the video. Static canvases have a �xed position and orientation in the scene, and as such
only react to camera motion (G2). Users place static canvases by dragging and rotating
them over one of the video frames, and by optionally adjusting their scale relative to the
scene. Our system automatically sets the center of the canvas such that it lies at the same
depth as the underlying surface. Users can over-write this default depth using a slider.

Dynamic canvases follow moving objects in the scene (G2). To obtain such tracking,
users position and orient the canvas in at least one keyframe. Our system then infers a
3D trajectory that follows the scene point under the center of the canvas across the video,
and it orients the canvas relatively to the direction of that trajectory. If needed, users
can re�ne the result by adjusting the position and orientation of the canvas in additional
keyframes (G3). By default, users only need to specify the 2D position of the canvas in
each keyframe, and our algorithm takes care of deducing the depth that yields the best
tracking in 3D. As with static canvases, users can over-write the inferred depth using a
depth slider. Since our system embeds the canvas in 3D, the canvas automatically appears
bigger or smaller as it moves in depth, without requiring an explicit keyframing of scale
by the user.

Drawing on a canvas. Canvases can undergo signi�cant foreshortening depending
on their 3D orientation, and prior studies have shown that even experienced artists
struggle to draw accurately over slanted surfaces [270]. Our interface avoids drawing
in perspective by providing a secondary drawing panel, where the canvas is displayed
under an orthographic, fronto-parallel view (G1). However, drawing on a blank canvas
would make it di�cult for users to align and synchronize their doodles with the video
content. Our interface provides the necessary contextual cues by rectifying the portion
of the video covered by the canvas and by displaying it as an underlay in the drawing
panel. We help users �nd a suitable frame to draw onto by reporting the amount of
foreshortening of the canvas for each frame of the trajectory, less foreshortened canvases
yielding less distortion of the video a�er recti�cation. Furthermore, our interface directly
shows occlusion e�ects as strokes are drawn to help users assess the 3D insertion of
their doodles. Finally, we provide a basic frame-by-frame 2D animation tool within the
drawing panel, which allows users to create simple loops that are repeated along the
video. �is tool also includes a simple onion skinning feature – displaying previous and
next frames as semi-transparent overlays – to facilitate drawing animated sequences.

VI.5 Algorithmic Components
At the core of our system is a tracking algorithm that leverages camera and scene motion,
depth estimation, and user-provided keyframes to �nd the 3D trajectory of a scene-aware
canvas.
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t
(a) Shortest path in video volume (b) Raw trajectory (c) Poisson integration

Fig. VI.4: Schematic illustration of our tracking algorithm. We extract an initial trajectory as
the least-cost path in the directed graph connecting each keyframed pixel to similar pixels in
consecutive frames (a). This trajectory o�en ji�ers over the object to track due to occlusions, lack
of visual features, and our use of a low-resolution graph (b). We recover a stable trajectory by
integrating the scene flow sampled along the initial trajectory at full resolution (c, red arrows).

VI.5.1 Pre-computing depth and motion
Our method is built upon 3D video reconstruction; given a set of input frames, per-
frame camera poses and world-aligned depth maps are computed. We use our own
re-implementation of Robust Consistent Video Depth Estimation [178]. �is approach �rst
estimates camera pose and a projection matrix for every frame using COLMAP [274]. It
then uses a deep single-image depth predictor to compute scale and shi� invariant depth
maps, and solves for a geometric optimization that aligns these depth maps into consistent
world coordinates, yielding a dense, temporally consistent geometric reconstruction. �is
approach internally uses optical �ow [309] computed between consecutive frames, which
we also save for later use.

Equipped with the camera matrix and depth map for each frame 𝑡 , we compute for every
pixel 𝑝𝑡𝑖 its 3D position 𝑃 𝑡𝑖 by unprojection. Similarly, we li� the optical �ow vectors 𝑣𝑡𝑖 to
3D to obtain scene �ow vectors 𝑉 𝑡𝑖 .

VI.5.2 Keyframe-based tracking
Given one or more user-speci�ed canvas keyframes (consisting of a position and orienta-
tion), our goal is to recover a trajectory that

• Makes the canvas follow the scene point it is a�ached to, such that users do not
have to reproduce that 3D motion by hand.

• Interpolates between keyframes, such that users have full control and can (option-
ally) deviate from motion tracking if desired.

We cast this problem as a series of optimizations, where the variables are the 3D positions
and orientations of the canvas in each frame, the keyframes are expressed as hard
constraints, and the motion tracking is expressed as so� objectives to allow for correction
by the user. We �rst detail how our approach tracks 3D positions, and then explain how
we extend it to additionally track 3D orientation.
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Tracking 3D positions. Our method builds upon related keyframe-based 2D tracking
algorithms that search for trajectories with coherent appearance and motion within the
space-time video volume (Fig. VI.4a) [13, 51, 83, 295]. �ese methods build a directed
graph that connects each pixel in frame 𝑡 to every pixel in frame 𝑡 + 1, and assigns each
edge a weight that is proportional to the di�erence in appearance and position between
the two pixels [13, 295], or to the agreement with pre-computed optical �ow motion
vectors [83]. Frames with a keyframe have only one node in this graph, corresponding to
the pixel speci�ed by the user to be the center of the canvas, which forces the trajectory
to adhere exactly to the constraints. All nodes at the �rst frame and last frame are
connected to a super-source and sink node respectively, and the trajectory is computed
as the shortest path from source to sink.

We extend this family of algorithms to leverage the 3D information we extracted during
preprocessing, and to generate a 3D trajectory. Speci�cally, we encourage the scene-space
trajectory to align with the scene �ow by expressing the edge weight between pixels in
consecutive frames as

𝑤

(
𝑝𝑡𝑖 → 𝑝𝑡+1𝑗

)
=




(𝑃 𝑡+1𝑗 − 𝑃 𝑡𝑖
)
−𝑉 𝑡𝑖




2 . (VI.1)

Computing this weight as a 3D distance prevents the trajectory to jump between objects
that lie close together in image space yet are far apart in depth. We improve the robustness
of this formulation by removing nodes (pixels) that are too close to motion or depth
discontinuities, as detected by computing the agreement between forwards and backwards
optical �ow for the former, and by computing the gradient of the depth map for the la�er.
�is safeguard further reduces the risk of crossing object boundaries.

Building the graph over the entire video volume would be prohibitive. We drastically
reduce complexity in two ways. First, we trim a large part of the graph by augmenting
each pixel with an appearance vector 𝑎𝑡𝑖 – which we compute as a set of deep visual
features [149] – and by only retaining, for every frame, the 10% pixels most similar to
the keyframes in appearance. �is trimming also helps the tracking algorithm to focus
on the region of interest. Second, we reduce the size of the graph by working at the
resolution of the deep visual feature maps, where one pixel corresponds to a patch of
10 × 10 pixels in the original video. With these se�ings, building the graph and �nding a
shortest path with Dijkstra’s algorithm for 80 frames of a 1200 × 674 video takes around
3 seconds on a 2.4GHz Intel i5 MacBook Pro with 16GB of memory.

Recovering stable, high-resolution trajectories. Prior methods directly output the
nodes of the shortest path as the tracking trajectory [13, 51, 83, 295]. However, this
initial discrete trajectory o�en su�ers from ji�er and dri� over featureless surfaces or in
the presence of occlusions, which are exacerbated when working with a low-resolution
graph (see Fig. VI.5). We correct for such instability by observing that large portions of
objects o�en move coherently, such that neighboring pixels have similar motion vectors.
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(a) 1 keyframe at clip start (b) Trajectory after occluder

Initial trajectory
Stable trajectory

Fig. VI.5: E�ect of Poisson integration. Given a single keyframe as input (a), the shortest-path
algorithm yields an initial trajectory that dri�s over the bicycle as its gets occluded by the
foreground plant (b, red). Since the entire bicycle undergoes the same translation, integrating
the scene flow vectors sampled along the initial trajectory removes the dri�, resulting in a stable
trajectory that runs behind the occluder (b, light blue).

Following this intuition, we sample the scene �ow along the initial trajectory to get an
estimate of the trajectory’s derivatives {𝑉 1, . . . , 𝑉𝑇 }. We then reconstruct a stable, high
resolution trajectory by solving for the continuous 3D positions P = {𝑃1, . . . , 𝑃𝑇 } ∈ R3×𝑇
of the canvas that satisfy these derivatives, which corresponds to a Poisson problemwhere
the user-provided keyframed pixels {𝑝𝑘} act as boundary constraints (Fig. VI.4b,c). We
formulate these constraints via the camera projection operatorΠ𝑘 , such that the trajectory
passes through 3D points 𝑃𝑘 that reproject exactly on keyframed pixels. We further
regularize the problem by encouraging the trajectory to run close to the unprojected
keyframed pixels {𝑃𝑘}, yielding:

min
P

∑︁
𝑡




(𝑃 𝑡+1 − 𝑃 𝑡 ) −𝑉 𝑡


2 + 𝜆depth∑︁
𝑘




𝑃𝑘 − 𝑃𝑘


2 ,
such that 𝑝𝑘 = Π𝑘 (𝑃𝑘).

(VI.2)

In cases where the user also speci�es the depth of a keyframe via the depth slider, we
directly enforce that the trajectory passes through the resulting 3D point by se�ing the
constraint to 𝑃𝑘 = 𝑃𝑘 . Such constraints are particularly useful in scenarios where the
user wants to anchor a canvas to the hidden side of an object, yet wants the canvas to
follow the overall motion of that object (e.g. the le� arm of the �amingo in Fig. VI.12).
Our Poisson formulation reconciles the initial trajectory, which by de�nition of the graph
nodes only passes through visible points of the object, with the user-speci�ed depth
values.

Tracking 3D orientations. Users can also control the orientation of a dynamic canvas
along its trajectory by specifying a rotation matrix in one or more keyframes {𝑅𝑘} ∈
𝑆𝑂 (3)𝐾 , from which our system deduces a sequence of rotation matrices {𝑅1, . . . , 𝑅𝑇 } ∈
𝑆𝑂 (3)𝑇 , one for each frame of the trajectory.

Following our second design goal (G2), we want the orientation of the canvas to follow
the orientation of the moving object it is tracking, as illustrated in Fig. VI.6. Let us �rst
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(a) 1 keyframe (b) Constant (c) Optimized

Fig. VI.6: In this example, the user orients the canvas to be perpendicular to the motion
trajectory in one keyframe (a). Keeping this orientation constant in scene space produces an
implausible result as the trajectory turns to follow the tracks (b). Our optimization rotates the
canvas to preserve its orientation relative to the trajectory (c).

consider the restricted case where the user orients the canvas perpendicularly to the
trajectory of the object. Let us further assume that the canvas normal is given by the
�rst axis of the orthogonal frame encoded by the canvas rotation matrix, denoted as 𝑅𝑡 |𝑋 .
Given the normalized scene �ow vector𝑉 𝑡 at each frame 𝑡 , we can encourage the canvas’
normal to align with the trajectory by minimizing | |𝑅𝑡 |𝑋 −𝑉 𝑡 | |2.

𝑉 𝑡

𝑅𝑡 |𝑋
𝑅★

However, we also want to give users the freedom to choose the rel-
ative orientation of the canvas with respect to the moving object, for
instance to make the doodle parallel rather than perpendicular to the
trajectory. We achieve this behavior by introducing an (unknown)
rotation matrix 𝑅★ that transforms the canvas relatively to the motion
trajectory, yielding:

min
{𝑅𝑡 ,𝑅★}

∑︁
𝑡

| | (𝑅𝑡𝑅★) |𝑋 −𝑉 𝑡 | |2 + 𝜆smooth
∑︁
𝑡

| |𝑅𝑡+1 − 𝑅𝑡 | |2 ,

such that 𝑅𝑘 = 𝑅𝑘 .
(VI.3)

�e �rst term encourages the canvas to align with the tangent of the trajectory, up to
the relative orientation 𝑅★. �e second term prevents the canvas to twist unnecessarily
as it travels along the trajectory [294]. Finally, the constraint ensures that the canvas
perfectly respects the keyframed orientations.

While the smoothness term brings robustness to noise in the scene �ow, it tends to damp
the rotation of the canvas around sharp turns of the trajectory. We address this issue by
spli�ing the trajectory in the presence of abrupt turns (which we detect as local minima
in velocity, i.e., when |𝑉 𝑡 | < 0.2 ×max( |𝑉 𝑡 |)) and by assigning a di�erent matrix 𝑅★ to
each segment. A sudden change of direction in the trajectory is then captured by an
instantaneous change of 𝑅★ rather than by progressive changes of 𝑅𝑡 .

Our formulation bears resemblance with algorithms for interpolating orthogonal frames
along 3D curves [45, 294], although such methods do not include the additional rotation
matrix 𝑅★, which is key to o�er users control on canvas orientation in our context.
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Similarly to these prior methods, we solve our optimization over the manifold 𝑆𝑂 (3)𝑇
of rotation matrices using the Riemannian Trust Region algorithm implemented in the
Pymanopt library [311], with parameters described by Boumal [45]. Following their
recommendations, we initialize orientations with a spherical linear interpolation of the
keyframe quaternions. While solving the small linear system in Equation VI.2 is very fast,
�nding a local minimum of Equation VI.3 can take up to a dozen of seconds, depending
on the number of frames and segments (e.g., 1.5” for 1 segment of 80 frames in Fig. VI.6,
vs. 9” for 3 segments and 143 frames in Fig. VI.3).

Parameter setting. We used a �xed set of parameters for all our results. A weak
regularization on canvas depth 𝜆depth = 0.01 mainly serves when the user does not
provide depth keyframes. In contrast, a high regularization on orientation smoothness
𝜆smooth = 10 prevents the canvas to align with every li�le turn in the trajectory.

VI.6 Results and evaluation
Fig. VI.12 showcases a variety of video doodles we created with our system based on
clips from the DAVIS datasets [243, 247], or captured by us. �ese results cover various
application scenarios, ranging from humorous augmentations of casual videos (Flamingo
cocktail party, BMX), to informative or instructive (Climbing, Tennis), and other forms of
annotations and highlights (Travel vlog, Swinging). Importantly, these results exhibit
numerous occlusions between real and drawn content (text in the Travel vlog, legs of the
�amingo, frame of the swing), as well as complex trajectories, both in terms of position
(Climbing, Comics parkour) and orientation (Swinging). We strongly encourage readers
to look at the corresponding videos in supplemental materials.

We �rst evaluate our tracking algorithm quantitatively on a recent benchmark. We then
evaluate our interface qualitatively by asking novice and professional users to create
video doodles.

VI.6.1 Tracking accuracy
In the absence of a benchmark for 3D point tracking, we evaluate the accuracy of our
algorithm on the recent TAP-Vid benchmark [83], which provides a set of ground truth
2D trajectories (called tracks) and occlusion �ags for the task of tracking arbitrary points
in videos. Since our primary contribution is the design of an interactive system for video
doodling, the goal of this evaluation is not to claim improvement over fundamental
tracking algorithms, but rather to demonstrate that the tailored algorithm we designed
to support our user interface is on par with recent algorithms developed for a similar –
albeit not identical – task.

Our approach requires a 3D reconstruction, but current algorithms for camera calibration
from a single monocular video can fail when there is not enough camera motion, or
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Unprojected GT
[O] Ours
[T] TAP-Net

2 keyframes

[O] AJ = 47%

[O] AJ = 53%

[O] AJ = 22%

[O] AJ = 42%

[O] AJ = 47%

[T] AJ = 13%

[T] AJ = 40%

[T] AJ = 35% [T] AJ = 39%

missed subtle wheel motion

jitter
jitter

lost track due
to occlusion

Fig. VI.7: Visual comparison of our tracking trajectories against TAP-Net [83]. For visualization
purposes, we compensate for camera motion by rendering 3D trajectories projected onto the
first frame of the video clip. Since the ground truth and TAP-Net trajectories are provided as
2D image-space points, we unproject them to 3D using the same cameras and depth maps as
used by our method. Our method produces 3D trajectories that are more precise (higher Average
Jaccard, AJ) and smoother than TAP-Net (top row). While our method can lose track of a point
due to occlusion (bo�om le�), adding a keyframe o�en su�ices to resolve such issues (inset).
Both our method and TAP-Net struggle to recover subtle composed motions, such as the rotation
of the car’s wheel (bo�om, right).

too many dynamic objects. We therefore restrict our evaluation to a subset of the TAP-
Vid-DAVIS dataset consisting only of those videos whose 3D reconstruction succeeded,
yielding 24 (out of 30) annotated videos for a total of 575 tracks of 62 frames on average.

Single keyframe First, we evaluate the performance of our algorithm in the case where
only one keyframe is speci�ed. Following the strided se�ing of TAP-Vid, we sampled
each track every 5 frames to obtain a set of query keyframes, then ran our algorithm
for each of these queries to obtain multiple predictions. �e �nal metric is computed
as an average over all queries for all tracks and all videos. Since our algorithm outputs
a 3D trajectory, we project each point to 2D using the cameras and test for occlusion
by checking if the point lies outside the image frame, or if the 3D point lies behind the
depth map. Table VI.1 summarizes the outcome of this evaluation using the metrics
recommended by Doersch et al. [83] – average Jaccard, average position accuracy of
visible points, and binary occlusion accuracy (higher is be�er). Our method outperforms
the state-of-the-art TAP-Net method proposed by Doersch et al. [83] on the two �rst
metrics, and it achieves comparable accuracy on occlusion. We also include the scores
of the initial trajectory produced by the shortest-path algorithm (Ours w/o Poisson),
highlighting the bene�t of including the Poisson integration step in our method. Finally,
we provide the scores obtained by our method when �xing the keyframe to be the �rst
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Table VI.1: Evaluation of our tracking algorithm on 24 videos of the TAP-Vid DAVIS benchmark
with a single keyframe (1kf). Adding an extra keyframe (2kf) yields a significant improvement in
all metrics (higher is be�er). We report the results of TAP-Net [83] computed on the 24-videos
subset for which we obtained a successful 3D reconstruction.

Method Avg Jaccard (↑) < 𝛿𝑥𝑎𝑣𝑔 (↑) Occlusion (↑)
TAP-Net (1kf, strided) 37.2% 52.7% 80.2%
Ours (1kf, strided) 40.8% 59.2% 80.6%
Ours (1kf, strided, w/o Poisson) 18.3% 31.6% 75.1%
Ours (1kf, �rst) 31.6% 50.9% 75.2%
Ours (2kf) 45.5% 67.3% 78.3%

visible ground-truth 2D position of each track (Ours 1kf, �rst), as this se�ing is closer
to the way users would interact with our system. As noted by Doersch et al. [83], this
keyframe selection strategy yields lower performance.

Multiple keyframes Since we designed our algorithm with interactive control in mind
(G3), we now evaluate how adding keyframes improves the resulting trajectory. �e last
row of Table VI.1 (Ours 2kf) reveals that positioning one keyframe at the start of the
visible trajectory, and another keyframe at the end, su�ces to improve the quality of the
track signi�cantly. We additionally ran an experiment where we progressively increased
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the number of keyframes for each of the 25 tracks of one repre-
sentative video (50 frames total), adding each new keyframe as
the midpoint of the two most distant existing keyframes. �e
inset shows that the tracking accuracy quickly increases with
additional keyframes, and eventually saturates as keyframes get
close together.

�alitative comparison Fig. VI.7 provides a visual comparison between a few of
our tracks and the ones predicted by TAP-Net, along with the corresponding ground
truth. We include additional video comparisons as supplemental materials. Overall, the
tracks produced by our method exhibit less ji�er than the ones predicted by TAP-Net
– a property that is essential to achieve convincing video doodles. We also stress that
TAP-Net only supports a single query point per track, while our method allows users to
correct tracking failures due to occlusion or dri� by adding keyframes. Moreover, while
TAP-Net predicts occlusion at a single 2D pixel, our 3D trajectories enable depth testing
against a predicted dense depth map to render occlusions over the entire planar canvas.
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VI.6.2 User study
We conducted a study with 7 participants, 5 being novices while the other 2 being
the professional motion graphics designers we interviewed during our formative study
(Section VI.3). �e �ve novices participated in-person by drawing on a Wacom Cintiq
16 tablet, whereas the two professionals participated remotely using only a mouse or
trackpad. Participants were �rst introduced to our system via a short video tutorial, and
were then given two tasks:

Task 1 - Goal-directed (10 minutes). Participants are shown an
example video doodle that they have to reproduce, shown in
inset. �is task was designed so that users could experience
all the main features of our system, and was inspired by the
goals of online tutorials (see T3 in supplemental materials).

Task 2 - Open-ended (30 minutes). Participants are asked to create two novel video doodles
by choosing among 15 short video clips (3” duration on average).

Finally, participants answered a questionnaire about the di�erent features of our system.
While we conducted this study with a small group of participants, the collected material
represents 4.5 hours of interactionwith our system, corresponding to a total of 49 canvases.
In the following section, we detail important insights we gained from this data, including
typical usage of the system’s features, unexpected user behavior, and suggestions for
improvement. We provide all 21 video doodles as supplemental materials to illustrate the
type of e�ects that users of our system could create a�er only a few minutes of practice.

Everyone can create video doodles with our system – fast. Fig. VI.11 provides a
gallery of results created by the participants during the open-ended task, along with their
completion time. Creating the moderately complex video doodle of Task 1 only took
10’30” on average (sd = 03’07”). Creating a video doodle from scratch – including time
to brainstorm and experiment ideas – took an average of 14’00” (sd = 07’05’). Both of
the professional participants emphasized the speed with which they could create video
doodles with our system: “ I feel like we just raced through all those di�erent things because
it was so easy and quick to use. If I’m working in A�er E�ects, I have to spend a lot more
time worrying about the tracking, or about whether the canvas is going behind this thing or
this other thing. Here it just happened automatically and it worked how I thought it should.”
(P1)

Furthermore, all participants were highly satis�ed with the video doodles they created
(score of 4.7 on a 5-point Likert scale). Many participants were enthusiastic at the idea of
using our prototype with videos that they would capture themselves.

Automating tracking and 3D rendering frees up time for doodling. By analyzing
usage logs, we �nd that participants spend around half of their time doodling and creating
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P5 - Task 1 (12’30’’)

P7 - Task 2: motorized swan (18’03’’)

P4 - Task 2: car race (09’38’’)

P2 - Task 1 (10’16’’) Keyframing Drawing Playback/Idle

Fig. VI.8: Timelines of performed operations. In this visualization, di�erent hues (green, red,
blue) depict di�erent canvases, and brightness di�erentiates keyframing a canvas (dark colors)
from drawing on a canvas (light colors). Participants roughly spent as much time keyframing as
drawing, and sometimes alternate between the two operations (P4).

compelling frame-by-frame animations (see Fig. VI.8 for a temporal breakdown of typical
sessions). On average, 49% of a session was dedicated to drawing (sd = 17%, min/max =
24/89%, measured as the time spent with the drawing panel open). Even novices picked
up quickly the concept of frame-by-frame animation, and all succeeded in creating such
animation clips. On average, participants drew 3.3 (sd = 1.8) frames per canvas, with
6.0 (sd = 9.2) strokes per frame. We also observe that participants sometimes alternate
phases of drawing with keyframing to adjust the trajectory of a canvas a�er drawing on
it, which happened in 19 out of the 49 canvases created over all video doodles.

�ese observations suggest that we achieved our design goalsG1 andG2 – by decoupling
2D drawing from 3D in-scene embedding and tracking, users are able to focus on the
creative task of doodling: “ What I found myself spending more time on was redoing the
drawings to make them laser or like add more stu�. Since the ”hard part” – the tracking – is
being taken care of, I could focus on drawing the shapes that I want. ” (P2)

Nevertheless, some participants would have liked to be able to draw directly over the
video in complement to the recti�ed drawing panel, or have the option to vary the brush
shape and texture, two features that we did not implement in our prototype.

Combining tracking with keyframing keeps users in control All participants
quickly grasped the concept of keyframing to control the position and orientation of
the canvases. �ey used an average of 3.3 (sd = 3.0) position keyframes and 2.5 (sd =
1.8) orientation keyframes per dynamic canvas. Making the canvas track a particular
object required 1 or 2 position keyframes in the majority of cases. Out of the 26 dynamic
canvases, only 6 canvases required 5 keyframes or more. �is extra work was needed
when the tracked object gets occluded along its trajectory (P1 - swing, P2 - dancer’s
hand), or when the desired trajectory does not strictly follows a single point of a moving
object (e.g., P5 - lama where the backpack �rst follows the lama’s �ank, then its rear).

�e e�ort that participants put into perfecting their results with more keyframes shows

109



CHAPTER VI. 3D SCENE-AWARE HAND-DRAWN ANIMATION ON VIDEOS

(a) Desired orientation (b) With 1 keyframe (c) Adding keyframes

Fig. VI.9: Limitation. The dancer rotates on herself as she jumps. Given a single keyframe, our
tracking algorithm follows the upward motion of the body, but not its rotation (a-b). The user
can achieve the desired e�ect by keyframing the canvas rotation (c).

that the interface gave them a sense of agency in the tracking task, in accordance with our
design goal G3: “ Overall I felt like I was in control, and that it was making smart automatic
decisions for me. ” (P1) “ Adjusting the plane with the keyframes was super simple, and it’s
great that you can adjust things to make them perfect. You get the [automatic] trajectory
and that does most of the work for you, but then you can tweak it. ” (P2)

Still, expert users value the more advanced features available in professional so�ware:
“With A�er E�ects tracking tool, there are so many more options that you have, so I feel like I
have more control over the tracking at a pixel level, since I can zoom in and make it perfect.”
(P1) One of the experts also reported having di�culty positioning the canvas in depth at
�rst, which suggests possible improvement in visualizing or controlling depth.

Working around limitations. Our choice of embedding strokes in planar canvases
prevents the creation of non-planar doodles. Several participants found creative solutions
to work around this limitation, such as placing two orthogonal canvases to depict sections
of the cloud of steam (Fig. VI.11, P6 - train), or drawing di�erent doodles to depict the
side and back views of a backpack on the lama, taking care of switching between these
doodles to match the viewpoint in the video (Fig. VI.11, P5 - lama).

VI.6.3 Limitations.
Our tracking algorithm assumes that the object to track is oriented towards its dominant
motion trajectory. Fig VI.9(a,b) illustrates a case where this assumption does not hold, as
the dancer rotates on herself as she moves across the scene. While our algorithm does not
capture this in-plane rotation, the user can reproduce it by adding keyframes (Fig VI.9c).
Orientation tracking might be improved by extending our user-guided point tracking
approach to track multiple nearby points simultaneously. Our algorithm also tends to lose
track of objects when they are too thin, or when they become too occluded. Prior methods
proposed to use skip edges to deal with occlusions as part of the shortest path optimization
[295], but this mechanism increases the complexity of the graph signi�cantly. In our
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(b) Erroneous occlusions(a) Drawing context foreshortening

Fronto-parallel drawing panel

In video perspective

Fig. VI.10: Limitations. When the canvas is highly foreshortened, the video context appears
with strong distortions in the fronto-parallel drawing panel (a). We rely on existing video depth
estimation methods to handle occlusions. While most of the silhoue�e of this dancer is well
captured, erroneous depth yield wrong occlusions in small regions around her arms (b).

experience, most issues caused by occlusion can be resolved by adding a few keyframes.
Be�er tracking of thin objects could be achieved by increasing the resolution of the
graph, potentially relying on a multi-scale strategy to keep the problem tractable, as
has been suggested by Bian et al. [35]. While we focused on general point tracking for
maximum �exibility, integrating domain-speci�c algorithms (e.g. body pose tracking
[123], or hand trajectory prediction [203]) within our keyframe-based interface could
improve robustness for speci�c use cases.

While we provide context in the drawing panel by rectifying the underlying video with a
homography, strong distortion appears when the canvas is too foreshortened (Fig. VI.10a).
Future work could explore the use of more advanced novel-view-synthesis techniques,
possibly by leveraging the depth maps and multiple views of the scene we have access to.

Finally, our system relies on the depth map provided by Robust Consistent Video Depth
Estimation to render occlusions automatically. While this solution o�en su�ces for
doodles made of sparse strokes, errors around the silhoue�e of the occluder can appear
on densely painted doodles (Fig. VI.10b). Users can fall-back to existing masking tools
to handle such cases, although a more integrated solution would consist in providing
sparse user corrections to the depth estimation algorithm to re�ne its result.
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P1 - hike P2 - dancer

P3 - angel & devil child P4 - car race

P5 - lama P5 - squirrel friend

P6 - train (Task 1) P6 - unicorn jump

P7 - motorbike race P7 - motorized swan

Fig. VI.11: Video doodles created with our system by participants of our user study. Participants
created static doodles (text in P1 - hike, finishing line in P7 - motorbike race) as well as dynamic
doodles (P3 - angel & devil child, P5 - squirrel friend). Several of these doodles get occluded by
real objects (poles in P4 - car race, face on the tree in P5 - squirrel friend), and are synchronized
with specific video events (yellow sparkles when P2’s dancer touches the ground, water splash
when P6’s horse ends its jump.)

Climbing tutorial Tennis match augmentation

Travel vlog Flamingo cocktail party

Comics parkour Climbing jump highlights

BMX run highlights Swinging highlights

Fig. VI.12: Additional video doodles created with our system.
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VI.7 Conclusion
Recent progress in computer vision and recording devices makes 3D reconstruction
readily available from casually-captured videos, a trend that is likely to grow with the
democratization of depth sensors and on-camera SLAM systems. In this chapter, we
showed how depth and motion information can be leveraged to ease the creation of video
doodles, a popular media that mixes videos with hand-drawn animations. Depth and
estimated cameras allow us to embed hand-drawn doodles in 3D with correct perspective
and occlusion e�ects, while our novel controllable tracking method allows artists to easily
control how the doodles move along with objects in the scene. A user study and resulting
artifacts demonstrate the e�ectiveness of our interface and our keyframe-based tracking
algorithm to create a wide-range of 3D e�ects.

VI.8 Future Work
3D doodles We focused on the creation of video doodles composed of planar doodles
and as such do not support 3D freeform strokes, for instance to draw a swirling ribbon
around an object. Future work could explore the de�nition of non-planar canvases based
on parametric shapes [144], height �elds [18], extruded contours [231] or planar canvases
with user-de�ned depth [171]. Another promising idea consists of tackling the problem
of “li�ing” strokes drawn in the 2D image plane to 3D space, following some priors
on how strokes are drawn on and around existing 3D surfaces in the captured scene
[179, 196]. Our particular se�ing o�ers an additional challenge caused by the partial
and noisy nature of the information we have about scene geometry. However, we could
leverage the interactive se�ing to let users give more information by drawing 3D strokes
at di�erent frames – corresponding to di�erent views. Another avenue for future work
is to explore animation e�ects inspired by work in 3D animation, such as enriching the
simple 3D rigid transformation animations we currently have with generated secondary
motion [324, 340].

Synchronization and interaction between real content and doodles In the tutori-
als we surveyed, we noted that a key challenge was about timing a hand-drawn animation
to coincide with temporal events in the captured video. Our current system helps users
sketch doodles that are spatially aligned to a single frame but does not explicitly provide
support to time the doodle animation with respect to the video. Analyzing the video’s
visual rhythm [71] or key events [296] can help provide the user more insight about the
frequency they need to match in an animation loop, similar to how we saw experienced
editors analyze manually a video to note down the duration of a speci�c motion [T1].
Another possibility is to provide a system to create procedural animations of doodles, to
enable interactions and synchronization between the doodle animation and the video
content to be programmatically de�ned. �is can help support triggering animations
following video events [343], or to imbue a doodle with physical properties such as
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colliding with 3D scene objects [329].

Content authoring applications and computer vision In this chapter we showcase
one example of leveraging computer vision and deep learning techniques as part of a
content authoring tool designed to be accessible to novices. We are at a time of fast-paced
progress in all areas of computer vision – eg in the year following the completion of
this project, many new methods have already been published to tackle the problems of
arbitrary point tracking in videos [250, 320], and of high-quality video ma�ing [199]. �e
progress in quality of results in all computer vision tasks can be harnessed to improve
image and video editing applications and in �ne enable people to create visual e�ects
that they could not have achieved before without extensive training and time resources.
However, we believe that designing applications to make computer vision outputs useful
to people in a particular authoring scenario is an interesting challenge in itself – and
we hope that this chapter is enough evidence to convince the reader. Computer vision
excels at automating tasks and giving answers to well-de�ned questions – eg, where is
that point in every single frame of the video? – but an authoring process is more than
giving commands to a black box that executes them. So�ware for creative applications
needs to support humans in exploring ideas, and provide a sense of joy, playfulness and
pride in the creation process [283]. Designing such so�ware for other video and motion
editing tasks such as multi-viewpoint broadcasting, or sports and scienti�c visualizations,
constitutes a promising area of future research.

Least-e�ort computer vision Video doodles are an example of an application that
can work with relatively low quality 3D reconstruction of 3D scenes – an approximate
2.5D reconstruction of the scene via cameras and depth maps is enough. We rely on the
original video frames for rendering the new frames, based on the premise that the person
capturing the video has already chosen an appropriate camera path – forgoing the need
to reconstruct a 3D scene in which free viewpoint navigation is possible. Even though
the depth maps we use are sometimes erroneous, our choice to focus on an application
with an appealing non-photorealistic style – colorful doodles – make small errors less
noticeable to viewers. Despite the ever-increasing capabilities of computer visionmethods,
we believe that re�ecting on how to purposefully leverage lower quality methods can
constitute an interesting avenue for future work. Given the scienti�c consensus on the
urgent need to move away from endless resource consumption, questioning whether one
really needs the highest quality results or most advanced methods for a particular task is
an essential step forward [224, 278]. While we arrive at this observation serendipitously
in this research project, we hope that future work can consider “least-e�ort computer
vision” as a �rst-class design principle. Rethinking applications such as VideoDoodles
in a “post-growth” perspective [278] raises interesting technical challenges, such as
avoiding reliance on the availability of new hardware – in our case depth sensors – and
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designing systems that can run locally on consumer devices, as opposed to requiring
enterprise-scale compute clusters [169].
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Chapter VII

Conclusion

We started o� this thesis by proposing 3D sketching as a way for people to express their
goals within a 3D authoring system. We have seen three particular examples of how
choosing 3D strokes as a representation can help bridge the gap between a person’s
goals and a 3D authoring system, for 3D shape, appearance and animation authoring.
To conclude, I summarize our contributions and discuss future research perspectives
inspired by the successes, struggles and limitations of the research projects presented in
this thesis.

VII.1 Contributions
We showed that 3D strokes can be used for 3D surfacemodeling by proposing an algorithm
to obtain a 3D surface from a sparse 3D sketch. We take into account the fact that 3D
strokes encode not only a sampling of the depicted surface, but also indicate where
sharp features are located on this surface. �is enables us to obtain a piecewise-smooth
surface that be�er conveys the shape depicted by a sketch than globally smooth surfaces
produced by previous methods. We show that it is possible to process 3D sketches that
are messy, imprecise and lack connectivity – properties that o�en arise in the context of
sketching freehand in VR.

VR artists also use 3D strokes to directly depict appearance, in a process similar to
traditional oil painting where many colored strokes are arranged to render a picture of a
scene. �rough interviews with 4 VR artists, we give novel insights into this work�ow
that combines elements of manual rendering with 3D modeling aspects. We report that
artists value using VR painting because it is an approachable 3D authoring tool that feels
direct and gives a high level of control over the �nal result. We also highlight 4 challenges
faced by artists in their current work�ows. We hope this analysis serves as grounds for
future inquiries about this emerging artistic practice.

Building on these �ndings, we set out to use 3D strokes as a way to author both 3D
shape and appearance, while allowing to edit one independently from the other. While
in current VR painting so�ware, 3D shape and appearance are both encoded on a single
stroke, we enable artists to assign di�erent roles to strokes: strokes either act as 3D shapes
or act as color modi�ers on shape strokes. We achieve this by introducing “3D-Layers”,
an abstraction inspired by bitmap layers in 2D digital painting. We show that this design
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enables us to reproduce compelling hand-painted shading e�ects. �is project is still in
progress at the current time, we hope to further test our design in a user study.

Finally, we show how 3D strokes can serve to do hand-drawn animation on top of videos –
what we call video doodles. Hand-drawn animation is usually done by drawing 2D strokes,
yet for video doodles the animation must appear to be embedded in and synchronized
with the content of the dynamic 3D scene captured in video. We show that considering
how to animate 3D strokes in a partial reconstruction of the 3D scene helps us simplify
animation control. In our system, users can create complex motions for doodles with few
2D keyframing interactions. Our 3D-aware algorithms take care of achieving consistent
motions and occlusions, by leveraging state-of-the-art computer vision techniques.

VII.2 Research perspectives
VII.2.1 Designing be�er tools for artists
In this thesis, we show how to use 3D strokes as a representation that artists interact with
to create 3D shape (Chapter III), appearance (Chapter V) and animations (Chapter VI). We
have demonstrated in each instance that 3D strokes are a valid choice of representation
to achieve speci�c goals that we posit artists have, such as creating a plausible 3D surface
from a 3D sketch, or painting a 3D scene. While we demonstrate that our systems work
for these purposes and enable artists to generate appealing results, our evaluation is
o�en content with verifying success of the system for one such speci�c goal, without
considering how our system inevitably frames and constrains the authoring process. �is
approach to designing and evaluating creativity support tools might limit our ability to
propose designs that truly “empower” artists [192], as it does not account for the value
of le�ing artists �nd and develop idiosyncratic work�ows that can support unique and
personal outcomes [191].

As computer graphics researchers, our work puts a strong emphasis on artifacts – the
�nal results of the authoring process, as their visual quality and appeal constitute one
of the pillars of evaluation of our scienti�c contribution. �is focus on the �nal artifact
of creation leads us to design authoring tools that support a “hylomorphic model of
creation” [145], in which we consider that artists have a “preconceived form” in mind to
be realized, and that the creation process is merely about expressing this intent. With
that assumption, we disregard how much the very process of creation impacts artistic
intent and the �nal result [214]. For example, automatically creating a 3D surface from a
3D sketch of a car generates appealing visual artifacts. Yet a skilled 3D industrial designer
going through the process of modeling each surface patch manually by using the 3D
sketch as reference might discover important opportunities for improvement of the shape,
and in �ne arrive at a wholly di�erent �nal artifact.

However, computer graphics research can provide the technical solutions necessary to
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Fig. VII.1: Sketch Furniture Performance Design. Designers of FRONT studio record 3D
sketches of furniture drawn mid-air (le�), then materialize the sketches as functional furniture
(middle and right). ©FRONT [107]

design tools for artists that support the creation process as a whole. Contributions in
real-time shape edition and visualization can favor quick exploration of possibilities
[218, 239] ; novel digital representations for color can make experimenting with color
pale�es more playful [285] ; building bridges between programmatic control [152] or
large learnt latent spaces [284] and direct manipulation can help artists develop their
own unique set of tools. In the future, I am excited to continue my exploration of how
to design, develop and evaluate authoring tools that support personal and particular
work�ows, and that “users appropriate for ends unforeseen” [192]. �is might be achieved
through close collaboration with artists throughout the research process [191], which is
something I hope to pursue in future research.

VII.2.2 3D sketching for computational fabrication
We have shown in this thesis that 3D strokes are a valuable representation of digital 3D
shape and appearance because they allow interactions that feel direct and expressive. 3D
strokes can help humans manipulate digital material ; can 3D strokes also become part of
the interface between humans and fabrication machines?

In 2005, designers of FRONT studio exhibited a performance in which they record 3D
sketches of chairs and tables that they draw with a tracked hand-held device mid-air. �e
resulting strokes were then “materialized” as life-sized functional furniture using additive
manufacturing (Fig. VII.1). In the future, I am interested in exploring this question, raised
by FRONT almost 20 years ago in their performance: “is it possible to let a �rst sketch
become an object, to design directly onto space?” [107]

Computer controlled tools and machines are o�en considered as black box systems that
take a 3D shape as input and are tasked with producing the shape as closely as possible.
However, hiding away the fabrication process prevents artists from engaging with how
a machine works and how material interacts with it, which can hinder exploration
or development of new work�ows and in turn, hamper creation of novel designs and
aesthetics [191]. A recent line of work in computational fabrication looks instead at the
control of machines at the level of the toolpath, for example allowing a 3D printed clay
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vase to be de�ned by the path that the clay extruder takes through 3D space [47]. With
programmatic control over how the machine moves through space while depositing or
carving material, makers can control how material used for fabrication reacts to the
process, for example how gravity and the deposition motion a�ects clay coils [47], how
drawing speed a�ects ink bleeding in paper [105], or how the deposition orientation of
plastic �lament a�ects surface re�ectivity [59] or material properties [158].

Previous work shows tremendous potential in building tools that let engineers and
cra�speople control machine toolpaths. In the future, I would like to explore how to
provide control over machine toolpaths through direct manipulation. Researchers have
explored this topic in the past, by integrating machine command capabilities into design
so�ware [105], linking live input sources with machine control [325], and by combining
manual toolpath control with computational assistance [249, 256, 350]. I believe that here
again, 3D sketching could be part of the design for a toolpath control tool that feels direct
and expressive.

VII.2.3 Digital content authoring within a material context
Authoring 3D content in-context is a topic we have touched on in Chapter VI, where the
video footage serves as the context. In this scenario, we consider the geometric context in
which the animated doodles are added and help people make their animation match this
context. �e geometric context can be very useful for 3D design, for example to create
hand-held products that �t well with particular hand poses [173], to prototype furniture
that �ts in a given space [196], or to design augmented reality experiences that adapt
to the surroundings [188]. Geometric context is also critical to consider in the scenario
mentioned above of computational fabrication, as the physical object must �t its context,
if we want it to be useful [297].

In future research, I want to explore how material context can impact and constrain the
digital 3D authoring work�ow, when designing for physical fabrication. By material
context, I mean to encompass material aspects of fabrication that are speci�c to the local
context in which fabrication happens: what machines are available to a person? what
manual skills do they have? what material resources do they have access to? Taking
into account material context means considering not only the �nal artifact and its 3D
shape as an objective for design, but also the wider ecosystem in which fabrication takes
place, which introduces an array of exciting new challenges. Supporting 3D object design
while taking into account material context can mean exploring a design space formed by
multiple con�icting objectives other than shape [345] ; enabling and encouraging people
to design with material usually considered waste [14, 81, 186, 319] ; or incorporating
considerations about resources scarcity as part of the design process [276, 327].
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[59] Xavier Chermain, Cédric Zanni, Jonàs Martı́nez, Pierre-Alexandre Hugron, and Sylvain
Lefebvre, Jul. 2023. “Orientable Dense Cyclic In�ll for Anisotropic Appearance Fabrication”. ACM
Transactions on Graphics, vol. 42, no. 4, page 13. URL: https://hal.science/hal-04129173,
doi:10.1145/3592412. Cited page 120.

[60] Tara Chi�enden, 2018. “Tilt brush painting: Chronotopic adventures in a physical-virtual
threshold”. Journal of contemporary painting, vol. 4, no. 2, pages 381–403. Cited pages 59 and 60.

[61] Byungkuk Choi, Haekwang Eom, Benjamin Mouscadet, Stephen Cullingford, Kurt Ma,
Stefanie Gassel, Suzi Kim, Andrew Mo�at, Millicent Maier, Marco Revelant, et al., 2022. “Ani-
matomy: An animator-centric, anatomically inspired system for 3D facial modeling, animation
and transfer”. In SIGGRAPH Asia 2022 Conference Papers, pages 1–9. Cited page 21.

[62] Marianela Ciol� Felice, Sarah Fdili Alaoui, and Wendy E Mackay, 2018. “Knotation: ex-
ploring and documenting choreographic processes”. In Proceedings of the 2018 CHI Conference on
Human Factors in Computing Systems, pages 1–12. Cited page 60.

[63] David Cohen-Steiner, Pierre Alliez, and Mathieu Desbrun, 2004. “Variational shape ap-
proximation”. In ACM Transactions on Graphics (Proc. SIGGRAPH), pages 905–914. Cited page
30.
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and Daniel Sýkora, 2018. “Seamless reconstruction of part-based high-relief models from hand-
drawn images”. In Proceedings of International Symposium on Sketch-Based Interfaces and Modeling.
Cited page 29.
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