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Fig. 1. We introduce a new approach that generates an image with StyleGAN defined by a precise 3D camera. This enables faces synthesized with StyleGAN to

be used in 3D free-viewpoint rendering, while also allowing all semantic editing provided by GAN methods. Our method takes as input multiple views of a

person (examples in a), used to reconstruct a coarse 3D mesh (b). To render a novel view, we identify the closest camera which corresponds to an image that

StyleGAN can generate (c). We lift this view to 3D and obtain free-viewpoint renderings with arbitrary camera models, which allows the integration of our

renderings into synthetic 3D scenes (d). We inherit the high-quality semantic editing capabilities from StyleGAN ((e) smile or aging), and enable stereoscopic

rendering (f ). Our method can be integrated into any rendering pipeline and - for the first time - marries generative image modeling with traditional rendering.

Current Generative Adversarial Networks (GANs) produce photorealistic

renderings of portrait images. Embedding real images into the latent space

of such models enables high-level image editing. While recent methods

provide considerable semantic control over the (re-)generated images, they

can only generate a limited set of viewpoints and cannot explicitly control

the camera. Such 3D camera control is required for 3D virtual and mixed

reality applications. In our solution, we use a few images of a face to perform

3D reconstruction, and we introduce the notion of the GAN camera manifold,

the key element allowing us to precisely define the range of images that the

GAN can reproduce in a stable manner. We train a small face-specific neural

implicit representation network to map a captured face to this manifold

and complement it with a warping scheme to obtain free-viewpoint novel-

view synthesis. We show how our approach ś due to its precise camera

control ś enables the integration of a pre-trained StyleGAN into standard 3D

rendering pipelines, allowing e.g., stereo rendering or consistent insertion

of faces in synthetic 3D environments. Our solution proposes the first truly

free-viewpoint rendering of realistic faces at interactive rates, using only

a small number of casual photos as input, while simultaneously allowing

semantic editing capabilities, such as facial expression or lighting changes.
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1 INTRODUCTION

Recent Generative Adversarial Networks (GAN) can generate stun-

ningly realistic images of faces from a latent code [Karras et al. 2019,

2020b]. Combined with recent methods to project a real photo to

such a latent code [Abdal et al. 2019; Tewari et al. 2020b] they also

allow semantic image editing, e.g., controlling facial expression or

relighting [Abdal et al. 2021; Deng et al. 2020; Härkönen et al. 2020].

This opens the ground-breaking potential of replacing the expensive

and complex process of capturing [Debevec et al. 2000], animating

and rendering human faces [Seymour et al. 2017] by simply using

GAN-generated images based on photos. Unfortunately, two central

components are missing for this process to become reality: currently

there is no way to consistently generate a realistic GAN image of

a person in a Computer Graphics (CG) shot as defined by a precise

and complete 3D camera (3D position, 3D rotation, and field of view),

and current methods can only generate a limited set of viewpoints.

We present the first solution that solves these problems, allowing

highly realistic, editable faces to be correctly rendered for a any

given 3D camera, and thus seamlessly integrated into standard CG

imagery. Our method opens the way to using such highly realistic,

editable face renderings for a wide range of applications such as

virtual or augmented reality, immersive video-conferencing or even

immersive remote training.

We build on the StyleGAN architecture [Karras et al. 2019, 2020b]

that is inherently a 2D image generator. Recent methods [Abdal

et al. 2021; Deng et al. 2020; Tewari et al. 2020a] can render head

poses parameterized by two angles, but have no way to generate

an image for a specific and complete 3D camera, ignoring at least

five degrees of freedom (DoF). This results in a small subspace of

3D camera poses; the nature and limits of this subspace have never

been precisely defined, much less extended.
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Our first challenge is thus to characterize the subspace of 3D

camera parameters that StyleGAN can represent, enabling the de-

sign of a method for free viewpoint face rendering. We analyze

this subspace, carefully defining what we call the camera manifold.

This definition is inherently linked to the alignment step performed

on the face database used to train the StyleGAN portrait model,

severely constraining the 2D locations of eyes and mouth. We also

determine the boundaries of the camera manifold, allowing us to

project a free-view camera onto it.

Providing full 3D capabilities for StyleGAN requires at least some

3D information; we use a few (10-25), casually captured photos of

a face as input and generate coarse face geometry and calibrated

cameras to guide part of our method.

Given these photos of a person, our second challenge is finding

the latent code to provide to StyleGAN so it can generate the corre-

sponding image. To do this, we need our camera manifold: we first

find the closest view on the manifold, then train a small, per-face

latent representation network to find the latent vector for a given

manifold view. We train the network with calibrated input views

and image-based renderings using the reconstructed face geometry.

However, many free-viewpoint camera poses are not on the man-

ifold. This raises our third and final challenge, i.e., to provide a

method allowing any such view to be synthesized. We do this by

warping from the closest camera on the manifold to the desired

novel view, using the coarse reconstructed geometry.

These three steps allow us to introduce a fully-operational, inter-

active system with precise 3D camera control while fully exploiting

StyleGAN-quality photorealistic face synthesis and corresponding

manipulations (see Fig. 1). We consider a pre-trained and fixed Style-

GAN2 model in this work, which allows us to run our per-face

pre-processing pipeline within 45 minutes on a single GPU.

In summary our contributions are:

• An in-depth study and quantitative definition of the subspace

of camera poses that StyleGAN can robustly synthesize, that

we call camera manifold.

• A method to generate a realistic StyleGAN face based on a

precisely defined 3D camera pose on the manifold.

• A warping scheme to render any camera pose freely defined

in 3D, fully consistent with semantic editing methods.

Our system allows interactive synthesis of realistic faces, allowing

free-viewpoint navigation in 3Dwhilemoving around a face casually

captured with a handful of photos. We demonstrate interactive

sessions with several captured faces, also performing semantic edits

in a view-consistent manner ś such as changing facial expression,

opening/closing eyes/mouth ś and also camera model manipulation

(e.g., the Vertigo effect), seamless integration with synthetic 3D

environments, and the first ever stereoscopic GAN renderings.

2 RELATED WORK

Our solution touches on several vast domains: Generative adversar-

ial networks (GANs), image-based rendering (IBR), face models and

portait rendering, and constrained camera models. In what follows,

we only review the most closely related work to ours.

2.1 Image Synthesis and Editing with GANs

Generative adversarial networks [Goodfellow et al. 2014] build a

statistical model trained to mimic the distribution of training data

(often images). In just a few years, GANs have evolved to produce

truly photorealistic images at high resolutions. Currently, StyleGAN

[Karras et al. 2020a, 2019, 2020b] marks the state of the art in un-

conditional image generation in narrow domains such as faces, cars

or cats. Importantly, a single forward pass through the generator

provides photo-realistic imagery, enabling interactive rendering.

Latent codes represent semantically meaningful and reasonably

disentangled concepts for many neural models [Karras et al. 2019;

Radford et al. 2016; Upchurch et al. 2017]. In StyleGAN, an informed

manipulation of latents results in high-level image changes, e.g.,

in pose, lighting, facial expression, age, gender, etc. The manipu-

lations can correspond to linear [Härkönen et al. 2020; Shen et al.

2020; Tewari et al. 2020a] or non-linear [Abdal et al. 2021; B R

et al. 2021] paths in latent space, while disentangled controls can

be jointly trained with the generator [Deng et al. 2020]. Our ap-

proach is fully compatible with semantic manipulation, such as the

method of Härkönen et al. [2020], allowing us to dynamically edit

our renderings.

All methods that rely on latent manipulations to change semantic

attributes are necessarily bound to the span of the training data,

especially when an alignment step is used [Jahanian et al. 2020]. In

practice, this means that only a subset of possible camera poses can

be synthesized by StyleGAN. Portrait alignment restricts cameras

to 3DoF: two rotations and field of view. While previous work

considers only the two rotations, ours is the first method that allows

free view navigation with complete (7+DoF) camera models.

Recent work recovers latent codes from a single image [Abdal

et al. 2019; Richardson et al. 2021; Zhu et al. 2016] enabling seman-

tic editing of real photos with unprecedented quality [Abdal et al.

2020; Tewari et al. 2020b]. In contrast we are the first to devise a

parameterized embedding of multiple views of the same face, which

requires a mapping from 3D cameras to latents.

The StyleGAN latent space can be used to represent any im-

age with high fidelity ś even ones far outside the training data

distribution [Abdal et al. 2019] ś at the cost of low-quality edits.

Consequently, researchers have investigated regularizations to en-

force latents closer to the original distribution. This has been done

by considering the distribution of the latents directly [Tewari et al.

2020b; Wulff and Torralba 2020; Zhu et al. 2020], or by utilizing

semantic knowledge about the images generated [Richardson et al.

2021]. We use a prior as well to find a good compromise between

photorealism and identity preservation.

In recent work, GANs have been used as a multi-view generator

to aid inverse rendering [Zhang et al. 2021a], or to estimate 3D

cameras, shape, and lighting [Pan et al. 2021; Shi et al. 2021]. A

different line of work has devised GANs to incorporate 3D infor-

mation directly, e.g., using 3D geometry [Zhu et al. 2018] or 3D

semantic occupancy [Chen et al. 2021] followed by image-to-image

translation for final output, or using volumetric generator layers

followed by projection for rotations and scaling [Nguyen-Phuoc

et al. 2019]. GRAF [Schwarz et al. 2020] and pi-GAN [Chan et al.
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2021] produce a 3D radiance field, which can then be rendered us-

ing volume rendering. Such GANs with explicit 3D-awareness are

promising, but so far fail to generate high-quality results. In contrast

to these solutions, we lift a pre-trained 2D GAN to 3D, and thus

inherit the advantages of 2D GANs (high quality, high resolution,

robust training procedures, etc.) while enhancing the method with

precise 3D camera control. 3D-aware generative modeling can be

improved by jointly learning the distribution of camera parameters

[Niemeyer and Geiger 2021]. Similarly, we estimate this distribution

for a pre-trained StyleGAN model to refine our camera manifold.

2.2 Multi-view Free-viewpoint Image-based Rendering

Traditional IBR usually relies on explicit proxy geometry from

structure-from-motion/multi-view stereo [Schonberger and Frahm

2016]: Unstructured lumigraph rendering (ULR) [Buehler et al. 2001]

uses a geometric proxy to heuristically blend multi-view images. We

use this method for training. Recently, neural rendering has made

significant advances in the quality of novel view synthesis [Tewari

et al. 2020c]. Geometry-based methods use deep learning to improve

the quality of novel view synthesis [Hedman et al. 2018; Riegler

and Koltun 2020], but are restricted to static scenes. Single-object

mesh-based neural rendering approaches [Thies et al. 2019a,b] also

use proxy geometry for reprojection followed by neural refinement.

We share the methodology of using a geometric proxy, and ś like

these solutions ś enable true free-viewpoint rendering. However, we

are the first to exploit geometry to steer a GAN for free-viewpoint

face rendering.

Neural Volumes [Lombardi et al. 2019] learn a volumetric scene

representation, which is rendered using raymarching. They can han-

dle video sequences, but require synchronized and calibrated cam-

eras. Flexible neural scene representations allow high-level scene

editing [Li et al. 2020], but they are restricted to changes captured

in the input views. In contrast, our approach exploits the expressive

space of variations captured in a generative model.

Recent solutions include neural radiance fields [Mildenhall et al.

2020; Zhang et al. 2020], that use implicit scene representations

[Sitzmann et al. 2019] and volume rendering techniques for view

synthesis. Extensions allow deforming objects [Park et al. 2021]

or changing lighting [Martin-Brualla et al. 2021; Srinivasan et al.

2021], offering some degree of semantic control [Zhang et al. 2021b].

These methods have long rendering times (usually tens of seconds

per frame) and most of them need dense capture; in contrast, we

exploit the power of GANs allowing interactive rendering and use

of sparse capture (10-25 images).

2.3 Face Models and Portrait Rendering

Manually created face rigs [Seymour et al. 2017] are stunningly

realistic, but require skilled visual effects artists working long hours.

3D morphable models (3DMMs) [Blanz and Vetter 1999; Egger et al.

2020] are generative models that allow fine-grained control over

shape and texture of an object, often used for faces. Such models can

be augmented with deformation-dependent texture maps [Matthews

and Baker 2004] and photometric capture to also model appearance

variation [Smith et al. 2020]. 3DMMs offer maximal control over

shape, facial expression, texture, etc., but tend to lack photo-realism

and typically only model the face region (hair, neck, etc. are not

included) even though recent advances [Yenamandra et al. 2021]

are starting to consider entire heads.

Another approach to capturing faces involves complexmulti-view

setups [Beeler et al. 2010; Bi et al. 2021; Ghosh et al. 2011; Lombardi

et al. 2018; Wei et al. 2019]. In contrast to these methods, we only

need a few casually captured images as input and can perform

arbitrary semantic edits.

Face re-enactment is an active area of research. Kim et al. [2018]

transfer head pose and facial expressions from a source video to

target video. Single [Geng et al. 2018; Siarohin et al. 2019; Zakharov

et al. 2020] or multiple [Wang et al. 2019; Zakharov et al. 2019]

source images can be used in conjunction with facial feature point

extraction of a target sequence to hallucinate novel views and facial

expressions. Most of these methods have only been demonstrated

with very limited pose variation. Our approach allows true free-

viewpoint navigation while reasonably preserving identiy.

Rao et al. [2020] shares some similarities with our approach, since

they also process facial animations in a canonical frame, and lift

the face to 3D. However, they use StyleGAN to synthesize only the

mouth, and require dense capture.

Face rotation using a single image [Nagano et al. 2019; Xu et al.

2020; Zhou et al. 2020] usually proceeds by first estimating geometry,

followed by a neural rendering step. While results are impressive

given that only a single image is used, the variation of attainable

poses tends to be limited. Subtle perspective corrections of portraits

ś including stereo image synthesis ś can be addressed using image

warping [Fried et al. 2016; Zhao et al. 2019]. We also use warping,

but mostly for global transformations, while perspective effects are

generated by manipulating latent codes, successfully overcoming

typical problems arising from disocclusions, hair, and the lack of

global consistency.

Specialized variants of neural radiance fields for portrait synthesis

[Gafni et al. 2021; Wang et al. 2021] produce free-viewpoint results

of high visual quality and can handle facial animations, but inherit

the problems of neural radiance fields: dense capture setup and long

rendering times. Gao et al. [2020] combine neural radiance fields

with strong priors to allow portrait rendering from a single view,

achieving some effects we handle (e.g., the Vertigo-effect), but the

range of achievable poses and visual quality are limited.

2.4 Constrained Cameras

Camera control in interactive applications is important for view-

point computation, motion planning and editing. See Christie et al.

[2008] for an in-depth survey. Our camera manifold builds on fixed

projected locations, related to 2-object composition problems [Blinn

1988]: How to place a camera such that two objects are at prescribed

locations in the image plane? Lino and Christie [2012] observed that

the solution to this problem is a manifold surface in camera param-

eter space; they later generalized this to the Toric space [Lino and

Christie 2015], allowing interactive exploration and optimization

of viewpoints with multiple geometric constraints. Similarly, we

parameterize the 7DoF camera space using a 3D manifold. However,

their approach is more general, with a more complex solution space,
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Fig. 2. Overview of our method.

while our simpler problem has more constraints and is amenable to

efficient convex optimization.

3 OVERVIEW

Our method takes as input 10-25 photographs of a person and al-

lows free 3D viewpoint rendering of the face with arbitrary camera

models based on a pre-trained StyleGAN2 portrait model [Karras

et al. 2020b]. An overview of our method is shown in Fig. 2.

3.1 Method

Our key observation is that the StyleGAN portrait model can syn-

thesize a quantifiable range of pose variations: All generated images

have the property that the 2D locations of eyes and mouth are se-

verely constrained. Based on this observation, we define a space of

camera parameters we call the camera manifold, which results in

images in the canonical configuration that respects this constraint

(Sec. 4). We then analyze and delimit the range of the manifold, i.e.,

the subspace of camera poses within our manifold parameterization

that StyleGAN can synthesize successfully.

We start from a few photos and use standard 3D reconstruction to

obtain calibrated cameras and mesh of the face, as described below.

To render the face from an unconstrained novel view V, we use the

steps described next.

We first projectV to the closest camera V̂ on themanifold, thereby

reducing the problem to an in-domain rendering task. We then use

an implicit latent representation network, which maps physically

meaningful coordinates on the camera manifold to a StyleGAN la-

tent code (Sec. 5). The network functions as a parameterized embed-

ding of the face and is trained in a supervised fashion using aligned

input views and simple IBR renderings [Buehler et al. 2001] in a

progressive training schedule. The entire pre-processing pipeline is

face-specific and takes 45 minutes.

The final step is to move from the StyleGAN-generated manifold

view V̂ to free view V (Sec. 6). Given that both views correspond to

physically meaningful cameras, we use the face mesh to establish

a dense flow field which describes how the image corresponding

to the manifold view V̂ needs to be deformed to obtain the image

corresponding to (unconstrained) novel view V.

3.2 Preprocessing

To incorporate 3D awareness, our method relies on calibration of

the input cameras and an approximate geometric representation of

the face to be rendered. Neither calibration nor geometry need to

be accurate for our method to produce convincing free-viewpoint

images.

We calibrate cameras and create the geometric proxy using off-

the-shelf software [CapturingReality 2016], resulting in a recon-

structed triangle mesh, the calibrated cameras and undistorted input

images (see supplemental for details). Quality is satisfactory using

10-25 photos, despite casual sequential capture without a rig.

4 THE CAMERA MANIFOLD

To allow free-viewpoint rendering of captured faces, we first need to

understand the native capabilities of StyleGAN in terms of viewpoint

synthesis. To this end, we define the subset of cameras that allows

the generation of valid StyleGAN2 images. The portrait model pub-

lished by the authors [Karras et al. 2020b] is trained on the FFHQ

dataset [Karras et al. 2019]. The alignment of this dataset is a key

component of the model, greatly improving quality but limiting

the variety of images that can be synthesized. This is because the

photos lie on a relatively narrow image manifold [Jahanian et al.

2020], implicitly defined by this alignment process based on facial

features. We define our camera manifold based on the FFHQ align-

ment procedure (Sec. 4.1), estimate the range of the manifold in

which StyleGAN can generate realistic images (Sec. 4.2), explain

how to project a free-viewpoint camera to the closest manifold cam-

era (Sec. 4.3), and finally present the process of aligning a captured

face to the canonical coordinate system we use (Sec. 4.4).

The FFHQ dataset was constructed by first collecting images

from Flickr, followed by a cleanup step and alignment, where first

68 facial features are found [Kazemi and Sullivan 2014] (blue dots in

Fig. 3a). Then the eye and mouth features are aggregated to obtain

representative eye positions x𝑙 and x𝑟 , as well as a mouth position

x𝑚 in the image (green dots in Fig. 3a). From these three points a

square crop window is computed by determining its center c (also

using the eye midpoint x𝑐 ) as well as its orientation and size s, all

illustrated in Fig. 3b. Exact formulas are given in the supplemental.

Given the crop window geometry, the original image is re-sampled

to obtain the final aligned output image (Fig. 3c).

a) b) c)

Fig. 3. The 2D alignment performed in the FFHQ dataset. a) Raw facial fea-

ture points (blue dots) are detected and aggregated to obtain representative

eye and mouth positions (green dots). b) Geometric features are used to

determine the square crop window (grey, not shown to scale) with center c

and vector s giving orientation and size. c) The resulting aligned image.

4.1 Defining the Camera Manifold

The alignment procedure described above guides the definition

of our camera manifold. We first write the alignment as a map-

ping from facial feature positions to a 2D similarity transform:

F(x𝑙 , x𝑟 , x𝑚) ∈ R
6 → (R2 → R

2) . The similarity transform maps

pixel locations from the unaligned to the aligned image. We observe

that F is deterministic and 𝐶0-continuous. Since F is an alignment
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a) b)

Fig. 4. The construction of the camera manifold. 2D illustrations capture the setup from the top. a) Our setup consists of 3D eye and mouth positions p𝑙 , p𝑟 ,

and p𝑚 , and a perspective camera (red) parameterized by spherical coordinates (only 𝜃 and 𝑑 are shown in this 2D illustration). The trackball parameterization

in Eq. 2 keeps the eye midpoint (green point) fixed to the image center, but fails to move x− and x+ (yellow points) to their 2D target positions (orange points).

b) Our manifold camera model (Eq. 3) optimizes for an additional 3D camera rotation (only 𝛼 is shown in the 2D illustration) and the field of view𝜓 to ensure

that projected locations are fixed to their targets. The resulting image lies in the span of the StyleGAN portrait model.

procedure, it exhibits an infinite number of invariances. In ourmodel,

we require two invariances for an unambiguous mapping and we

consider the two (arbitrary) points (Fig. 3b)

x− = [0, 0.5]𝑇 = F(x𝑙 , x𝑟 , x𝑚) (c − s) =: F− (x𝑙 , x𝑟 , x𝑚)

and

x+ = [1, 0.5]𝑇 = F(x𝑙 , x𝑟 , x𝑚) (c + s) =: F+ (x𝑙 , x𝑟 , x𝑚),

where the definitions of F− and F+ ∈ R
6 → R

2 exploit the fact that

c and s are themselves functions of the facial feature positions.

Our method relates the fixed positions x− and x+ to feasible cam-

era parameters, thus connecting 2D image alignment to 3D-aware

image formation. To map a 3D camera pose to aligned image space,

we solve the following problem: Assuming fixed eye and mouth

positions in 3D space, which combinations of intrinsic and extrinsic

camera parameters yield the prescribed projection locations x− and

x+ in image space?

For the purpose of defining our camera manifold, we assume that

StyleGAN-generated images are modeled as being captured with

a perspective pinhole camera. Note however, that we can generate

images using arbitrary camera models. We further assume, without

loss of generality, that the left and right 3D eye positions are

p𝑙 = [−1, 0, 0]𝑇 and p𝑟 = [1, 0, 0]𝑇 , (1)

respectively. We further assume we have access to the 3D mouth

position p𝑚 (see supplemental for our exact definition of a frontal

pose). In Sec. 4.4 we show how to align a general pose of a face

capture to this canonical setting. Note that this alignment does not

impose any restrictions on face shape.

A full camera model with 7DoF gives too much freedom for our

manifold, as many camera parameters correspond to an image with

the face lying outside the frame. We therefore, as a first step, restrict

ourselves to a trackball camera model:

Ā(𝜃, 𝜙, 𝑑,𝜓 ) = P(𝜓 )T(0, 0, 𝑑)R(𝜃, 𝜙, 0), (2)

where R ∈ R
3 → R

3 is a rotation parameterized by three Euler

angles, T ∈ R
3 → R

3 is a translation parameterized by three offset

coordinates, and P ∈ R
3 → R

2 is a perspective projection with

field of view 𝜓 . The free parameters 𝜃 , 𝜙 , 𝑑 , and 𝜓 correspond to

horizontal and vertical rotations around the eye midpoint, distance

to the eye midpoint, and field of view, respectively (Fig. 4a). Ā

corresponds to an un-aligned image in the spirit of Fig. 3a: The face

lies within the frame, but is not aligned in general.

In a second step, we enable fixed projection locations as follows:

Â(𝜃, 𝜙, 𝑑) = P(𝜓 )R(𝛼, 𝛽,𝛾)T(0, 0, 𝑑)R(𝜃, 𝜙, 0). (3)

Here, we add an additional rotation before the projection and ex-

clude 𝜓 from the list of free parameters. We refer to the free pa-

rameters m = [𝜃, 𝜙, 𝑑]𝑇 ∈ M ⊂ R
3 as manifold coordinates. We

define the space ofM in Sec. 4.2. In terms of the camera position,

m corresponds to spherical coordinates. Intuitively, the coefficients

ĉ =

[
𝛼, 𝛽,𝛾,𝜓

]
steer a rotation (via 𝛼 , 𝛽 , 𝛾 ) and scaling (via 𝜓 )

without changing the camera position. Excluding degenerate cases,

which we avoid as described in Sec. 4.2, for any fixed set of manifold

coordinates, there exists a coefficient vector ĉ(m) to position two

3D points to arbitrary 2D projected image locations.

We now have all the machinery in place to solve our alignment

problem (Fig. 4b), i.e., given a manifold coordinate m, find a coeffi-

cient vector ĉ(m) that simultaneously satisfies the four equations:




F−

(
Â(m)p𝑙 , Â(m)p𝑟 , Â(m)p𝑚

)
= x−

F+

(
Â(m)p𝑙 , Â(m)p𝑟 , Â(m)p𝑚

)
= x+

(4)

where Â(m)p denotes the projection of 3D point p to the screen

using camera Â(m). Due to the nonlinear nature of the equations,

obtaining an analytic solution is challenging. Instead, we solve

numerically for the least-squares solution using the Levenberg-

Marquardt algorithm, which usually converges after 35 iterations.

The optimization takes about 10 milliseconds in our Python im-

plementation and produces temporally stable results. We therefore

solve the equations on the fly.

Our model allows free positioning of the camera via m. However,

all rotational DoF as well as the field of view are automatically

adjusted to ensure aligned portrait images. Our cameras therefore lie

on a 3D manifold in the 7D parameter space. The coordinates 𝜃 and

𝜙 resemble yaw/pitch parameterizations of face pose in previous

work, but by construction also include translational and scaling

components which previous approaches do not model. Manipulation

of𝑑 results in the Vertigo effect: Increasing𝑑 , i.e., moving the camera
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a) b)

c)

20°

0°

-20°

-40° -20° 0° 20° 40°

Fig. 5. Camera manifold range analysis. Sampling and analyzing StyleGAN-

generated images in terms of camera pose (dots in a) reveals an anisotropic

distribution, which we bound using two parabolas (curves in a). Bounding

proceeds by first converting the samples into a probability distribution (b),

followed by iso-line extraction (c) and curve fitting.

away from the face, is compensated by a corresponding decrease in

the field of view, and vice versa.

4.2 Range

The above definition does not restrict camera position m, allowing

arbitrary views of the head, e.g., profile or rear views. We observe,

however, that StyleGAN-generated images have smaller variations

in camera pose, consistently showing front or moderate oblique

angle views. We next determine the boundaries or range of our

camera manifold. This mainly concerns the rotation parameters 𝜃

and 𝜙 ; the Vertigo-type variations induced by 𝑑 are small enough

to ignore in this context, when avoiding very small 𝑑 (and resulting

large𝜓 ). Therefore, we simply enforce 𝑑 ≥ 10, i.e., camera positions

at least five inter-ocular distances away from the face.

To quantify the range of camera positions in the 𝜃𝜙-plane, we first

produce 10k random facial images using the StyleGAN2 generator

with default truncation parameter𝜓 = 0.5. We then use the method

of Bulat and Tzimiropoulos [2017] to infer estimates of 3D eye and

mouth positions per image, which we convert to corresponding

𝜃𝜙-tuples (details on calibration in supplemental). When plotting

the resulting distribution (dots in Fig. 5a), we see that the images

indeed concentrate around the frontal pose 𝜃 = 𝜙 = 0, but show

a strong eye-shaped anisotropy, while being close to symmetric

around the axis 𝜃 = 0. These observations suggest that we can

model the boundary of this distribution using two parabolas of the

form 𝜙 = 𝑎𝜃2 +𝑏. To obtain the coefficients 𝑎 and 𝑏, we first convert

the samples into a probability distribution 𝑝𝜃𝜙 (Fig. 5b). We use

kernel density estimation on a regular grid of size 128×96 capturing

𝜃 ∈ [−40°, 40°] and 𝜙 ∈ [−30°, 30°], utilizing a Gaussian kernel with

a standard deviation of three grid cells. We then determine the iso-

lines 𝑝𝜃𝜙 = 0.01max(𝑝𝜃𝜙 ) (Fig. 5c) and perform two least-squares

parabola fits. Below, we give the result of our fit for the upper and

lower boundary curves (parabolas in Fig. 5a):

𝑐𝑢 (𝜃 ) = −0.024𝜃2 + 20.00 and 𝑐𝑙 (𝜃 ) = 0.010𝜃2 − 14.60.

A valid coordinate in our model satisfies 𝑐𝑙 (𝜃 ) ≤ 𝜙 ≤ 𝑐𝑢 (𝜃 ).

a)

Free camera

Manifold camera

b)

Fig. 6. Projecting cameras to the camera manifold (only 𝜃 and 𝑑 are shown

in this top view): a) If the position of the free-viewpoint camera (blue) is in

the valid range (orange area, corresponds to a 𝜙-slice of Fig. 5a), the closest

manifold camera (pink) only differs by in-place rotation and field of view.

b) If the free-viewpoint camera lies outside the valid range, the camera

position is also affected by the manifold projection. Consequently, parallax

occurs only in case b).

4.3 Projecting a Camera to the Manifold

Finding the closest camera on the manifold for a free-viewpoint

camera is easy in our model (Fig. 6): We take the camera position in

spherical coordinates as manifold coordinate m and solve Eq. 4.

However, aribitrary camera positions do not necessarily corre-

spond to valid manifold coordinates as defined in the previous sec-

tion. In these cases, we find the closest valid manifold coordinate

(Fig. 6b), using an analytic solution for this projection to the valid

range (details in supplemental). Note that only in this case the cam-

era position changes and parallax is induced in the image.

4.4 Alignment to Canonical Coordinates

Our head reconstruction can have arbitrary global 3D scene scale,

positioning and orientation. Since our camera manifold assumes

the eyes to be at defined 3D positions p𝑙 and p𝑟 , we perform 3D

alignment to the canonical configuration (Eq. 1) [Gao et al. 2020; Rao

et al. 2020], making our method independent of the reconstruction

algorithm.

The locations of the eyes and mouth on the mesh are required

for alignment. While 3D facial feature location algorithms exist

[Bowyer et al. 2006], our multi-view data provided stable results

despite possibly strong reconstruction noise: Similar to the FFHQ

alignment, we use the method of Kezemi and Sullivan [2014] to

obtain facial feature points on the face for each input view and

compute representative 2D eye and mouth locations (Fig. 3a). We

then re-project the 2D feature points onto the mesh and average the

re-projected features of all input views to obtain a robust estimate

of the eye and the mouth positions in 3D.

We now seek to find a similarity transform that maps the esti-

mated 3D eye positions to their targets p𝑙 and p𝑟 . To obtain a unique

solution and remain consistent with the definition of the camera

manifold, we further enforce a frontal pose in terms of vertical orien-

tation, as detailed in the supplemental. The transformation matrix is

obtained using the Levenberg-Marquardt algorithm and then used

to transform both the mesh and the input camera parameters.

We also process the input images: We observe that the embedding

of images into the GAN latent space (Sec. 5) gives results of higher

visual quality when the background is smooth. Further, such łsimplež
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backgrounds are easier to integrate into a synthetic scene. We there-

fore blur the background of the input images. We use the method

of Ke et al. [2020] to extract a foreground matte. Then we apply a

strong Gaussian filter (we use a 𝜎 of one tenth the image width) to

the background region [Knutsson and Westin 1993] and compose

the foreground on top. Finally, we 2D-align all input images using

the FFHQ alignment.

Recall, that in the canonical coordinate system, any camera’s

manifold coordinate m corresponds to the camera’s position in

spherical coordinates. Consequently, the manifold coordinates of

the 3D-aligned input cameras ś provided they are in the valid range

ś correspond to the 2D-aligned images in the sense of our model.

5 MAPPING MANIFOLD COORDINATES
TO STYLEGAN LATENT CODES

We now have the manifold coordinates that correspond to a given

camera pose. We next find the StyleGAN latent code that corre-

sponds to a given manifold coordinate, by training a small per-face

implicit latent representation network. This network allows us to

move on the camera manifold.

5.1 StyleGAN Terminology

StyleGAN [Karras et al. 2019] maps normally distributed random

samples z ∈ R
512 to an intermediate latent vectorw ∈ R

512 using a

learned mapping w = 𝐻 (z). The space of w’s is commonly referred

to as𝑊 . The vector w controls feature normalizations in 18 layers

of the generator network 𝐺 , which produces the final image 𝐼 =

𝐺 (w) = 𝐺 (𝐻 (z)). It has been observed [Karras et al. 2019][Abdal

et al. 2019] that the expressivity of the generator is much higher,

when different w are fed to the generator layers. In the general case,

18 different sets of latents w+ ∈ R
18×512

=𝑊 + can be used.

5.2 Method

By construction, all views V̂ on the camera manifold can be rendered

by finding a corresponding latent vector wm ∈𝑊 +. We therefore

seek amapping𝑀 ∈ M →𝑊 + frommanifold coordinates to latents,

such that, given manifold coordinatesm, we obtain V̂:

V̂ = 𝐺 (wm) = 𝐺 (𝑀 (m)) .

Recall that, in contrast to all previous methods, m is an exact mean-

ingful physical 3D quantity.

We found a face-specific mapping𝑀 to provide highest-quality

results. Therefore, in analogy to recent works on implict neural

representations [Genova et al. 2019; Sitzmann et al. 2020, 2019],

we refer to 𝑀 as an implicit latent representation network. It has

been observed that the latents fed to the earlier StyleGAN layers

correspond to coarse-scale image properties including face pose,

while later layers add medium- to small-scale features to the images

[Karras et al. 2019]. We therefore define a constrained architecture:

For layers 0-5 we parameterize𝑀 with a small multi-layer percep-

tron (MLP) per layer, each mapping raw manifold coordinates m to

a 512-D latent vector. Due to the low-frequency behaviour of pose

changes, we do not use Fourier features [Tancik et al. 2020]. For

the MLPs, we found two hidden layers with 32 features and leaky

ReLU activation functions to be sufficient for our application. For

the remaining layers 6-17 we directly optimize for static latents,

which ensures a consistent output for different m (Fig. 7).

5.3 Training Data

Thanks to our multi-view setup and the geometric reconstruc-

tion, we can train𝑀 in a supervised fashion using training tuples{(
m𝑘 , V̂𝑘

)}

𝑘
. We employ two complementary sources of informa-

tion as training data: First, we use the aligned input images from

Sec. 4.4. The images constitute a sparse set of high-quality training

samples on the camera manifold. Second, we use the input views

together with the face mesh to create manifold views using image-

based rendering. Specifically, we use unstructured lumigraph ren-

dering [Buehler et al. 2001] with cameras corresponding to random

m on the camera manifold. We can generate any of these render-

ings on the fly covering the entire manifold. In the supplemental

we give details on how we sample the valid manifold range. The

geometric reconstruction and calibration have uncertainty, produc-

ing rendering artifacts that reduce overall image quality. We can

compute a per-pixel estimate of this uncertainty by computing the

color variance 𝝈2
𝑐 when blending the different images; we will use

this estimate to reduce the influence of incorrect IBR pixels.

5.4 Loss

Our renderings should: a) be close to the training images, b) preserve

the identity of the depicted person from all views, and c) look photo-

realistic. We use the following loss to achieve these goals:

L = Lℓ1 + 𝜆LPIPSLLPIPS + 𝜆idLid + 𝜆priorLprior . (5)

The first two terms address goal a). Here, Lℓ1 penalizes pixel differ-

ences in terms of the ℓ1-norm, weighted by per-pixel IBR confidence:

Lℓ1 =




exp
(
−𝜂𝝈2

𝑐

) (
V̂ − V̂𝑘

)



1
, (6)

with the falloff factor 𝜂 = 100 in all our experiments and 𝝈
2
𝑐 = 0

if V̂𝑘 is an input view. LLPIPS is the LPIPS [Zhang et al. 2018]

distance which we apply to a downsampled version of the images

to a resolution of 256 × 256 pixels.

The identity loss Lid addresses goal b) and makes use of the pre-

trained VGG-face [Parkhi et al. 2015] network Ψ, which converts

an image into face recognition features:

Lid = 1 − ⟨Ψ(V̂),Ψ⟩,

where Ψ denotes the normalized mean face recognition features of

all input views.

Finally, we address goal c) by recognizing that StyleGAN render-

ings of highest quality and stability are usually obtained when the

latents w follow the distribution dictated by the mapping network

𝐻 . Specifically, we address the problem that the extended space𝑊 +,

where the styles of different StyleGAN layers are decoupled from

each other, leads to an underconstrained problem and consequently

images of lower realism. We enforce a certain amount of coherence

between the styles using

Lprior =
1

18

18∑︁

𝑖=1

∥w𝑖 −w∥1 ,
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Fig. 7. We employ a progressive training schedule. a) In the first stage, we

only use the input images as training data.We trainMLPs thatmapmanifold

coordinates (yellow dot) to the first 6 StyleGAN latents, and we directly

optimize for the remaining static latents (orange triangles). All latents fed

to𝐺 are subject to random perturbations (boxes labelled n) during training.

b) In the second stage, we fine-tune the MLPs by augmenting the training

data with IBR and fix the static latents (grey triangles).

where w𝑖 refers to the latent fed into the 𝑖-th generator layer, and

w =
1
18

∑18
𝑖=1w𝑖 . This prior encourages the network to produce

latents which are similar for all generator layers, i.e., closer to the

original StyleGAN latent space𝑊 .

5.5 Training

We found that a progressive training schedule, which splits training

into two stages, produces results of highest quality. Fig. 7 summa-

rizes our method; details and exact parameters are given in supple-

mental.

In the first stage, we only use the aligned input views as train-

ing data and optimize all trainable parameters (Fig. 7a). Intuitively,

this training stage provides sparse anchors for the MLP, which is

responsible for pose changes and at the same time optimizes the

latents of the static GAN layers with the highest-possible quality

training data. This stage trains in 35 min on an NVIDIA RTX6000.

In the second stage, we provide samples from the entire manifold

as training data using a mixture of ULR renderings (85%) and input

views (15%). We fix the latents of the static layers to prevent high-

frequency IBR artifacts from impacting them (Fig. 7b). This stage

fills in the pose gaps between the input views and trains in 4 min.

6 FREE-VIEWPOINT RENDERING

We have so far established a method to render a view V̂ correspond-

ing to a pinhole camera Â on the camera manifold using StyleGAN.

We now seek to move away from the manifold to synthesize free-

viewpoint images V with an arbitrary camera model A. We achieve

this goal using a simple image warping strategy as follows.

First we project A to the closest manifold camera Â (Sec. 4.3, first

column in Fig. 8). Recall that both A and Â correspond to physically

meaningful cameras. Therefore, since we have the face geometry

at our disposal, we can render an inverse flow field [Mark et al.

1997; Yang et al. 2011], which for each pixel of V indicates where to

lookup V̂ (second column in Fig. 8). The desired viewpoint V is then

obtained by warping V̂ according to the flow field (third column in

Fig. 8). This procedure is compatible with any camera model A for

V, including physical lenses, stereoscopic setups, etc. Multi-sampled

effects require multiple entries per flow field pixel [Yu et al. 2010].

We use multi-sampling by default to anti-alias occlusion boundaries

arising from parallax.

Manifold View Flow Field Free View

Fig. 8. Free-view generation in our approach: We use StyleGAN to generate

the closest view on the camera manifold (left), which is warped using a

flow field (center) to obtain the final result (right). The top row shows an

example of a parallax-free flow field, arising from a free camera in the valid

manifold range. The configuration in the bottom row requires parallax in

the flow field, as the free camera lies outside the valid manifold range.

Note that if the position ofA corresponds to amanifold coordinate

m in the valid range (Sec. 4.2), the projection to Â does not change

the camera’s position (Fig. 6a). Therefore, the flow field is parallax-

free and corresponds to a continuous remapping (top row in Fig. 8).

If A is a perspective pinhole camera, the warp even reduces to a

simple global affine image transformation. Parallax occurs in the

flow field only if A moves outside the valid manfold range (Fig. 6b;

bottom row in Fig. 8). This operation is akin to view-dependent

texture mapping [Debevec et al. 1996], with StyleGAN as a texture

generator.

The final image V is always synthesized using a coordinated

interplay between latent manipulations and image warping. Even a

seemingly simple lateral camera motion cannot be created by only

shifting the image: The new viewpoint results in a slight variation of

viewing angle that in turn leads to a change of manifold coordinates.

A re-evaluation of the networks for synthesizing correct perspective

is therefore required.

7 RESULTS AND EVALUATION

We implemented our method based on the original StyleGAN2

code [Karras et al. 2020b] in Python, complemented by a custom

OpenGL rendering framework, including an interactive viewer. We

provide all source code of our method here: https://repo-sam.inria.

fr/fungraph/freestylegan.

To acquire faces we requested authorization from our institu-

tional ethics committee, and due to restrictions imposed by their

decision concerning privacy and security, we are only able to show

a small number of images per subject as illustration in this paper,

but cannot distribute the full datasets. We provide instructions on

how to capture a face with a smartphone in the supplemental.
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Fig. 9. Compositing of our portrait renderings into a synthetic scene with a moving camera. Note the semantic edits (eyes, smile) in the second column.
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Fig. 10. Semantic editing results: The original multi-view embedding (col.

1) is modified (col. 2) and stays consistent across novel views (col. 3+4).

7.1 Results

To evaluate our approach, we use our own captures. We asked par-

ticipants for a series of 10-25 photographs of their head and upper

body. The participants were asked to sit still, while non-professional

photographers with no background in visual computing sequen-

tially captured images from different viewing angles, using a digital

(smartphone) camera. None of the authors (or their collaborators)

were present during capture and no training was conducted.

To ensure both successful geometry reconstruction and disentan-

glement of the camera pose in the StyleGAN latents, we found it

crucial to eliminate all other sources of variation (lighting, facial

expression, etc.) across the input views. Yet, our technique is robust

enough to allow lightweight sequential capture and does not require

a multi-camera setup.

To demonstrate free-viewpoint rendering and the accuracy of

our camera model, we composite our results on top of a rendering

of a synthetic scene in Fig. 9 with a moving camera. We perform

compositing with color correction membranes [Farbman et al. 2009]

using convolution pyramids [Farbman et al. 2011]. As can also be

seen from our supplemental video, our approach for the first time

allows to successfully integrate a 2D GAN portrait rendering into a

synthetic 3D scene with free-viewpoint control.

In Fig. 10 we show semantic editing results. We apply the method

of Härkönen et al. [2020] to the output latents from our implicit

representation network. We observe that the modifications stay

view-consistent in our renderings (see supplemental video for in-

teractive editing sessions). Note that the method used to perform

semantic editing is independent of our approach.

In Fig. 11 we demonstrate face renderings with different camera

models. The Vertigo effect (Fig. 11b) can be achieved without leaving

the camera manifold, i.e., without warping, by simply varying the

𝑑-component of the manifold coordinate. We see that our latent

representation network is able to synthesize the shift in perspective

when moving towards the face while opening the field of view. In

Fig. 11c we demonstrate spherical lens distortions, while Fig. 11d

showcases a stereoscopic rendering result. Our solution generates

the two images from the correct viewpoints, also allowing fine-

grained control over interocular distance and screen depth.

a) b) c) d)

Fig. 11. Different camera models: Perspective pinhole camera (a), Vertigo-

effect (b), non-linear lenses (c), and stereo image pairs (d, use anaglyph

glasses for stereo 3D impression).

7.2 Comparisons

We compare our algorithm to state-of-the-art StyleGAN-based ren-

dering techniques, portrait-specific approaches, and for complete-

ness to general-purpose free-view IBR methods. A full set of videos

can be found in our supplemental material.

First we compare our approach to two state-of-the-art StyleGAN-

based portrait rendering approaches: PIE [Tewari et al. 2020b] and

StyleFlow [Abdal et al. 2021]. While both methods perform novel-

view portrait rendering using StyleGAN, they differ from ours in

two fundamental ways: First, they rely solely on manipulations of
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Fig. 12. Comparison to state-of-the-art StyleGAN editing approaches.

StyleGAN latent code w+, restricting novel views to the camera

manifold, i.e., a very small fraction of what our method allows,

prohibiting free-viewpoint navigation. Second, their view parame-

terization does not correspond to a physically meaningful quantity:

Latent code-induced viewpoint manipulations are not simply a cam-

era rotation around a fixed 3D point (Sec. 4), but induce non-linear

dependencies between camera position, orientation and field of view.

This is in contrast to our camera manifold formulation which trans-

lates latent codes into physically meaningful quantities. To allow a

fair comparison, we thus restrict our output to the camera manifold,

omitting our free-viewpoint warping. We determine image quality

by re-synthesizing held-out input views. For both PIE and StyleFlow,

we use a frontal view as input. Since there is no way to directly find

the held-out camera with these methods, we densely sample the

yaw-pitch-space for both methods and select the view minimizing

mean ℓ2-distance of facial landmarks [Kazemi and Sullivan 2014]

to the requested input view. Our approach generates the required

views directly. Our method outperforms the others both numerically

(Tbl. 1) and, arguably, in subjective image quality (Fig. 12).

We also compare against the facial re-enactment technique of

Siarohin et al. [2019] and the morphable face albedo model of Smith

et al. [2020] in Fig. 13. For Siarohin et al. we use their pre-trained

model based on the VoxCeleb dataset [Nagrani et al. 2017], which

allows a reasonable variety of poses due to a conservative crop win-

dow.We use a textured mesh [CapturingReality 2016] rendered from
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Fig. 13. Comparison to editable portrait rendering methods.

Table 1. Image quality comparison of our method against state-of-the-art

StyleGAN-based approaches.

Method PSNR↑ SSIM↑ E-LPIPS↓

[Tewari et al. 2020b] 17.8 .711 .027

[Abdal et al. 2021] 17.2 .717 .028

Ours 20.8 .758 .020

free viewpoints (unless stated otherwise) to drive an aligned frontal-

pose view. We observe that their result quality highly depends on

the viewpoint: While frame-filling portrait views are handled well,

viewpoint-induced scaling of the head tends to result in distortions

or severe identity shifts. Additionally, their spatial output resolution

is 256 × 256, in contrast to our resolution of 1024 × 1024. For the

method of Smith et al. we use their inverse rendering pipeline based

on a frontal view. Their method is designed for maximum control

over face shape, facial expression, and surface properties far beyond

what the StyleGAN latent space captures, but it suffers from a lack

of photo-realism.

Our technique allows to change the distance between face and

camera by manipulating StyleGAN latent codes using our camera

manifold formulation and the trained network 𝑀 . In Fig. 14, we

compare this latent-driven shift of perspective to the single-image

approach of Fried et al. [2016]. Given a shot captured from a close

distance (Fig. 14, left), their method uses warping to simulate a

long-distance shot with the corresponding decrease in field of view
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Close-distance Shot [Fried et al. 2016] Ours

Fig. 14. Manipulation of camera distance and focal length (Vertigo effect)

using a warping technique (center) and our latent-driven approach (right).

Use the grid overlay to assess changes of proportions.

(Fig. 14, center). In contrast, our method (Fig. 14, right) requires

only a manipulation of manifold coordinates and no warping to syn-

thesize this Vertigo effect. We observe that, while both techniques

exhibit similar characteristics in the central face region, our method

produces globally more consistent results, e.g., neck and shoulders

are also correctly influenced by the shift of perspective.

We quantitatively evaluate camera accuracy, image quality, and

identity preservation in Tbl. 2. For completeness, we include the

multi-view IBR methods DeepBlending [Hedman et al. 2018], Free

View Synthesis [Riegler and Koltun 2020], and NeRF++ [Zhang et al.

2020]. For the first two approaches, we use the pre-trained models

from the authors, which have not been trained on faces. Note that,

in contrast to ours, none of these methods allows semantic editing.

To estimate camera accuracy, we re-synthesize all input views

for six subjects resulting in 132 images total, while holding out

the input views to compare against for the approaches of Hedman

et al. [2018], Riegler and Koltun [2020], and ours. For the method of

Siarohin et al. [2019] we use the input views as the driving source.

We then determine the ℓ2-distance of 2D facial landmarks [Kazemi

and Sullivan 2014] to those of the ground truth images. To compen-

sate for different image resolutions, we normalize this error by the

estimated interocular distance per view. We additionally report the

success rate of the landmark detector, providing an indication of how

realistic the generated faces are [Tewari et al. 2020b]. To analyze

the capability of identity preservation, we employ the method of

Schroff et al. [2015] to extract face recognition features for 280 free-

viewpoint video frames across different subjects and measure the

cosine distance to the normalized mean recognition features of the

respective input views (last column in Tbl. 2). In the supplemental

we also present visual comparisons and image error metrics. Since

most free-viewpoint IBR methods reproject images they achieve

better quality; recall however that they do not allow any semantic

editing. In contrast, the method of Siarohin et al., which allows se-

mantic editing in the form of facial expressions, does not perform

well in the free-viewpoint setting for the metrics we considered.

7.3 Ablations

We analyze the effectiveness of individual components of our algo-

rithm by ablation. We consider distribution and number of input

views, alternatives to our camera manifold formulation, loss terms

and training procedure, and our background blur approach.

7.3.1 Input Views. In Fig. 15a we show a typical distribution of

input views in our manifold parameterization. The distributions

Table 2. Comparison of camera accuracy (measured by facial landmarks:

Alignment & Detection Rate), and face Recognition Error.

Method Semantic Facial Landmarks Recog.

Editing Align.↓ Det. Rate↑ Error↓

[Hedman et al. 2018] ✗ .023 99% .07

[Riegler and Koltun 2020] ✗ .027 100% .08

[Zhang et al. 2020]1 ✗ .018 100% .24

[Siarohin et al. 2019] ✓2 .254 42% .23

Ours ✓ .068 100% .14

1 Due to time constraints, we did not train a separate model for each leave-one-out
image set, but only one model using all images per subject.

2 Editing is restricted to facial animations using a driving video.
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Fig. 15. a) A typical input view distribution (black dots) in our manifold pa-

rameterization. A large fraction of views lies outside the manifold boundary

(red shape). b) Image quality as a function of input view count.

of multiple datasets can be found in our supplemental video. We

observe that our casual capture tends to result in an uneven view

distribution and a significant fraction of the input views lying out-

side the manifold boundaries. These views are vital for successful

geometry reconstruction (Sec. 3.2), as they cover the subject from a

wider range of directions, but these views cannot be used in the first

training stage (Sec. 5.5). We did not observe a strong effect of the

exact view distribution when input views are reasonably stratified.

To investigate how the number of input views influences result

quality, we progressively reduce the views used in our pipeline. We

then perform an exhaustive leave-one-out image quality analysis

(following the same protocol as in Sec. 7.2) for each configuration.

The results are given in Fig. 15b. We observe that, unsurprisingly,

image quality improves as the number of input views increases, but

tends to saturate at about 20 views. Using less than 15 views has

a stronger negative effect on image quality. For less than 10 views

camera calibration and geometry reconstruction are unreliable.

7.3.2 Camera Manifold. We analyze three alternatives to our cam-

era manifold formulation. In the upper row of Fig. 16, we show a

result obtained when omitting the manifold completely, i.e., using

the trackball camera model from Eq. 2. We feed the four camera

parameters to𝑀 and train it to produce latents for free-viewpoint

images directly. As this task is harder, we give𝑀 more capacity by

doubling the number of both the hidden layers and feature channels.

The resulting images are severely distorted, while our approach

matches the reference - a ULR rendering of the desired pose - well.

The lower row of Fig. 16 shows a result obtained with a naive

manifold: We use the frontal pose to optimize for a coefficent vector

ĉ and fix it while rotating the camera around the head. This naturally

results in in-plane rotations and therefore out-of-distribution images
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Fig. 16. Manifold ablations: Training a mapping from free cameras to latents

gives heavily distorted results (upper left). A naive mainfold is better, but still

does not respect training data alignment and therefore results in distortions

(lower left). In contrast, our solution (middle column) is distortion-free and

matches the pose reference (right column) well.
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Fig. 17. Manifold boundary analysis: a) and b) Within the manifold bound-

aries our results are of consistently high quality. c) Directly generating a

view outside the manifold (red point) using StyleGAN results in low quality

compared to the held-out input view. d) We first render the closest view in

the valid range (blue point) with StyleGAN. The final image (green point) is

then produced using warping. Black dots denote input views.

for StyleGAN and we again observe strong distortions in the results,

while our full approach handles these configurations well.

Finally, we analyze the effect of our manifold boundaries in Fig. 17.

Result quality is consistently high when moving within the bound-

aries (Fig. 17a and b; see also supplemental videos). When we omit

the manifold boundaries and use 𝑀 to directly generate a view

outside the valid range (Fig. 17c), image quality suffers. Our full

approach (Fig. 17d) first generates the closest valid StyleGAN image,

and then warps it to the desired view, resulting in superior quality.

7.3.3 Loss and Training. We analyze our two-stage training pro-

cedure in Fig. 18. When only using the first stage for training, our

c)b)
Only Stage 1Closest Input View Only Stage 2 Full Training

Fig. 18. Effect of the training stages: Only running stage 1 results in poor

generalization to the entire manifold. Stage 2 alone gives overall lower

quality results, as the high-quality information from the input views is

missing. Our two-stage training procedure provides highest-quality results.

c)

b)

c) d)

a) b)

Fig. 19. If the background in the input images is not smooth (a), the em-

bedding does not only fail to match the background (b), but also distorts

facial features, such as mouth and nostrils (insets). We blur the background

before the embedding (c) to achieve higher-quality results (d).

method relies on the sparse input views only. It therefore fails to gen-

eralize to the entire camera manifold, either by generating distorted

images (first row) or false perspectives (second row). If we only use

the second training stage, we get blurry results with identity shifts

due to IBR artifacts in the training data and the omitted LPIPS loss.

In the supplemental we also show that excluding the LPIPS term

reduces image sharpness, while the identity loss preserves slight

face identity shifts. The prior loss increases photo-realism.

7.3.4 Background Blur. Fig. 19 demonstrates the effect of blurring

the background of the input images. We observe that a blurred

background has an influence not only on the background region,

but also helps to preserve the identity and increase photorealism.

8 DISCUSSION, FUTURE WORK, AND CONCLUSION

Our approach enables high-quality free-viewpoint synthesis of faces

using StyleGAN with casually captured multi-view data as input.

While our capture is lightweight, previous work on GAN embed-

dings require only a single image; at the expense of significantly less

variation in pose and no direct way to connect to precise camera
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a) b)

Fig. 20. Limitations: a) If the camera position is in the valid manifold range,

no parallax occurs and rendering quality is not impacted by geometric

fidelity. b) When leaving the valid manifold range, inaccuracies in the proxy

geometry can become visible at extreme angles.

parameters. A possible extension of our method towards single-view

inputs would require performing GAN inversion, geometry estima-

tion, and camera calibration ś likely using a full camera model ś

from a single image. This could be done by harnessing the capabili-

ties of StyleGAN as a multi-view generator [Zhang et al. 2021a] and

to fold geometry estimation into the training loop [Pan et al. 2021].

We allow free positioning of the virtual camera, beyond the distri-

bution of the StyleGAN training corpus. If the camera position lies

within the valid range of our camera manifold, the image quality of

our method does not depend on the quality of the geometric recon-

struction, as no parallax occurs (Fig. 20a); if it leaves the valid range,

our warping scheme generates the required parallax. This can create

artifacts if the proxy is incorrect or too coarse (Fig. 20b). Further, all

semantic manipulations that change geometric features of the face

are naturally not mirrored in the geometry, leading to projective

texturing artifacts. A possible avenue of future work would be to

synchronize geometric changes using a 3DMM.

StyleGAN embeddings need to find a trade-off between high-

fidelity image reconstruction and high-quality editing capabilities

[Blau and Michaeli 2018; Tov et al. 2021]. Our approach seeks to

find a sweet spot on this spectrum, but sometimes slight shifts

in identity or other image attributes can occur. A related issue is

a łshowerdoor effectž, resulting in flickering and texture details

sticking to the screen rather than the face. We share these problems

with previous work on this topic, as they stem to a large extent

from inherent limitations of the generator [Karras et al. 2021]. In an

orthogonal line of research, general embedding strategies have been

explored, which do not require face-specific optimizations to obtain

latent codes [Richardson et al. 2021]. While these encoder-based

approaches open up exciting research directions, the quality of the

resulting embeddings is currently insufficient (see supplemental).

It is potentially possible to train StyleGAN on a more diverse

set of images such that free viewpoint capabilities naturally arise.

We believe that our approach of extending the capabilities of a

constrained model in a post-process is a viable solution presenting a

good compromise, given the resources needed to train a GAN from

scratch, and the quality of current methods achieved by careful

alignment. An exciting avenue of future work would be to jointly

train our embedding network and fine-tune the GAN to lift some of

its limitations.

In conclusion, we have presented a method that allows the genera-

tion of a StyleGAN image from a free-viewpoint 3D camera, enabling

these stunningly realistic images to be used in 3D applications, to-

gether with the semantic editing capabilities of previous methods.

We believe that this is an important step forward in bridging the

gap between powerful 2D image-processing learning solutions and

the generation of fully editable 3D content for general use, with

minimal content creation effort.
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